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Abstract

With the growing number of online banks or
digitalized services of traditional banks, the
need for human contact in customer support
drops drastically. Deep learning and natural
language processing methods allow today to
answer efficiently and precisely to customers’
questions via chatbots and to get closer to the
way a human would answer. However, it is im-
portant that these methods do not give wrong
information and do not answer questions they
are not capable of answering. In this report
we evaluate several out-of-distribution detec-
tion methods to overcome these problems, and
focus on the NLP task of intent classification
in the banking domain. The code is released to
the community1.

1 Introduction

Large Language Models (LLMs) have recently
made significant breakthroughs in various Nat-
ural Language Processing (NLP) tasks, such as
text generation, question-answering, and language
translation. However, as the use of LLMs becomes
more widespread, concerns about their safety and
ethical implications have arisen. To ensure the
widespread adoptability of LLMs, it is crucial to
address issues such as fairness [2, 3, 4], out-of-
distribution (OOD) detection [5, 6, 7], and adver-
sarial attack detection [8, 9]. These issues are crit-
ical to ensure that LLMs operate within ethical
and legal boundaries, do not propagate harmful
biases or stereotypes, and can detect and defend
against malicious attacks. In this context, research
efforts have focused on developing methods to de-
tect and mitigate these issues, as well as building
more transparent and interpretable models that can
be better understood and audited by humans.

1The code is available at https://github.com/PeDiot/OOD-
Detection-Intent-Classification and is based on [1]

In this work, we choose to focus on OOD detec-
tion as it is a crucial aspect of ensuring the safety
and reliability of large language models. OOD de-
tection refers to the ability of a model to identify
input data that falls outside of the distribution of
data it was trained on, and flag it as potentially un-
safe or unreliable. This is important because large
language models are often deployed in real-world
applications where they may encounter input data
that is significantly different from what they were
trained on. If the model is not able to detect such
OOD inputs, it may produce unreliable or even
harmful outputs, putting users at risk. Therefore,
developing effective OOD detection techniques is
critical for ensuring the safety and trustworthiness
of large language models.

1.1 Problem Framing
Mathematical formulation. We take the for-
mulation of the problem made in [10]. For a
multiclass classification problem, we have X
the textual input space, Y = {1, · · · , C} with
C ≥ 2 the target space. We denote pXY the
probability distribution of the training dataset
DN = {(xi, yi), xi, yi ∈ X × Y}Ni=1 sup-
posed made of N ≥ 1 i.i.d samples. Moreover,
the classifier trained using DN is denoted by
fN : X → Y .

It is very likely that the classifier fN will
have to deal with samples which are out of the
training distribution, such that (x, y) ̸∼ pXY , once
put into production. To label such samples we de-
fine the indicator variable z = 1{(x, y) ̸∼ pXY }.

Finally, the decision function for OOD detection
is defined by:

g(x, γ) =

{
1 if s(x) > γ

0 if s(x) ≤ γ
(1)

https://github.com/PeDiot/OOD-Detection-Intent-Classification
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with s : X → R a dissimilarity function which
computes a score of an element of X w.r.t the
training in-distribution. γ ∈ R is a threshold
whose value will be discussed later.
Performance evaluation To measure the perfor-
mance of OOD detectors we use several metrics
that we find significant. First, recall that the
False Alarm Rate (FAR) is the proportion of
IN samples that are misclassified as OUT while
the True Detection Rate (TDR) corresponds to
the proportion of OUT samples that are correctly
classified.

The Area Under the Receiver Operating
Characteristic curve (AUROC) [11] is the
area under the ROC curve which plots the true
detection rate against the false alarm rate for
different thresholds. It corresponds to the prob-
ability that an in-distribution example is given a
lower score than an OOD example, according to 1.

The Area Under the Precision-Recall curve
(AUPR-IN, AUPR-OUT) [12] is the area under
the curve which plots the true detection rate (re-
call) against the proportion of true OOD samples
amongst all the samples classified as OOD by the
detectors (precision), for different thresolds.

2 Experiments Protocol

We discuss in this section the chosen benchmark
datasets, fine-tuned models and baseline methods
we use and then evaluate.

2.1 Previous work

Dissimilarity functions for OOD detection have
been introduced in previous works. Specifically,
we use the Maximum Soft-max Probability, En-
ergy, Mahalanobis and finally Cosine projection
functions respectively proposed by [13, 14, 15,
16]. Previous works have compared the perfor-
mance of these functions in OOD detection on sev-
eral datasets, several NLP tasks and several mod-
els [10, 17]. These works present very good re-
sults but use datasets that do not correspond to
our use case. The work presented by [15] use a
banking dataset but the results and comparisons
of the methods rely on a single transformer model
which is RoBERTa [18]. Moreover this paper is
not focused on the banking domain but rather on
intent classification in several domains and only

uses the Mahalanobis function as hidden-states-
based scorer.

2.2 Dataset selection
The benchmark we build is composed of in-
distribution samples from the training set of the
BANKING77 [19] dataset. The out-distribution
instances are derived from the ATIS [20] (Air-
line Travel Information Systems), the banking ex-
amples of CLINC150 [21], BITEXT2 datasets,
and the BANKING77 testing set. We indeed con-
sider that all the samples that have not been used
to train the classifiers are OOD and therefore are
not used to fit the detectors. Both CLINC150
and BANKING77 contain intents in the banking
domain, ATIS contains commercial support data
from airline companies and BITEXT from 20 dif-
ferent domains such as retail, utilities, shipping,
and so forth.

2.3 Methods and fine-tuned models
Scoring functions. We consider the four follow-
ing scoring functions:

1. Maximum Soft-max Probability (MSP) [13]:

sMSP(x) = 1−max
y∈Y

pXY (y|x) (2)

where pXY is the soft-probability predicted
by the classifier after x has been observed.

2. Energy-based (E) [14]:

sE(x) = −T × log

∑
y∈Y

exp

(
gy(x)

T

)
(3)

where gy(x) represents the logit correspond-
ing to the class label y and T is the tempera-
ture parameter.

3. Mahalanobis (M ) [15]: Given a probability
distribution P on Rd with mean vector µ and
positive-definite covariance matrix S:

sM(x) = dM
(
F (x), F

(
S train
n,ŷ

))
(4)

where dM is the Mahalanobis distance and is
defined by:

dM (x, P ) =
√
(x− µ)TS−1(x− µ). (5)

2You can download the full dataset at
https://www.bitext.com/chatbot-training-data/
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and F is an aggregation function which we
will define below.

4. Cosine projection (C) [17]:

sC = − max
xi∈Strain

n,ŷ

cos (x,xi) (6)

where (x, ŷ) is an unseen sample, Sn,ŷ is the
set of reference embeddings with ŷ as pre-
dicted class and cos is the cosine similarity
function:

cos(x1, x2) =
x1 · x2

max (∥x1∥2 · ∥x2∥2 , ϵ)
(7)

where ϵ is a small value to avoid division by
zero.

Aggregation procedures. To compute dM , we
want to extract relevant feature representations of
the data from the neural networks. We take up the
mathematical formulation made in [10]: ϕl is the
function corresponding to the l-th layer of the en-
coder, with 1 ≤ l ≤ L and L the total number
of layers in the encoder. Thus, for any given in-
put x, ϕl(x) ∈ Rd is the embedding of x in the
l-th layer, where d is the dimension of the corre-
sponding embedding space. Note that the outputs
of each hidden layer are elements of Rd. We con-
sider three aggregation functions:

1. Logits layer selection:

FLogits ≡ F (ϕ1(x), . . . , ϕL(x)) = ϕL+1(x)
(8)

2. Last layer selection:

FL ≡ F (ϕ1(x), . . . , ϕL(x)) = ϕL(x) (9)

3. Power Mean aggregation:

FPM(x) ≡ F (ϕ1(x), . . . , ϕL(x))

=
1

L

L∑
l=1

ϕl(x) := x. (10)

Fine-tuned encoders. We used pretrained
encoders that have been fine-tuned on the
BANKING77 [19] dataset for intent classification
purposes 3. We test the methods described earlier
on BERT [22] and DistilBERT(DIS.) [23]
which have respectively reached an accuracy of
0.93 and 0.92 on the validation set.

3You can find the fine-tuned models on the HuggingFace
hub following the links: DistilBERT and BERT

3 Results

This section aims at highlighting the empirical re-
sults obtained with the aforementioned detectors
for the two fine-tuned encoders introduced in 2.3.

3.1 Methods comparison

In order to assess the performance of the differ-
ent methods, we compare the classification met-
rics presented in 1.1 for several scorers combined
with different aggregation procedures, for both the
BERT and DistilBERT-based classifiers.

Model Scorer Ag. AUROC AUPR-OUT AUPR-IN
BERT sMSP FLogits 87.26 96.83 50.40

sE FLogits 87.89 97.01 54.81
sC FL 99.99 100 99.91

FPM 99.99 100 99.91
sM FL 95.98 99.09 78.31

FPM 69.07 89.15 34.22
DIS. sMSP FLogits 87.88 97.04 52.59

sE FLogits 88.50 97.21 55.35
sC FL 99.99 100 99.86

FPM 100 100 99.94
sM FL 94.68 98.73 75.96

FPM 59.71 83.86 26.48

Table 1: OOD detection performance (in %) for differ-
ent configurations

From table 1, one can notice very high AUROC
and AUPR for the cosine projection scorer which
remains to be qualified. Indeed this scorer out-
puts values close to -1 for every sample in the
IN dataset while giving higher values for the
OUT-DS entries, which means most of the consid-
ered thresholds manage to separate textual inputs.
However, it appears more difficult to identify rel-
evant thresolds from the distribution plot of this
scorer, as shown by the related figures in the ap-
pendix. Regarding the Mahalanobis scorer com-
puted from the encoder’s last hidden layer, we ob-
tain quite satisfactory results to separate IN from
OUT instances. In other words, this scorer lever-
ages part of the information contained in the train-
ing set to detect OOD samples.
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Figure 1: ROC curves for different scorers. AUROC is
displayed inside brackets.

3.2 Scorer distribution

In addition to the metrics presented in the above
table, it seems relevant to represent the distribu-
tion of both hidden-states-based and output-based
scorers. It is decided to only report the distribu-
tions of the Mahalanobis scorer with the last-layer
selection method applied on the BERT-based fine-
tuned model. This choice is motivated by the no-
ticeable split between the IN and the OUT datasets.
Note the other distribution plots are depicted in the
appendix.

Figure 2: Density plot of sM with FL aggregation
method

From the above plot, it can be noticed that
the further the inputs from the training cor-
pus, the higher the Mahalanobis score. Specif-
ically, three groups can be highlighted: the
training samples (in train), banking-related
text inputs (out test and out clinc) and
not banking-related text inputs (out atis and
out bitext). Furthermore, comparing the lat-
ter distributions to the ones derived from the sMSP
scorer strengthens the relevance of using hidden-
states based methods to detect OOD samples. The
following plot indicates more variability in the
scores obtained by the OUT-DS inputs, making it
more difficult to make decisions.

Figure 3: Density plot of sMSP

Finally, combining the ROC curves from figure 1
with the distribution of the Mahalanobis scorer de-
picted in figures 4, 5, 6, 7, and 8, one could iden-
tify more or less flexible thresholds to detect out-
of-distribution samples.

4 Discussion/Conclusion

In addition to building a benchmark for OOD de-
tection, this work also focuses on intent classifi-
cation in the banking domain. The Mahalanobis
scorers, which are computed from the last layer of
encoder-based classifiers, have shown to be effec-
tive in detecting OOD samples due to their ability
to incorporate information from the training set.
This is especially important in real-world appli-
cations where the distribution of input data may
vary over time, leading to the presence of OOD
samples. However, when the same scoring func-
tion is used to aggregate over all hidden states,
the results obtained are not as good as those re-
ported in the literature. This highlights the need
for further investigation and development of OOD
detection techniques that are robust across differ-
ent types of models and scoring functions. Addi-
tionally, it is important to explore the use of other
techniques such as uncertainty estimation and gen-
erative models for OOD detection in intent classi-
fication tasks. By improving OOD detection tech-
niques, we can increase the safety and reliability
of large language models for a wide range of ap-
plications, including those in the banking domain.
Areas for improvement need to be emphasized. It
could be interesting to use another labeling strat-
egy as the one introduced in [17]. Another axis to
be further developed could be to apply the power
mean aggregation method to an arbitrary combi-
nation of hidden layers. Finally, with more re-
sources, it would have been pertinent to leverage
the potential of data depth-based scorers combined
with the mean aggregation procedure which obtain
very satisfying results as shown in [10].
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Appendix

A BERT results

This section emphasizes the results obtained for the detectors fitted on the BERT-based intent classifier
introduced in 2.3.

A.a Scorer distribution

The following distributions draw a comparison between the ability of each scorer to discriminate be-
tween IN-DS and OUT-DS inputs. The Mahalanobis hidden-states-based scorer combined with last-
layer selection appears to perform better than outputs-based scorers like energy or maximum softmax
probability.

Figure 4: Distribution per scorer for different aggregation methods - All datasets. The plots related to the sC
scoring function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS
score from -1, the closer to the IN-DS training instances.
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Figure 5: Distribution per scorer for different aggregation methods - BANKING77. The plots related to the sC
scoring function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS
score from -1, the closer to the IN-DS training instances.

Figure 6: Distribution per scorer for different aggregation methods - CLINC150. The plots related to the sC
scoring function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS
score from -1, the closer to the IN-DS training instances.
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Figure 7: Distribution per scorer for different aggregation methods - BITEXT. The plots related to the sC scoring
function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS score
from -1, the closer to the IN-DS training instances.

Figure 8: Distribution per scorer for different aggregation methods - ATIS. The plots related to the sC scoring
function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS score
from -1, the closer to the IN-DS training instances.
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A.b Classification metrics

Figure 9: ROC and Precision/Recall curves per scorer. Note the amazing curves obtained for the cosine projection
scorer does not necessary mean this method is more effective to detect OOD samples. The shape of the curves is
due to the way the scorer is computed.

B DistilBERT results

This section emphasizes the results obtained for the detectors fitted on the DistilBERT-based intent
classifier introduced in 2.3.

B.a Scorer distribution

Figure 10: Distribution per scorer for different aggregation methods -All datasets. The plots related to the sC
scoring function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS
score from -1, the closer to the IN-DS training instances.
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Figure 11: Distribution per scorer for different aggregation methods - BANKING77. The plots related to the sC
scoring function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS
score from -1, the closer to the IN-DS training instances.

Figure 12: Distribution per scorer for different aggregation methods - CLINC150 The plots related to the sC
scoring function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS
score from -1, the closer to the IN-DS training instances.
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Figure 13: Distribution per scorer for different aggregation methods - BITEXT. The plots related to the sC scoring
function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS score
from -1, the closer to the IN-DS training instances.

Figure 14: Distribution per scorer for different aggregation methods - ATIS. The plots related to the sC scoring
function only depicts the OUT-DS datasets since sC(xi) ≈ −1 ∀(xi, yi) ∈ DN . The closer the OUT-DS score
from -1, the closer to the IN-DS training instances.
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B.b Classification metrics

Figure 15: ROC and Precision/Recall curves per scorer. Note the amazing curves obtained for the cosine projection
scorer does not necessary mean this method is more effective to detect OOD samples. The shape of the curves is
due to the way the scorer is computed.
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