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Abstract

The enhance of accuracy in reasoning results of LLMs arouses the
community’s interests, wherein pioneering studies investigate post-
hoc strategies to rectify potential mistakes. Despite extensive efforts,
they are all stuck in a state of resource competition demanding sig-
nificant time and computing expenses. The cause of the situation
lies in failing to identify the fundamental feature of the solutions
in this line, coined as the self-denial of LLMs. In other words, LLMs
should confidently determine the potential mistakes and carefully
execute the targeted correction. As the whole procedure conducts
within LLMs, supporting and persuasive references are hard to ac-
quire, while the absence of specific steps towards refining mistakes
persists even when errors are acknowledged. In response to the
challenges, we present PSSD, which refers to and implements the
human psyche structure such that three distinct and interconnected
roles contribute to human reasoning. Specifically, PSSD leverages
the recent multi-agent paradigm, and is further enhanced with
three innovatively conceived roles: (1) the intuition-based id role
that provides initial attempts based on benign LLMs; (2) the rule-
driven superego role that summarizes rules to regulate the above
attempts, and returns specific key points as guidance; and (3) the
script-centric ego role that absorbs all procedural information to
generate executable script for the final answer prediction. Extensive
experiments demonstrate that the proposed design not only better
enhance reasoning capabilities, but also seamlessly integrate with
current models, leading to superior performance.

CCS Concepts

• Information systems→ Information retrieval; • Computing

methodologies→ Natural language processing.
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1 Introduction

Recently, the NLP community has witnessed the booming devel-
opment of LLMs, where many downstream tasks manifested new
milestones, especially in reasoning tasks [15, 18]. Albeit superior,
LLMs still exhibit weakness in guaranteeing the reasoning cor-
rectness. That is, LLMs tend to make up facts and details, hence
misleading the direction of inference and generating the errorneous
results [16, 31, 32].

Amidst this backdrop, pioneering studies have investigated the
post-hoc strategy, which emphasizes refining generated results, pri-
marily influenced by the concept of correcting based onmistakes [11].
According to the achievement, these methods mainly can be put
into three categories: (1) Fine-tuning LLMs aims to proactively pre-
vent the recurrence of mistakes by fine-tuning on previous correct
and incorrect samples [1, 5, 19, 27]; (2) Leveraging tools iteratively
polishes results through interaction with external assistance to cor-
rect the mistakes in each step [17, 23, 25, 30]; (3)Multi-agent debate
defines multiple roles of LLMs, with each individually generating a
response and engaging in multi-round debates to reach a consistent
answer [4, 6, 12, 29]. The training phase in first class does not meet
the timely demands in practical applications. Though methods in
second class can provide immediate results, their performance re-
lies heavily on availability of high-quality external resources. In
order to ensure the timeliness and avoid the mentioned dependency,
our research focuses on exploiting the inherent potential of LLMs,
which belongs to last stream (vividly shown in Figure 3).

As aforementioned, current studies in multi-agent debate tries
to allocate several roles for agents initializing discussions, where
the round of interaction depends on reach of the consistency and
number of roles relies on the empirical study. These intuitive de-
signs, instead of approaching the fundamental features of learning
from mistakes, are stuck in the resource competition (ref. Figure 5),
in which satisfactory results are highly dependent on the times
of invoking LLMs. To avoid the dilemma, we first identify the fea-
ture in this category as: facilitating agents’ self-denial, where the
reasoning direction of LLMs is guided and refined by experience,
particularly through exploiting mistakes. These enhanced agents
consciously exert control over the generation by appropriate in-
terventions, corrections, or completions in reasoning, based on
confidential determination. The process theoretically prevents an
uncontrollable stack of resources to obtain a consistent result.

The identification, meanwhile, reveals notorious challenges in
pursuit of the goal. (1) To ensure accurate refinement, LLMs must
maintain confidentiality in their determination about the correct-
ness of results, which necessitates persuasive evidences. Without
access to external knowledge resources, the acquisition of support-
ing information through direct means is limited. (2) The rectification
of the wrong generation for LLMs in many situations is even more
challenging, as reasons resulting in this outcome are intricate and
imperceptible. If LLMs can discern these underlying factors, they
would follow a logical reasoning path instead of generating incor-
rect answers. (3) It is significant to make the required resource
under control. When the procedure merely relies on development
of refinement, it transforms into a variant of resource competition.

To address the task, we refer to Freudian theory of human psy-
che [7], in which the id, the ego, and the superego coexist simulta-
neously to attempt, regulate and adapt human behaviors; that is,
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human undergoes growth through internal debating among three
personalities. The theory is in line with our goal to acquire the
intuitive attempt, regular guidance, and detailed rectification via
multi-agent framework. In this connection, we are motivated to
implement the human psyche structure, and conceive a psyche
structure for self-denial (i.e., PSSD) of LLMs, and further enhanced
by exploiting tailored designs of multiple agents, thereby compre-
hensively activating LLMs’ inherent capabilities.

Specifically, we design an intuition-based id role that functions
as an innate drive, solely utilizing the LLMs’ reasoning ability to
answer the given question. Through directly generating multiple
reasoning paths, the original attempts are collected as intuitive
responses. Second, another LLM performs as the rule-driven su-
perego role, embodying a rational entity which provides supporting
references from methodological perspective. The rules, derived
and processed empirically from training data, guide the role in ab-
stracting key points of reasoning to support the denial. Third, the
script-centric ego role serves as a mediator to bridge the aforemen-
tioned roles. This agent generates an executable script that adheres
to intuitive attempts and key points, guiding its detailed execution
to produce the final answer. Last but not least, as the novel cooper-
ativity of roles in PSSD, different from other multi-agent methods,
these roles can be unified in a single LLM to complete the procedure
(namely PSSD-SFT). The results compared with methods in fine-
tuning LLMs class demonstrate its superiority. Besides, the focus of
PSSD lies in exploiting inherent abilities of LLMs, making it orthog-
onal to other solution categories and positioning it as a seamless
integration into current research endeavors (ref. Section 4.5).

To summarize, our contributions in this work are as follows:
• To the best of our knowledge, we are the first to explore the

inherent ability of LLMs in the line of leveraging mistakes;
• We introduce the idea of human psyche and propose a novel

paradigm for LLMs, namely PSSD, comprising three roles,
i.e., intuition-based id, rule-driven superego, and script-
centric ego, to achieve self-denial of LLMs for further accu-
rate generation;

• Extensive experiments demonstrate that the proposedmethod
outperforms competitors in aforementioned three categories,
and is effective in addressing the misleading problem.

2 Related Work

This section briefs relevant efforts from three perspectives.

2.1 Fine-tuning LLMs

Methods in this approach treat LLMs as a supervisor to obtain
feedback for a provided mistake to fine-tune LLMs. STaR [28] em-
phasizes the rationales leading to the correct results. With the gold
annotations, an iterative generation strategy is employed to ob-
tain the ideal reasoning path for each question to fine-tune LLMs.
LeMa [1] focuses on inaccurate reasoning paths, and employs GPT-
4 to generate details, reasons, and final answer for them. These
samples then perform as annotations for fine-tuning LLMs. Simi-
lar to LeMa, GWfS [2] directly guides LLMs to generate harmful
responses and informs LLMs to evaluate its output with specific cri-
tique. This mistake analysis data is then used for model fine-tuning.
Self-rethinking [19]pre-defines some error classes to provide LLMs

with typical correction examples to prepare fine-tuning samples.
SALAM [20] designs an assistant LLM to interact with the main
LLM and leverages the resulting conversations to fine-tune assis-
tant LLM, thereby enhancing the supervisor’s flexibility compared
with aforementioned approaches.

The utilization of domain fine-tuning can enhance the perfor-
mance of LLMs; however, a new training phase encounters delayed
response issue. Additionally, a substantial amount of computational
powers are required to execute the learning process.

2.2 Leveraging tools

The main idea in this line is to leverage the feedback to verify
LLMs’ outputs. TRAN [23] accumulates rules from incorrect cases
summarized by LLMs to form a rule base. When encountering
new queries, it extracts relevant rules as external clues for the
reasoning process. VE [30] transforms the attention to leverage
external knowledge, e.g., Wikipedia and Google. The information
performs as the facts to verify the results and supports the re-
answer procedure. To put the thoughts deeply, ReAct [25] proposes
an interaction framework to enforce LLMs to execute the thought-
action-observation circle based on goolge engine. In each phrase,
the model will make a feedback-dependent decision and prepare
for the next state. Reflexion [17] tries reinforcement learning for
reflection to further explore decision-making capability.

External assistance can help users to obtain immediate results;
however, the performance is heavily reliant on the quality of knowl-
edge source or effective tools. Once the assistance is inaccessible,
the essential components of these methods are compromised.

2.3 Multi-agent Debate

Several agents are defined to invoke discussion within the same
topic. LM vs LM [4] facilitates a multi-turn conversation between
the claim-generating LM and an examining LM, which introduces
questions to discover inconsistencies. Multiagent Debate [6] makes
multiple agents propose and debate their individual responses and
reasoning processes over multiple rounds to reach a common final
answer. MAD [12] facilitates the expression of arguments among
multiple agents in a "tit for tat" manner, while a judge oversees
the debate process to obtain a final solution. Self-Contrast [29]
employs diverse agents to offer distinct perspectives on a query.
Subsequently, a new agent compares and summarizes discrepancies
to generate the final answer.

The multi-agent debate framework effectively ensures timeliness
and independence, but the omission of agents’ self-denial results
in perpetual resource competition. PSSD tries to tackle the identi-
fied challenges via the initial attempts, the regular guidance, and
detailed executable steps from tailored roles.

3 Proposed Method

This section presents an overview of the proposed method and
detailed design of each role.

3.1 Framework

As response to identified challenges, we follow the idea of human
psyche and design three tailored roles. The overall framework of
PSSD is illustrated in Figure 1.

2



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

PSSD: Making Large Language Models Self-denial via Human Psyche Structure WWW ’25, April 28–May 02, 2025, Sydney, Australia

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

The 2000 British film Snatch was later adapted into a television series for what streaming service?

Question

The Intuition-based Id Role
Initial Attempt：

1. First, HBO is known for high-quality, character-driven series. Second, it's a good fit for a show like Snatch ... The answer is HBO.

2. First, Snatch was later adapted into a television series for Crackle. Second, Snatch premiered in 2017 on ... The answer is Crackle.

3. First, Snatch was adapted into a television series. Second, Hulu is known for adapting films into TV shows. The answer is Hulu.

4. First, Snatch was adapted into a television series. Second, the series must have been created shortly after ... The answer is Netflix.

5. First, the 2000 British film Snatch was later adapted into a television series for Amazon Prime Video. Second …The answer is Amazon Prime.

The Rule-driven Superego Role

Key Points：

1. Keep the reasoning focused on the specific question at hand. 

Avoid straying into unrelated topics, such as ...

2. Just because a platform is known for a certain type of content 

doesn't mean it is responsible for all similar content …

3. Ensure that every step in the reasoning is based on verified 

information. Avoid making assumptions, especially about …

Pre-summary Rules：

Question Type 1: Film and Media Queries

Description: Questions about specific films, shows, or media content.

Rules:  1. Identify the correct title and year of the media content.

            2. Connect the content to its creators, actors, or relevant ...

            3. Focus on the specific aspect asked, such as director …

Question Type 2: …

The Script-centric Ego Role

Script：

1. Confirm that the film titled "Snatch" was released in the year 2000 and 

later adapted into a television series.

2. Verify that the adaptation of the film "Snatch" into a television series 

indeed occurred.

3. Identify the streaming service where the "Snatch" television series was 

made available, ensure the correct name of the service.

Script Execution：

1. The film "Snatch" was indeed released in the year 2000 and was later 

adapted into a television series. This confirms the initial part …

2. The adaptation of the film "Snatch" into a television series is confirmed. 

The series was developed and released, showcasing the …

3. The television series adaptation of "Snatch" was made available on the 

streaming service Crackle. This confirms that Crackle is …

Final Answer：

From the provided reasoning, it is clear that the film was indeed adapted into a television series, and this series was available on the streaming service 

Crackle. All attempted reasonings consistently point to Crackle as the streaming service where the "Snatch" TV series was aired. This is further …

The answer is Crackle.

Figure 1: The framework of PSSD. It is mainly constituted of the id role, the superego role, and the ego role. Here we expect

that the discussion of the three roles will enlighten LLMs to reason better.

For a given question, the intuition-based id role relies on LLMs’
(e.g., GPT-4) inherent abilities to generate multiple reasoning paths
(ref. Section 3.2). Subsequently, these intuitive attempts serve as
fundamental materials for the rule-driven superego to judge and
criticize. To enhance reliability of LLMs’ self-supervision determi-
nation, we introduce general persuasive rules summarization based
on the training samples from a methodological perspective. Con-
sidering that even for human beings it is challenging to definitively
assert the correctness of the original answer, these rules mainly
help the agent in abstracting guiding key points based on the spe-
cific question and its associated attempts (ref. Section 3.3). Third,
the script-centric ego role comprehensively synthesizes question,
original results, and key points to construct a script. The script
provides step-by-step guidance for refining the potential mistakes
in the reasoning process, thus facilitating the generation of the
final answer (ref. Section 3.4).1 Last but not least, according to the
theory, the functions of above three roles possess sequential rele-
vance. Consequently, we apply open-source LLMs (e.g., LLaMa and
Mistral) to fine-tune these roles into an integration (ref. Section 3.5).

1We provide all prompts of PSSD on an anonymous GitHub repository: https:
//anonymous.4open.science/r/PSSD-41D7.

3.2 The Intuition-based Id Role

The intuition-based id role performs as an initial reasoning attempt
on a given question by leveraging the LLM’s inherent abilities, as de-
fined by Freud [7], to capture its intuitive responses as a foundation
for subsequent analysis.

Specifically, given a question 𝑞′, we provide the LLM with a id
role prompt (i.e.,M𝐼𝑑 ) with several examples as below:

E = {E𝑖 }𝑧𝑖=1 = {(𝑞𝑡𝑖 , 𝑎
𝑡
𝑖 )}

𝑧
𝑖=1,

where 𝑧 denotes the number of selected examples,𝑞𝑡
𝑖
and𝑎𝑡

𝑖
, used for

few-shot learning, denote the 𝑖-th question along with its labelled
answer from the training dataset.

We set the number of returned responses to 𝑙 , and then M𝐼𝑑

generates the initial attempts, formally,

A = {𝑎 𝑗 }𝑙𝑗=1 = M𝐼𝑑 (E, 𝑞′) . (1)

As shown in Figure 1, the intuition-based id role generates multi-
ple reasoning paths based on the LLM’s basic capabilities, wherein
the quality and accuracy of results vary randomly. Through care-
fully comparing the similarities and differences among these paths,
some delaying relevance might be obtained as the foundational
reference for the next role.
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3.3 The Rule-driven Superego Role

The rule-driven superego, representing internalized values and
norms [7], is responsible for evaluating and regulating reasoning
paths A to ensure that specific key points are accurately acquired.
To strengthen the reliability of this process, we abstract a set of
highly relevant rules as a guideline to support generating key points.
These rules guide LLMs in identifying key points across various
question types, thus providing a systematic framework that tran-
scends individual responses. This framework helps LLMs overcome
their limitations, especially when reasoning falls outside their fac-
tual knowledge base.

3.3.1 Development of Rules. A well-constructed set of rules is crit-
ical for effective key point generation. To develop these rules, we
employ a contrastive approach using GPT-4. For each question
𝑞𝑡
𝑏
in the training set, we instruct GPT-4 to generate high-quality

key points 𝐾ℎ
𝑏
, which are then manually reviewed for accuracy.

In parallel, we instruct LLaMA-2-7B-Chat to generate suboptimal
key points 𝐾𝑠

𝑏
. The comparison between these two sets of outputs

provides a gradient that allows GPT-4 to learn what constitutes
a high-quality key point. This process is divided into two stages:
pattern extraction and rule summary.

Pattern Extraction. For each question 𝑞𝑡
𝑏
, we instruct GPT-4 to

contrast high-quality key points 𝐾ℎ
𝑏
with suboptimal ones 𝐾𝑠

𝑏
to

identify meaningful patterns 𝑃𝑏 . These patterns explain the distinc-
tions between the two key points, mathematically,

𝑃𝑏 = argmax
𝑏

P
(
T | 𝑞𝑡

𝑏
, 𝐾ℎ

𝑏
, 𝐾𝑠

𝑏

)
= {𝑡1, 𝑡2, · · · , 𝑡𝑚} ,

(2)

where T represents all possible patterns, and the top𝑚 patterns
are selected. We extract patterns for each question in the training
set, and this process results in a pattern set P = {𝑃1, 𝑃2, · · · , 𝑃 |𝑃 | }.

Rule Summary. Based on extracted pattern set P, we instruct
GPT-4 to categorize all questions Q𝑡 = {𝑞𝑡1, 𝑞

𝑡
2, · · · , 𝑞

𝑡
|Q𝑡 | } into sev-

eral types and generate corresponding rules for each type. These
rules describe the key insights derived from patterns across similar
questions, which can guide LLMs from a methodological perspec-
tive to better generate key points, formally,

𝑈 = argmax
𝑛

P
(
U | Q𝑡 , P

)
= {𝑢1, 𝑢2, · · · , 𝑢𝑛} ,

(3)

where U represents the rule set for all possible question types.
The rules summarized by this method are used to guide LLMs in
generating key points.2

3.3.2 Key Point Generation. Using a predefined superego role prompt,
i.e., M𝑆𝑢𝑝𝑒𝑟𝑒𝑔𝑜 , we require the LLM to analyze reasoning attempts
𝐴 and generate key points 𝐾 for a given question 𝑞′ under the
guidance of rule𝑈 as below:

𝐾 = M𝑆𝑢𝑝𝑒𝑟𝑒𝑔𝑜 (𝑈 ,𝑞′,A) . (4)

As illustrated in Figure 1, the rule-driven superego role evaluates
initial reasoning attempts, identifying incorrect logic (e.g., key point
2 in attempt 1) and guiding corrections in subsequent steps.
2The rules summarization process utilizes𝑚 = 3 and 𝑛 = 10.

3.4 The Script-centric Ego Role

The script-centric ego role tries to mediate conflicts between the
intuition-based id role and rule-driven superego role by striking a
balance between the original attempts and the obtained key points.
This process embodies the methodological guidance into a specific
executable script that illustrates detailed steps for refining previous
results, which briefly involves three main steps.

3.4.1 Script Generation. In detail, we provide a LLM with the pre-
defined ego role prompt (i.e., M𝐸𝑔𝑜 ) to analyze the initial attempt
A and key points 𝐾 . The step-wise script 𝑆 is generated as below:

𝑆 = M𝐸𝑔𝑜 (𝑞′,A, 𝐾) . (5)

The script synthesizes LLMs’ reasoning capabilities with the
summarized rules, distinguishing from key points in terms of levels.
As depicted in Figure 1, key points emphasize what to do for en-
hancing the precise of the answer, such as “Ensure that every step in
the reasoning is based on verified information”, The script focuses
on how to achieve these targets like “Verify that the adaptation of
the film ‘Snatch’ into a television series indeed occurred”.

3.4.2 Script Execution. In this step, the script-centric ego role ex-
ecutes the script step-by-step, ensuring that LLMs follow the rea-
soning path outlined in the generated script. In order to keep the
execution process smoothly, we integrate the script with the key
points as input to guideM𝐸𝑔𝑜 , formally,

𝑆 ′ = M𝐸𝑔𝑜 (𝑞′, 𝐾, 𝑆), (6)

where 𝑆 ′ denotes the answered script as illustrated in Figure 1.
After the execution, the script further confirms details relevant

to the question and provides supplementary descriptions. These
references contribute to the accuracy of the final decision.

3.4.3 Answering. Finally, the script-centric ego role formulates the
final answer based on all relevant process information generated in
the previous steps. Specifically, we instruct the LLM to synthesize
the question 𝑞′, key points 𝐾 , script 𝑆 , and script execution 𝑆 ′ to
generate the final result 𝑅. This process is formalized as:

𝑅 = M𝐸𝑔𝑜 (𝑞′, 𝐾, 𝑆, 𝑆′) . (7)

3.5 The Merge of Three Roles

To mitigate resource competition in multi-agent debate, we further
explore effective management strategy for frequency of invoking
LLMs. In accordance with the internal unity of three roles, they
are merged into a whole through the utilization of open-source
LLMs. As fine-tuning process performs as an adhesive, combining
distinct roles, the modified method is called PSSD-SFT to differenti-
ate it from PSSD. Subsequently, we discuss the construction of the
training dataset, along with the training and reasoning processes
involved in PSSD-SFT in greater detail.

3.5.1 Construction of Training Dataset. First of all, the fine-tuning
process is essential a supervised learning procedure, thereby neces-
sitating annotated samples as training labels. To construct required
dataset, we use publicly available reasoning datasets as the data

4
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source.3 For each question 𝑞𝑡
𝑏
in training set, we apply GPT-4 as

the fundamental model of PSSD framework to generate reasoning
records, which include the initial attempts, key points, script, script
execution, and final answer.

To ensure accuracy, these reasoning records undergo a rigorous
annotation process:

• Initial Annotation. Three graduate students initially an-
notate these reasoning records and carefully review and
improve them based on the groundtruth.

• Review and Consensus. Each record is thoroughly reviewed
by an additional annotator. Any discrepancies are thor-
oughly discussed until a consensus is reached on the final
annotation.

• Structured Combination. Each annotated reasoning record
is integrated into a predefined training sample template.

Finally, This process can be formally defined as follows:

𝑑𝑏 = 𝑇𝑒𝑚𝑝𝑙𝑎𝑡𝑒 [𝑞𝑡
𝑏
⊕ A𝑏 ⊕ 𝐾𝑏 ⊕ 𝑆𝑏 ⊕ 𝑆 ′

𝑏
⊕ 𝑅𝑏 ],

where 𝑞𝑡
𝑏
, A𝑏 , 𝐾𝑏 , 𝑆𝑏 , 𝑆 ′𝑏 and 𝑅𝑏 denote the given question, corre-

sponding initial attempts, key points, script, script execution and
final answer respectively. ⊕ denotes the operation of concatenation.

3.5.2 Fine-Tuning LLMs. To further conserve computational re-
sources, we employ the LoRA [10] method for fine-tuning the LLMs.
On one hand, considering the intuition-based id role purely relies
on the capability of the fundamental model, its enhancement em-
phasizes the improvement of LLMs. Therefore, we fine-tune the
first LoRA model using question-reasoning path pairs as training
data. This process can be formulated as:

𝑊1 : L1 = − 1
𝐿

𝐿∑︁
𝑖=1

log 𝑃 (𝑥𝑖 |𝑞𝑡𝑏 , 𝑎
<𝑖
𝑏
), (8)

where𝑊1 represents weights of the first LoRAmodel,L1 represents
its loss function, 𝐿 is the token length of the sequence 𝑎𝑏 , 𝑥𝑖 is the
currently predicted response token, 𝑞𝑡

𝑏
and 𝑎<𝑖

𝑏
are the question

and the response tokens before 𝑥𝑖 .
On the other hand, acquired structured D = {𝑑1, 𝑑2, . . . , 𝑑 |𝐷 | }

aims to provide supervised signals for training other more com-
plicated roles (i.e., rule-driven superego and script-centric ego).
Thus, it is employed to fine-tune another LoRA model focusing the
generation of elements in 𝑑 , formally,

𝑊2 : L2 = − 1
𝐿

𝐿∑︁
𝑖=1

log 𝑃 (𝑥𝑖 |𝑞𝑡𝑏 ,A𝑏 , 𝑑
<𝑖
𝑏
), (9)

where A𝑏 and 𝑑<𝑖
𝑏

are the initial attempt with 5 reasoning paths
and the response tokens before 𝑥𝑖 .

This fine-tuning strategy strengthens LLMs not only in gener-
ating diverse reasoning paths during initial attempts but also in
developing multi-role adaptive reasoning capabilities.

The parameters of these two LoRAmodels are ultimately merged
into the original fundamental model, indicating that only one model
supports the operation of PSSD-SFT, mathematically,

𝑊 =𝑊0 +𝑊1 +𝑊2 (10)
3For textual reasoning, we select AdvHotpotQA and 2WikiMultiHopQA as data
source, while for mathematical reasoning, we choose GSM8K and MATH as data
source.

where𝑊 and𝑊0 represent theweights of themergedmodelM𝐿𝑜𝑅𝐴

and the original weights of the LLM.
Specifically, the complete reasoning process in PSSD-SFT in-

volves two main steps. For a given input question 𝑞′, PSSD-SFT
first generates 𝑙 initial reasoning pathsA. Then, using both 𝑞′ andA
as inputs, it sequentially generates the key points 𝐾 , script 𝑆 , script
execution 𝑆 ′, and finally produces the final answer 𝑅, as below:

M𝐿𝑜𝑅𝐴 : 𝑞′ → A → 𝐾, 𝑆, 𝑆 ′, 𝑅. (11)

where M𝐿𝑜𝑅𝐴 denotes the merged LoRA model with weight𝑊 .

4 Experiments

This section provides a detailed presentation of the experiments,
along with an in-depth analysis of the results.

4.1 Experiment Setup

4.1.1 Datasets. We conduct experiments on both textual and math-
ematical reasoning tasks using four datasets:AdvHotpotQA, 2Wiki-
MultiHopQA, GSM8K, andMATH.

For textual reasoning, we utilize the following datasets:
• AdvHotpotQA4 [26] is a challenging subset derived from

the multi-hop question answering dataset HotpotQA [24],
where the correct and incorrect predictions are balanced;

• 2WikiMultiHopQA5 [9] is a multi-hop question answering
dataset that leverages the structured format of Wikidata
and applies logical rules.

For mathematical reasoning, we use:
• GSM8K6 [3], a benchmark dataset of grade-school-level

math word problems, designed to evaluate mathematical
reasoning. Each question is accompanied by a detailed step-
by-step solution.

• MATH7 [8] is a collection of challenging high school-level
math problems, aimed at evaluating advancedmathematical
reasoning and problem-solving skills.

4.1.2 Competitors. To put our results in perspective, we apply two
classes of competitive baselines for demonstration.

In the first class, we select representativemethods from leveraging-
tools and multi-agent debate categories to evaluate PSSD, as these
methods commonly employ closed-source LLMs (e.g., GPT-4) as the
fundamental model: (1) Standard Prediction (Stand) directly predicts
the answer for input usingmanually provided examples; (2) Original
CoT (CoT-Ori) [22] generates a reasoning path before predicting the
final answer; (3) CoT with Self-Consistency (CoT-SC) [21]samples
five reasoning paths and selects the final answer based on consis-
tency values; (4) ReAct [25] enhances CoT reasoning by integrating
Wikipedia API to improve factual accuracy; (5) VE [30] is a post-
editing framework that leverages external knowledge to increase
the factual accuracy of predictions; (6) Self-Contrast [29] is a self-
contrast framework that compares multiple solution perspectives
by multiple agents to re-examine and eliminate mistakes.

In the second class, we compare PSSD-SFT with the following
state-of-the-art fine-tuningmethods based on the same open-source
4https://github.com/xiye17/TextualExplInContext.
5https://github.com/Alab-NII/2wikimultihop.
6https://github.com/openai/grade-school-math.
7https://github.com/hendrycks/math.
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Dataset Method EM △ EM PM △ PM RM AvgT

AdvHotpotQA

Stand 36.36 - - - - 1.81
CoT-Ori 42.86 - - - - 2.89
CoT-SC 42.53 - 72.73 - 0.00 4.31
ReAct 44.81 +2.28 59.46 -13.27 10.97 14.08
VE 44.16 +1.63 60.81 -11.92 7.74 23.78
Self-Contrast 45.13 +2.60 68.53 -4.20 9.84 34.64
PSSD 47.08 +4.55 74.32 +1.59 11.08 19.80

2WikiMultiHopQA

Stand 34.82 - - - - 1.80
CoT-Ori 37.20 - - - - 2.92
CoT-SC 40.18 - 68.37 - 0.00 4.11
ReAct 45.24 +5.06 65.84 -2.53 14.32 16.09
VE 42.26 +2.08 62.16 -6.21 11.36 20.73
Self-Contrast 41.37 +1.07 70.67 +2.30 9.64 29.45
PSSD 41.96 +1.78 72.43 +4.06 9.48 19.14

GSM8K

Stand 88.00 - - - - 2.03
CoT-Ori 93.60 - - - - 4.87
CoT-SC 93.20 - 76.27 - 0.00 7.68
Self-Contrast 95.40 +2.20 86.71 +10.44 10.00 49.58
PSSD 96.80 +3.60 84.75 +8.48 22.22 34.14

MATH

Stand 65.20 - - - - 2.38
CoT-Ori 73.40 - - - - 5.34
CoT-SC 72.80 - 70.53 - 0.00 7.83
Self-Contrast 76.00 +3.20 78.36 +7.83 8.92 53.92
PSSD 77.20 +4.40 80.18 +9.65 13.17 36.41

Table 1: Overall results (%) of PSSD on GPT-4. △ denotes the improvement from CoT-SC baseline. The best results in each dataset

are highlighted in bold. AvgT denotes the average time (in seconds) required for each individual reasoning process. - denotes

the corresponding information does not exist. Considering LLMs make only a single attempt in both the Stand and CoT-Ori

settings, the PM value is not applicable in these cases. Since external knowledge bases utilized by ReAct and VE cannot support

math computation, they are not conducted in mathematical reasoning datasets. Details in Section 4.2.

LLMs (e.g., LLaMA): (1) CoT Fine-tuning fine-tunes the target model
using the CoT reasoning paths from the target dataset; (2) Mistake
Tuning [19] fine-tunes the model using both correct and incorrect
reasoning paths to improve error correction; (3) AugGPT [5] gen-
erates training data using the specific sample as a seed, and then
fine-tunes the target model on the generated data; (4) LEC [27] uti-
lizes error-prone samples from the target model as seeds to generate
training data, followed by fine-tuning on the data.

All experiments adhered to the default hyper-parameters re-
ported in their papers. Fine-tuning experiments are conducted using
the LoRA method to optimize computational efficiency.

4.1.3 Metrics. We evaluate the performance of PSSD via three met-
rics: (1) Exact Match (EM) measures the percentage of predictions
that exactly match the ground truth, which evaluates the answering
ability of models; (2) Potential Match (PM) measures the conditional
probability of accurately selecting the correct answer from original
attempts wherein the gold answer already exists, which evaluates
the ability to distinguish between correct and incorrect results; (3)
Rectified Match (RM) measures the conditional probability of origi-
nal incorrect predictions that is finally corrected, which evaluates
the capability to correct.

4.1.4 Implementations. To evaluate the effectiveness of PSSD and
PSSD-SFT, we select both leading closed-source and powerful open-
source LLMs as baselines. For closed-source LLMs, we use GPT-4-
turbo 8 [14], accessed via its APIs. For open-source LLMs, select the
powerful open-source LLMs Mistral-7B-Instruct-v0.2 9 and LLaMA-
3-8B-Instruct 10 as baseline models. In order to ensure fairness
in our experiments, the same foundation is utilized to support
competitors for the comparison. The experiments are performed
with 2 * RTX 3090. During the training phase of PSSD-SFT, we
utilize the AdamW optimizer [13] with 𝛽1 = 0.9 and 𝛽2 = 0.999.
The learning rate is set to 1e-6, with a 0.1 ratio of warm-up steps
and linear decay. We configure the maximum input length to 4,096
tokens and establish a training batch size of 4. The entire training
process is completed within 4.5 hours, and we employ the final
checkpoint for subsequent evaluations.

4.2 PSSD Results

As shown in Table 1, PSSD consistently achieves state-of-the-art
results across nearly all tasks in all metrics, demonstrating the su-
periority and generalizability of our design. The methods, such as
Stand, CoT-Ori, and CoT-SC, only employ LLMs without any addi-
tional architectural modifications. Thus, their average reasoning

8We use GPT-4-turbo-2024-04-09 as default GPT-4-turbo version
9https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
10https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
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Method Model Adv. Wiki. GSM8K MATH

CoT Fine-Tuning

Mistral-7B-
Instruct

30.84 30.06 58.00 41.80
AugGPT 32.47 29.46 54.40 43.40

LEC 29.87 28.27 54.00 41.20
Mistake Tuning 30.19 30.95 58.60 43.20
PSSD-SFT 32.14 30.65 59.20 43.40

CoT Fine-Tuning

LLaMA-3-
8B-Instruct

31.50 32.44 79.50 42.20
AugGPT 32.14 30.65 77.80 39.20
LEC 30.19 28.86 80.20 38.40
Mistake Tuning 30.52 31.25 80.60 43.80
PSSD-SFT 32.47 32.14 80.80 44.60

Table 2: The results in EM (%) of PSSD-SFT. Adv. means Ad-

vHotpotQA dataset andWiki.means 2WikiMultiHopQA

dataset. The best results in each dataset are highlighted in

bold, while the second positions are underlined. Details in

Section 4.3.

time exhibits a low value and should be considered solely for refer-
ence purposes. Interestingly, the introduction of CoT-SC does not
significantly improve the EM value over CoT-Ori; in fact, it reduces
the EM value on three datasets, except for 2WikiMultiHopQA.
This outcome aligns with human intuition, as CoT-SC merely re-
peats the original inference multiple times without considering
underlying mistakes. These facts demonstrate the advantage of
distinct psychological roles of PSSD on enhancing accuracy of the
reasoning, wherein it achieves 4.00% increase over CoT-Ori in EM
on average (for simplicity we will omit the “average” in the follows
if it refers to the mean value of all accessible datasets).

In both ReAct and VE, CoT-SC is applied to generate consistency
values for each question, and then external knowledge base rectifies
the filtered generations. The direct application of Wikipedia can
account for the 4.17% and 0.3% higher EM performance of ReAct
and VE compared to PSSD in 2WikiMultiHopQA. The comparison
of ranking positions in AdvHotpotQA and 2WikiMultiHopQA
further illustrates that the performance of methods in leveraging
tools heavily relies on the quality of external facts. Once the sup-
porting references cannot meet the requirement, their performance
experiences a cliff decline, as results in AdvHotpotQA. Even so,
PSSD outperforms ReAct by 10.75% and VE by 11.89% in PM, indi-
cating its effectiveness in stimulating LLMs for mistake awareness.
And the higher values in RM (except for 2WikiMultiHopQA) of
PSSD demonstrate the correcting ability of our designs.

PSSD beats Self-Contrast by 1.32% in EM, which is in accordance
with our anticipation, since this typical multi-agent debate merely
assigns several roles to discuss and generate the answer. In com-
parison with PSSD, without consideration of the self-denial, it falls
short on distinguishing correct generations from incorrect ones
(a 1.85% drop in PM) and rectifying original total wrong attempts
(a 4.39% drop in RM). When it comes to the mentioned resource
competition, PSSD gets the reduction reasoning time by 14.7s below
Self-Contrast, saving the time cost. The number of agent (3) and
times of evoking LLMs (5) are also superior to those of Self-Contrast
(4, 7.8), as listed in Table 5. These findings strongly supports the
low-resource requirements of our three psychological tailored roles.

As aforementioned, the detailed analysis of the comparison with
approaches in fine-tuning LLMs is provided in Section 4.3.

Id Superego-R Superego Ego Adv. GSM8K

✓ ✓ ✓ ✓ 47.08 96.80

✓ ✓ ✓ × 45.45 95.60
✓ ✓ × × 44.81 95.00
✓ × × × 42.53 93.20

Table 3: Ablation studies on PSSD in EM (%) employing GPT-

4. Adv. means AdvHotpotQA dataset. Id represents the

intuition-based id role, selecting the final answer through

self-consistency. Superego-R represents the rule-driven su-

perego role without using summarized rules to generate key

points. Superego represents the full superego role. Ego rep-

resents the script-based reasoning of the script-centric ego

role. Details in Section 4.4

4.3 PSSD-SFT Results

PSSD-SFT achieved competitive performance on all benchmarks,
particularly excelling in mathematical reasoning, where it delivered
state-of-the-art results.

In comparison, the results of AugGPT and LEC indicate that ad-
ditional LLM-generated training data does not always yield positive
outcomes. For instance, on 2WikiMultiHopQA and GSM8K, this
approach even underperformed compared to the dataset’s built-in
CoT training set. The result might be attributed to biases introduced
by LLM-generated data, which can impair the fine-tuned LLMs’
specific reasoning capabilities. Mistake Tuning shows promise by
enhancing LLMs’ ability to distinguish between correct and incor-
rect responses. However, the contrastive-style fails to approach
LLMs’ self-denial mechanism. Therefore, the model merely learns
superficial features of mistakes.

In contrast, PSSD-SFT contains three psychological roles with
their tailored fine-tuning methods (i.e., two stages), aiming to stim-
ulate LLMs’ self-denial. The merged LoRA model proves its signif-
icance through the superior results. The outperformance, mean-
while, indicates that the integration of roles from PSSD into an
entity (smaller open-source LLMs) through fine-tuning is both a
viable and effective strategy. Furthermore, the resource-friendliness
feature of our design is also validated according to the numbers of
agents, debate rounds, and times of invoking LLMs (ref. Table 5).

4.4 Ablation Study

To analyze effects of different roles in PSSD, we perform the ablation
study and results is presented in Table 3. Due to the sequential
feature of PSSD, in each setting, we instruct LLMs to derive a final
answer based on the information generated by remaining roles.

In comparison with the complete model, the removal of specific
roles results in performance drop. Notably, the whole rule-driven
superego role provides the increase of 1.92% in AdvHotpotQA and
2.40% in GSM8K, which supports the significance of first identified
challenge. Once the model is able to confidentially and convincingly
supervise its generation, it starts to engage in self-denial. The fact
that the introduction of summarized rules improve performance by
0.64% in AdvHotpotQA and 0.60% in GSM8K indicates a strongly
positive correlation between persuasiveness of references and the
accuracy of results. Moreover, the equipment of the script-centric
ego role contributes to a 1.63% improvement inAdvHotpotQA and
a 1.20% improvement in GSM8K, illustrating the value of handling
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Method AdvHotpotQA 2WikiMultiHopQA

ReAct 44.81 45.24
VE 44.16 42.26
PSSD 47.08 41.96

PSSD + ReAct 48.05 (↑ 0.97) 45.54 (↑ 3.58)
PSSD + VE 48.05 (↑ 0.97) 42.86 (↑ 0.90)

Table 4: Compatibility Study of PSSD in EM (%). The best

results in each dataset are highlighted in bold.↑ denotes the
improvement from PSSD. Details in Section 4.5.

the second challenge identified. After discerning potential mistakes,
the machine should further know targeted steps for rectifying initial
attempts, which is effectively tackled by our script design.

Overall, the study demonstrates the indispensable nature of roles
in PSSD, with each fulfilling a distinct and crucial function based on
Freud’s psychological theory. The contribution of each role during
the self-denial process differentiates, and the combine efforts ensure
that PSSD effectively enhances LLMs’ reasoning capabilities.

4.5 Compatibility Study

To demonstrate that PSSD is seamlessly orthogonal to other cat-
egory, we evaluate it by incorporating leveraging-tools methods,
such as VE and ReAct. During the final answer generation step
in PSSD, we set the number of returned candidate texts to 5 and
apply above methods to assist in answering questions when its
consistency values fall below 3. The result is provided in Table 4.

The results demonstrate that when combined with VE or ReAct,
PSSD can significantly enhance the reasoning capabilities of LLMs.
This illustrates strong compatibility or PSSD with external retrieval
systems, thereby highlighting its adaptability and effectiveness
in leveraging additional knowledge. The fact suggests a future
direction for further optimizing the proposed methodology. Besides,
the observed increase (i.e., 3.58%) in 2WikiMultiHopQA combined
with ReAct and the highest result substantiate our hypothesis that
the leverage of Wikipedia determines the best result of ReAct in
2WikiMultiHopQA (ref. Section 4.2).

4.6 Consistency Analysis

To explore the confidence of PSSD in its determination, we use
kernel density estimation [21] to analyze the confidence distribution
of different methods in generating outputs. The results, visualized
in Figure 2, show distinct distribution patterns for each method.

From a global perspective, CoT-SC, ReAct, and VE present a bi-
modal distribution, while PSSD displays a right-skewed distribution.
The distribution illustrates that PSSD instills greater confidence in
its determinations, which might be derived from the rule-driven
superego role and the script-centric ego role. More specifically,
PSSD exhibits a predominantly right-skewed distribution, with the
highest peak value in correct samples compared to others. In incor-
rect samples, however, the distribution presents a bimodal feature,
indicating that PSSD still make wrong prediction with higher con-
fidence. The situation is mitigated when integrated with ReAct and
VE, and we leave the further improvement in this direction as the
future work.

(a) Results in CoT-SC. (b) Results in ReAct.

(c) Results in VE. (d) Results in PSSD.

(e) Results in PSSD +ReAct. (f) Results in PSSD +VE.

Figure 2: Sketch of the consistency distribution in different

methods. Consistency denotes the models confidence on pre-

dictions, and density denotes the probability density. We

present the results inAdvHotpotQA for illustration. Details

in Section 4.6.

5 Conclusion

In this paper, we propose PSSD a novel and comprehensive ap-
proach to enhance reasoning abilities of LLMs via acquiring self-
denial. By identifying the challenges, our method builds on the idea
of human psyche structure and introduces three tailored roles. The
intuition-based id role tries to provide initial attempts based on
LLMs. Subsequently, the rule-driven superego role aims to increase
the precision of judgement via summarized rules. The key points of
a specific question are generated as clues for the next phase. Finally,
the script-centric ego role focuses on executable scripts to guide the
final refinement, wherein it synthesizes attempts and key points to
complete detailed execution. Besides, we merge three roles into an
integration by proposing two-stage fine-tuning strategy to evaluate
the resource-friendliness of PSSD. Comprehensive experiments
demonstrate that PSSD and PSSD-SFT outperform competing mod-
els in all primary category, and can be fused to retrieve systems for
further enhancement in reasoning accuracy.
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Figure 3: The comparison of different paradigms.

A Complementary Experiments

A.1 Resource Analysis

Method # Agent Number # Debate Round # Call

Self-Contrast 4 1.0 7.8
LM vs LM 2 2.9 8.9
MAD 3 1.2 4.6
Multiagent Debate 3 2.0 6.0
PSSD 3 1.0 5.0
PSSD-SFT 1 1.0 2.0

Table 5: The configuration and the average number of

API/LLM calls of multi-agent debate methods.

A.2 PSSD vs. Self-Contrast

PSSD inspires LLMs to engage in human psyche by adopting a
multi-agent debate paradigm that is based on the distinct roles
of intuition-based id, rule-driven superego, and script-centric ego,
rather than simply stacking numerous roles or iterating. The under-
lying assumption is that PSSD surpasses Self-Contrast in terms of
both accuracy and stability. To validate this assumption, we conduct
an experiment using 200 samples from the AdvHotpotQA dataset,
comparing the results of PSSD and Self-Contrast on each sample.

Self-Contrast Correct Only：
2 Samples

Both Correct：
87 Samples

MRAF Correct Only：
9 Samples

Both Incorrect：
102 Samples

MRAF Result：
96 (Correct)  104 (Incorrect)

Self-Contrast Result：
89 (Correct)  111 (Incorrect)

Figure 4: We compare the results of the PSSD and Self-

Contrast using two pie charts. It shows PSSD is more accurate

and stable than direct Self-Contrast.

As illustrated in Figure 4, PSSD achieves higher accuracy with 96
correct answers, compared to 89 correct answers for Self-Contrast.

We further categorize the results into four distinct cases: (1) Both
methods correctly answer; (2) PSSD correctly answers, while Self-
Contrast fails; (3) PSSD fails, while Self-Contrast correctly answers;
(4) Both methods fail. The results show that when Self-Contrast
arrives at a correct solution, PSSD typically achieves the same
outcome, except for two instances where Self-Contrast succeeded
while PSSD did not. However, in 9 instances, PSSD succeeded where
Self-Contrast failed, further highlighting PSSD’s reliability. These
results underscore that PSSD not only improves accuracy but also
enhances stability, making it a more reliable framework for LLMs
reasoning compared to Self-Contrast.

A.3 Answering Ability Analysis

The focus lies in harnessing the potential of LLMs through learning
from mistakes, while it remains crucial to accurately discern the
original questions that can be correctly answered. Hence, exten-
sive experiments are conducted to closely observe the situation, as
depicted in Figure 5.

Evidently, PSSD consistently achieves accurate predictions across
all answer types and maintains a high level of consistency to the
original correct determination (as shown in the right bar). For the
questions in missing answer type, PSSD provides more correct pre-
dictions than the incorrect ones while minimizing the number of
unresolved cases. This indicates that the proposed method enables
LLMs to reflect on their generations and carefully select the most
satisfactory one. And we leave the efforts on increasing correct
hits to the future work. Additionally, the presence of three distinct
types of outcomes within the original pure incorrect answer type
demonstrates that PSSD effectively enhances LLMs by encouraging
more advantageous attempts.
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Figure 5: Sketch of the answering type distribution between

CoT-SC and PSSD in AdvHotpotQA. The presence of the

missing answer indicates incorrect results including exact

answers, thereby contributing to the overall count of incor-

rect answers. The height of each barmeans the corresponding

answer type in CoT-SC, and the inside detailed types come

from the results of PSSD. Details in Section A.3.

B Detailed Statistics for Data

Dataset Adv. Wiki. GSM8K MATH

Size

- Training
- Test

2,620
2,312
308

2,554
2,218
336

3,087
2,587
500

3,092
2,592
500

# Key Points

- Avg.
7,781
2.97

7,636
2.99

9,631
3.12

10,389
3.36

# Scripts

- Avg.
8,124
3.10

7,946
3.11

12,903
4.18

13,488
4.36

# Script Executions

- Avg.
8,118
3.10

7,932
3.11

10,681
3.46

11,251
3.64

Table 6: Detailed statistics for the training and test splits of

the datasets we used. Adv. means AdvHotpotQA dataset

andWiki.means 2WikiMultiHopQA dataset. # Key Points

represent the total number of key points contained in each

question, while the Average represents the average number

of key points per question (calculated in the same way for

both Scripts and Script Executions).
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