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ABSTRACT
Initiation, monitoring, and evaluation of development programmes
can involve field-based data collection about project activities. This
data collection through digital devices may not always be feasible
though, for reasons such as unaffordability of smartphones and
tablets by field-based cadre, or shortfalls in their training and ca-
pacity building. Paper-based data collection has been argued to be
more appropriate in several contexts, with automated digitization of
the paper forms through OCR (Optical Character Recognition) and
OMR (Optical Mark Recognition) techniques. We contribute with
providing a large dataset of handwritten digits, and deep learning
based models and methods built using this data, that are effective in
real-world environments. We demonstrate the deployment of these
tools in the context of a maternal and child health and nutrition
awareness project, which uses IVR (Interactive Voice Response)
systems to provide awareness information to rural women SHG
(Self Help Group) members in north India. Paper forms were used
to collect phone numbers of the SHG members at scale, which were
digitized using the OCR tools developed by us, and used to push
almost 4 million phone calls. The data, model, and code have been
released in the open-source domain.
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1 INTRODUCTION
In the context of running large development programmes such as
SHGs (Self Help Groups) networks, agriculture extension, employ-
ment generating activities, and immunization campaigns, among
others, it is advisable to maintain digitized records of the pro-
gramme activities [11, 26]. Digitization allows for ongoing moni-
toring and learning to understand implementation efficacy, such
as the achieved outreach, deviations from planned activities, and
other output and outcome indicators. A common strategy is for the
programme field teams to use tablets and smartphones to keep a
record of their work [26, 28]. However, many of these programmes
are implemented at the last mile by community-based cadre who
may not be very technology savvy, or logistic challenges may arise
in organizing training workshops and refresher courses for them, or
providing Internet-enabled devices and network packs to the entire
field cadre may be expensive [2, 29, 33]. As a consequence, the use
of traditional paper-based methods has been hard to displace. In
fact, in practice, record management for many programmes is done
by field workers first on paper, and then retrospectively digitized
through data entry into digital devices [14, 23].

In our study, we embrace this paradigm of using paper forms
as an appropriate method for record keeping by field teams, and
demonstrate through a field project of how the benefits of digitiza-
tion can still be achieved by automatically digitizing paper forms
through handwriting recognition using deep learning techniques.

The relevance of using paper forms has been documented in sev-
eral contexts. The Shreddr system piloted inMali operated on digital
scanned copies of paper forms of surveys about citizen percep-
tions of governance and accountability of Malian elected officials. It
cropped out portions of hand-written text on the forms and passed
these ROIs (Regions of Interest) to crowd-sourced platform work-
ers for annotation, while also randomizing the allocation among
different workers to preserve privacy [5]. This system evolved into
a social enterprise, Captricity, which now operates in several coun-
tries. Another system,mScan, was piloted in Mozambique and used
OMR (Optimal Mark Recognition) to read data off photographs of
custom designed paper forms containing multiple-choice questions
[12]. The social enterprise, Health-E-Net, uses the same concept at
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scale in Africa, with an innovative method to also mass-produce
custom forms by rubber-stamping entire forms on blank paper.

We draw our motivation from such prior work and contempo-
rary practices, to improve the state of the art in usage contexts
where paper-based entry by field workers is easier or more cost
effective than to use electronic devices. We go beyond OMR to
also recognize hand-written numeric digits. We do not attempt a
complete OCR (Optical Character Recognition) solution for alpha-
bets and numerals written in free-text, but only provide a limited
solution that allows form designers to build forms with demarcated
spaces for single digits, and a dataset and model for recognizing
these handwritten digits. Our dataset, consisting of 178,334 digits,
was collected through a field project in which paper forms were
used to build a phone number database for a large government-run
women SHG (Self Help Group) network in the state of Bihar in
India. This phone number database was used to send periodic voice
messages through an IVR (Interactive Voice Response) system to
the SHG members about health and nutrition awareness, including
for COVID-19, and other announcements relevant to the SHG pro-
gramme. We show that this real-world dataset has several nuances
because of which models trained on the standard MNIST dataset
and its variants do not work well. We also show that commercial
OCR APIs by cloud providers like Microsoft Azure and Google
Cloud do not perform well on handwritten text. We therefore cre-
ate our own model trained on our dataset. This model is able to
provide a digit-level accuracy of 99.40% and a phone number (con-
sisting of ten digits) level accuracy of 94.66% using a metric learning
technique with triplet loss [30]. Our trained model is also able to
obtain an accuracy of 99.50% on the MNIST data, validating the
generalizability of our model to work on standard datasets in this
space. The dataset and model contributed by us can be deployed in
similar environments where one-time or ongoing paper-based data
collection and record keeping can be done, and digitized in bulk to
monitor project activities and milestones.

Our system is now deployed as part of the voice-based commu-
nication platform for SHG members in Bihar, to promote health
and nutrition awareness [4, 31]. An SHG consists of 10-12 women,
a group of 10-12 SHGs in a village is supported by a community
mobilizer, and a group of 30-35 community mobilizers in a village
cluster are managed by a cluster head. The cluster heads are in-
formed by our social enterprise partner, Gram Vaani, on how to fill
out the paper forms. They in turn inform the community mobilizers
and distribute the forms to them. Each community mobilizer then
fills a separate form, typically one for each SHG, with the phone
numbers of the SHG members. These filled forms are then collected
by the cluster heads and eventually passed on to the Gram Vaani
team, who scans them in bulk, and runs the scanned forms through
the OCR system.

A high-level pipeline of our OCR system is shown in Figure 1. A
homography [15] step first normalizes the form to correct for any
distortions created in the scanning process, then individual digits
are cropped according to the form template, and finally each digit
is classified using a deep learning model. Digits predicted with a
low confidence score can also be flagged and passed on for manual
correction by data entry operators. The phone numbers finally
collected through this process, are then used to push awareness

based voice messages to the SHG members through Gram Vaani’s
IVR system.

We also show that this process to collect phone numbers and send
awareness-based voicemessages is a viablemeans to address several
aspects of the digital gender divide. It is well known that access and
ownership of phones by women is much lower than that of men
[3]. Further, even if rural women do have access to mobile phones,
they may have limited skills to use them, often restricted to being
able to receive calls but not to make calls by dialing phone numbers
or accessing the address-book [4]. Their phones are also often
hand-me-downs from male members of the household, and may not
be in good shape, with worn out keypads, jammed keys, broken
screens, etc [18]. According to the original design of the voice-
based communication awareness project by Gram Vaani, several
such challenges were addressed by persuading women to negotiate
access to phones in their household, and by imparting training to
them including on basic mobile literacy and on how to use the IVR
system, so that they could access the information on-demand by
calling the unique toll-free phone number for the IVR system. It
was found that the system usage went up with repeated trainings
and the strong solidarity within the SHG groups to collectively use
the platform to learn and share their experiences [4]. However, as
the system was scaled to more districts and the training process
was transitioned to the government department running the SHG
network, such an intensive training became harder. In the absence of
such training, the system usage remained low in new geographies
where it was expanded, and a method was therefore needed to
collect the phone numbers of the SHG women at scale so that
instead of having them access the IVR system on their own (pull-
based), messages could be periodically pushed towards them (push-
based). In this study, we also provide a comparison between the
push-based and pull-based models through usage statistics of the
IVR, to compare the programme efficacy between the two models.

Our contributions include releasing a large labeled dataset of
handwritten digits cropped from paper forms, high-accuracy mod-
els for the recognition of these digits that perform better than
alternate state-of-the-art methods, and code and library provided
in the open-source for social development practitioners to build
and digitize their own paper-based forms. The code and data can
be obtained from 1.

2 RELATEDWORK
Handwritten digit recognition is a popular task in computer vi-
sion, and CNN (Convolutional Neural Network) based methods are
known to deliver a good performance. LeCun et al. [20] proposed
the LeNet-5 CNN architecture which performed well on the MNIST
dataset, with an accuracy of 99.05% [21]. More recent work by Yoon
et al. [1] achieved an accuracy of 99.87% with a close investigation
on the role of various hyper-parameters such as the numbers of lay-
ers, stride size, kernel size, padding and dilution, etc. We however
find that real-world datasets have certain peculiarities such as noise
introduced due to imprecise cropping, data imbalance, and cases
of high intra-class variance as well as high inter-class similarity
(shown in Figure 2), for which models trained using metric learning
based methods are able to get a better representation of the data

1https://github.com/Smartforms2022/Smartforms
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Figure 1: OCR pipeline

and hence a better classification performance[17]. Instead of di-
rect classification of the output classes from the CNN architecture,
metric learning aims to learn a representational embedding such
that similar images are close to one-other and dissimilar images are
far apart in the embedding space [24]. Embedding loss functions
such as Contrastive Loss [8] and Triplet Loss [30] are examples of
this method. Triplet loss-based metric learning has demonstrated
superior performance than contrastive loss in a variety of recog-
nition tasks. Schroff et al., for example, improved face recognition
performance by employing triplet loss-based metric learning [30].
Thapar et al. used triplet loss to recognise camera-wearing subjects
in egocentric videos [34]. Zeng et al. et al. incorporated triplet loss

in CNN architectures for handwritten Chinese character recogni-
tion [36]. We similarly show that the triplet loss function provides
us with good performance on our real-world dataset, and performs
better than direct classification models.

Note that our approach for hand-written digit recognition is
distinct from another popular domain where OCR is used: scene-
text recognition [7]. Scene-text recognition is applied on images
of signboards, billboards, vehicle number plates, etc., and solves a
different set of problems such as to correct for image distortions,
complex backgrounds, and varying shape and sized fonts. In the
document OCR problem domain that we address, we perform text
detection and localization using homography matching against a
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pre-defined template, and then focus just on the hand-written digit
recognition using CNN-based methods.

With our dataset andmodel for handwritten digit recognition, we
are able to contribute to the broad goal of digitization of paper forms.
As mentioned earlier, we are able to go beyond straightforward
OMR based tasks which restrict the question space to only multiple-
choice based options [12], and cropping taskswhich commission the
annotation of ROIs (Regions of Interest) to crowd-sourced workers
[6]. We are in the process of releasing an open-source library, along
with our dataset and model, so that form designers can build custom
forms with OMR and handwritten digit OCR fields.

Having digital interfaces resemble their paper-based counter-
parts has also been an area of investigation. The CAM system
annotated paper forms with unique QR code-like IDs for different
fields, which when photographed by field workers assisted them
through voice prompts to type in the data correctly [25]. Digital
slates with handwriting recognitionwere piloted for record-keeping
by allowing field workers to provide information as they would on
an equivalent paper form [27]. The Partograph is a standardized
tool for birth attendants to monitor cervical dilation and other indi-
cators during the birthing process and use it for decision support;
the Partopen system printed the Partograph on dotted paper so that
a digital pen could be used to record the data digitally and provide
real-time decision support through standardized health protocols
[35]. While these tools echo the relevance of paper-based interfaces,
they are expected to be more expensive involving the purchase of
digital devices and consequent training of the field workers to use
them. We therefore believe that there continues to be a space of
tasks where traditional paper forms are more appropriate than
switching to digital devices, and handwriting recognition solutions
such as the one developed by us are relevant in such settings.

Figure 2: The digits in the MNIST and EMNIST datasets
are centred, size corrected, and with no noise; however, our
dataset has border noise and several digits are partially
cropped due to homography inaccuracy.

Figure 3 shows two versions of the paper forms used by us in the
field. Separate forms are printed for each sub-district, with a unique
QR-code for each sub-district, so that segregation of the filled forms
during the bulk scanning process need not be maintained. Each
form contains 16 rows to collect the phone numbers for up to 16
members in an SHG. The names of the members are ignored, only
the phone number digits are extracted for recognition. Additional
OMR columns are also used to collect data such as whether the SHG
member has a pregnant woman in the family, or a child that is less
than 6 months old, or a child that is less than two years old. This

Figure 3: Form variants used in the field

data was intended to be used to push customized voice messages
to the SHG families, but did not end up getting used because the
content developed for the project was story-oriented and stretched
across multiple audio pieces, rather than each piece being self-
contained in itself. Therefore it was eventually decided to push all
voice messages to everybody. The forms also contained a separate
field for the phone number of the community mobilizer, so that
it could be used to relate the IVR system usage by SHG members
with their corresponding community mobilizer. Usage statistics of
the IVR system could then be used to build performance metrics
for the community mobilizers based on the system usage observed
from among the SHG members in their groups. This could even be
aggregated to the village cluster level, and further to the sub-district
level, to monitor system use and provide targeted guidance to the
cluster heads or community mobilizers if needed.

In the context of the OCR system, the two versions of the forms
primarily differed in terms of the outline of the cells for each phone
number digit. Form-1 had darker boundaries than Form-2, which
we used to evaluate whether noise introduced by the boundaries
made the OCR task harder on Form-1. Form-2 also had special
marks such as ‘+’ and ‘x ’ on the cell corners, which we introduced
with the presumption that it may help us improve the homography
through local transformations in the cell neighbourhood in case it
was needed. The forms were scanned and normalized to produce
cells of size 32x32 pixels. Cells obtained from approximately 1000
forms of each Form-1 and Form-2 were annotated by a contracted
data entry firm, with each digit being annotated independently by
two operators to ensure consistent labeling. Overall, 989 Form-1s
were annotated to obtain 74,595 labels for non-blank cells, and 990
Form-2s were annotated to obtain 103,739 labels for non-blank cells.

3 METHODOLOGY AND RESULTS
3.1 Homography
To normalize the scanned form images against a template image
(of a blank form), we first apply the SIFT (Scale-Invariant Feature
Transform) algorithm [22] to find key-points on both the images,
match them together, and then compute the homography matrix
over the matched key-points. A perspective transformation is then
applied to align the scanned image with the template image, and
the digit ROIs are extracted.
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Figure 4(a) shows that an initial attempt to match all key-points
led to many incorrect matchings. To quantify the quality of the
homography, we manually created a small dataset of 400 bounding
boxes of digit cells randomly selected across 25 randomly selected
forms, and computed the mean IoU (Intersection over Union) scores
for these cells. The IoU between bounding boxes A and B, from the
manually marked and automatically inferred bounding boxes, is
computed as:

IoU =
Area of Intersection(A ∩ B)

Total Area(A ∪ B)

The mean IoU scores obtained were 88.21% and 62.39% for Form-1
and Form-2 respectively, which when applied to the baseline OCR
model (as explained in the following section) led to a single-digit
prediction accuracy of 97.74%. To improve the homography, we
imposed a threshold to only match key-points if their coordinates
(x ,y) on the scanned image and coordinates (x ′,y′) on the template
image did not differ vertically beyond a particular threshold, i.e.
abs(y′ − y) <= threshold , with the assumption that most forms
would be scanned with their right-side up. Figure 4(b) shows that
this step helped improve the homography by eliminating several
spurious mismatches, when using a threshold of 150 pixels (on
scanned images with a resolution of 4134x5846 pixels). The thresh-
old can vary based on the image resolution. We evaluated several
different threshold settings and chose the one that produces the best
mean IoU score. This selective keypoint matching method helped
improve the IoU score of Form-2 to 77.50%, and led to an overall
single digit prediction accuracy of 99.12%. We therefore proceed
with this choice of threshold for the subsequent OCR step.

3.2 Blank classification of digit cells
Before the OCR step, we need to identify which digit cells con-
tain handwritten digits and which ones are blank. We create a
binary classifier for this purpose, using an architecture similar to
the LeNet-5 architecture for digit classification. The dataset con-
sists of approximately 60,000 equally balanced blank and digit cell
images, sampled evenly from both types of forms. We divide it into
a train, validation, and test split of 60:20:20. The model is trained
for 30 epochs and achieves a test accuracy of 99.99% on Form-1 and
99.98% on Form-2. The false positive rate (predicting a non-blank
digit cell as blank) on both the forms is 0, and false negative rates
(predicting a blank as a non-blank digit cell) are 0.0001 and 0.0002
on Form-1 and Form-2 respectively. These false negative rates are
eliminated once predictions for other digits of the same phone num-
ber are also taken into account, to allow a non-blank prediction
only if at least one more cell in the same row is also predicted as
non-blank. This improves the accuracy to 100% and non-blank cells
thus identified are sent to the subsequent OCR step for digitization.

3.3 OCR: Direct classification model
As a baseline, we create a CNN model based on the LeNet-5 archi-
tecture [20] and train the model using a softmax classification loss
function. The architecture consists of five convolution layers with
3× 3 kernels for feature extraction, each followed by a max-pooling
layer of size 2 and a batch normalization layer. Dense layers are
added after the convolution layers and finally a softmax function

(a)

(b)

Figure 4: (a) Several incorrect key-points are matched, (b)
Several incorrect mismatches are eliminated by assuming
(approximate) vertical alignment in the scanning process

gives the final class probabilities. We use ReLU as the activation
function and also add a dropout of factor 0.5 to the dense layers.

The dataset is divided into train, validation, and test splits of
60:20:20. Transformations such as random cropping are applied to
the input images. We use a batch size of 256, and Adam [19] as the
optimizer. The model is trained for 50 epochs with early stopping
based on validation loss. We start with the learning rate of 0.001
which is lowered as the training progresses.

Table 1 shows the digit-level and phone number level (all ten
digits are correct) accuracy for both the form versions. An error
analysis shown in Figures 5 and 6 reveals some common sources of
mis-classification. On the one hand, some digits belonging to dif-
ferent classes seem quite similar to one another. On the other hand,
some digits seem to have quite dissimilar writing styles among dif-
ferent people. This leads us to try metric learning based approaches,
as explained next.

We also try pre-trained CNN models such as VGG-16 [32] but
do not achieve any significant improvement in the test accuracy,
as shown in Table 1. We therefore move towards improving the
LeNet-5 direct classification method to a metric learning based
method.

3.4 OCR: Robust embedding using Metric
Learning and Triplet loss

Metric learning tries to learn a representation (embedding) for each
image such that similar images are close to one-other and dissimilar
images are far apart in the embedding space [24]. Metric learning
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Figure 5: Example of digits misclassified by the direct classi-
fication model

seems more suitable in our scenario to address the challenges de-
picted in Figures 4 and 5. Instead of training a classifier with cross
entropy loss, we first learn an embedding vector using a triplet loss
function. Once the embeddings have been learned, a softmax based
classification layer is added to give the confidence score prediction
for each of the 10 digit classes. The digit with the highest score is
used as the prediction class.

The triplet loss function for learning the representational embed-
dings selects three kinds of samples from the training set: anchor
(a), positive (p), and negative (n). Anchor and positive samples are
chosen such that they belong to the same class, whereas a negative
sample belongs to a different class than the anchor and positive.
The triplet loss function minimizes the distance between the an-
chor and positive samples to achieve intra-class compactness, as
well as, maximizes the distance between the anchor and negative
samples, to achieve greater inter-class discrimination. The triplet
loss function can be defined as:

Loss(a,p,n) = max (∥a − p∥2 − ∥a − n∥2 + α , 0), where α = margin.

Figure 6: Different handwriting styles for same digits

Schroff et al. suggest that the triplet loss function should be
computed on a subset of samples instead of all the samples. [30].
They distinguish between three kinds of samples: easy triplets
for which the positive samples are closer to the anchor within the

margin, and thus the loss is always zero (∥a−p∥2 +α <= ∥a−n∥2),
hard triplets for which the negative samples are closer to the
anchor than the positive samples (∥a − n∥2 < ∥a − p∥2), and semi-
hard triplets for which within the margin the negative samples
are closer to the anchor than the positive samples, to make the loss
positive (∥a − n∥2 <= ∥a − p∥2 + α ). Semi-hard triplets gave better
results for us: For every batch of inputs, we obtain the embedding
vectors, select only the valid triplets according to the semi-hard
condition, and compute the loss on these triplets.

This representational learning architecture has some additional
minor differences from the direct classification architecture. We
remove all the batch normalization layers to reduce overfitting. A
dense layer of 128 output units is added after the five convolution
layers and a dropout factor of 0.5 is incorporated in this layer. The
input images are mapped to a 128 dimensional Euclidean represen-
tation, over which the triplet loss is calculated. Several values for
the margin α were tested, with α = 0.1 giving the best results. The
model is trained for a maximum of 50 epochs with early stopping
on validation loss which stabilizes after 40 epochs.

Table 1 reports the performance of different models on digit-level
and phone-level accuracy. A phone number prediction is considered
correct when all its ten digits are correctly recognized. We can see
that the triplet loss based model performs better on both metrics
than the direct classification model. Most of the erroneous cases
shown in Figures 4 and 5 are correctly classified with this model.
UMAP plots of the embeddings obtained through both the models
are shown in Figure 7: the triplet loss model is able to achieve a
better class separation. We also found that 92% of incorrectly pre-
dicted phone numbers in Form-1 and 87% of incorrectly predicted
phone numbers in Form-2 just had one mis-predicted digit. Errors
in the triplet loss model therefore seem to be uncorrelated.

We also run this model on the MNIST dataset [21], and its ex-
tended version of the EMNIST dataset [9]. We find that the model
is able to generalize to these datasets with performance comparable
to the state of the art models demonstrated on these datasets (last
two columns in Table 1).

To additionally validate the relevance of our dataset, we train
the same triplet loss model on the MNIST and EMINST datasets,
and evaluate its performance on our real-world dataset. The results
in Table 1 show that the models trained on these cleaner datasets
are not able to perform as well on real-world data.

3.5 Benchmarking against commercial OCR
systems

We also evaluate the OCRAPIs provided by theMicrosoft Azure and
Google Cloud platforms. We first pass the entire grid of 16 phone
numbers to these platforms to see if their text-spotting models are
able to detect all the digits. We find that the Azure OCR is unable
to detect all the digits while the Google Cloud OCR is able to detect
most of the digits but gets the boundaries incorrect, as a result of
which the prediction accuracy is low.

For a direct comparison on digit-level accuracy, we use our ho-
mography routines to extract individual digits and send a random
sample of 1600 digits to the Azure and Google Cloud OCR APIs.
The results improve for both the models, but the accuracy remains
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Method Form-1 (%) Form-2 (%) MNIST (%) EMNIST (%)
Digit Phone Digit Phone Digit Digit

LeNet-5 based direct classification model 99.14 93.50 99.09 92.02
VGG-16 based direct classification model 99.18 93.62 99.11 92.04
Triplet loss based model 99.35 94.23 99.12 92.22 99.50 99.62
Triplet model trained on MNIST data 65.24 65.35
Triplet model trained on EMNIST data 12.14 14.80
Azure OCR, applied on the entire grid 23.87 6.12 26.00 8.23
Azure OCR, applied on individual digits 36.34 10.05 38.93 10.67
Google Vision, applied on the entire grid 20.02 3.80 39.60 11.80
Google Vision, applied on individual digits 34.60 9.67 37.74 10.24
Paddle OCR, applied on the entire grid 33.56

Table 1: Performance comparison of different models on various datasets

(a) Softmax (b) Triplet

Figure 7: 2D visualization of the embeddings

much lower in comparison with what we are able to achieve (Table
1).

We similarly evaluate a pre-trained text spotting and recognition
model provided by the PaddleOCR Library [13]. The model was
unable to detect digits in Form-1 where the neighbouring digit cells
are joined with one another, but detected 60% of digits in Form-2.
The accuracy of single digit recognition was only 33% and this led
to zero accuracy at the phone number level. This demonstrates that
our method of building a pipeline with homography followed by
digit recognition performs much better than text-spotting methods.

3.6 Segregation for manual annotation
Wenext attempt to further improve the accuracy by targetedmanual
correction of the model predictions. Using the confidence scores
for digit level predictions, we experiment with different thresholds
to divide the input data into a low confidence group (confidence <
threshold) and a high confidence group (confidence ≥ threshold).
The low confidence group forms less than 3% of the overall data
for different threshold values. We consider the scenario that all

digits in this group are put up for manual annotation to data entry
operators. Table 2 shows the performance, for the low confidence
group in terms of the original accuracy which is improved to 100%
through the manual corrections, for the high confidence group
by taking the predicted values directly as such, and the overall
accuracy. This targeted correction method improves the phone
number level accuracy significantly, to more than 98% for Form-1
and 95% for Form-2. Table 2 also shows the additional cost estimate
per 10,000 forms for this manual annotation, and the time taken for
one data entry operators to resolve these flagged digits. These cost
and time estimates are based on payments made and discussions
between Gram Vaani and the contracted data entry firm. Form-1s
used in Muzaffarpur had on average 9.39 (σ = 3.11) phone numbers
per form, whereas Form-2s used in Nalanda had on average 9.56
(σ = 2.76) phone numbers per form. The cost of manual annotation
of a form is INR 8.5 (USD 0.11) with one data entry operator able to
annotate 75 forms in a day on average. For 10,000 forms, even with
the choice of a low confidence threshold the cost ranges at around
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INR 20,000 (USD 250) and the corrections can be done by a single
data entry operator in about four days.

3.7 Further observations on form design
As mentioned earlier, we designed Form-2 with some intuitive
modifications made on Form-1 to improve homography, but these
modifications in fact degraded the performance. In Form-1, we used
a dark outline to segregate the grid-cell for each digit, and adjacent
cells were joined with one another. In Form-2, we used a lighter
outline and also introduced a gap between adjacent cells. We found
however that these changes did not improve the performance and
noise due to cropped borders continued to affect the performance
in both the forms.

The second change we had introduced was to use marks such
as ‘+’ and ‘x ’ on the cell corners in Form-2 with the expectation
that it would enhance the SIFT keypoints detection and improve
homography. However, we found that these marks in one row were
incorrectly matched with similar marks in other rows, resulting in
an increase in homography inaccuracy (also shown in Figure-4(b)).
Perhaps including unique markers on different rows may improve
the performance, and we plan to experiment with this in the future.

4 PROJECT EXPERIENCE
During 2019-2020 before the COVID-19 pandemic hit and impacted
field operations, Gram Vaani rolled out Form-1 in parts of the
district of Muzaffarpur in Bihar, and Form-2 in parts of the district of
Nalanda. In total, 2749 SHG community mobilizers participated in
the exercise, leading to the collection of 28,915 forms. As described
earlier, approximately 1000 each of Form-1s and Form-2s were
annotated in duplicate by a contracted data entry firm, and used
to train and test the OCR models evaluated as described in the
previous section. The voice-based communication project is now
slated for scale-up to four additional districts, and eventually to the
entire state of Bihar, with the process of building phone number
databases through OCR-ed paper forms as an integral part of the
project.

We next describe in brief the project experience with using the
phone number database to push awareness information to SHG
members in the first two districts of Muzaffarpur and Nalanda. Our
goal is to understand whether this method of collecting phone
numbers and pushing voice messages to people is a viable mech-
anism to create awareness. This is because a significant concern
with the push-based approach viz-a-vis. a pull-based approach is
that push-based calls may get missed in case the recipients are
busy when they receive the calls. They may not pick up, or pick
up but quickly close the call. Pull-based approaches where people
call the toll-free phone number to listen to content on-demand, are
therefore considered better, although as discussed earlier, creating
awareness and building the capacity of people to call on-demand
is much harder than the push-based model. To compare the two
models, we define two groups of users, with each user identified by
a unique caller-id:

• Call-in users: These are users whose first interaction with the
IVR platform was initiated by them, i.e. the Gram Vaani field
team or trained community mobilizers told them about the
IVR platform through in-person trainings and workshops,

after which they called the toll-free phone number of the
IVR platform.

• OCR users: These are users whose first interaction with the
IVR platform was initiated by the Gram Vaani IVR system,
i.e. their phone numbers were obtained through paper forms,
and calls were then pushed to them.

We did this segregation based on the first IVR interaction with a
user because both pathways of creating community outreach, i.e.
through trainings of the SHG members and through collection of
their phone numbers on paper forms, were supposed to happen in
all locations but their sequencing could not be ensured because it
was driven by staff availability and programme priorities in different
locations. Hence we could not assume, for instance, that a caller-id
collected via the paper form was not already aware beforehand
about the IVR platform from having attended a training in their
community in the past. This method of segregation does have some
limitations though. The SHGmembers may report a different phone
number in the paper forms, perhaps with a conservative mindset to
use their husband’s phone number for any formal documentation,
and this phone number would then appear as a new user in the
OCR group. Multiple household members may also access the IVR
platform from the same phone number, andwewill not be able to tell
from the caller-id alone that these accesses were by different people.
Notwithstanding these limitations, we feel that it is reasonable to
assume that such cases would be more of exceptions than the norm,
and that segregating by the first IVR-caller-id interaction into call-
in users and OCR users will be a satisfactory indicator of how a user
entered the system.

Table 3 shows the number of users in each group. The difference
between the relative group sizes in Nalanda and Muzaffarpur is due
to the different sequencing of field activities in the two districts.
Nalanda saw an early pilot of the IVR system during 2016-2018
when the outreachmethodwas exclusively through offline trainings
and workshops; paper forms to collect phone numbers for more
exhaustive coverage were introduced much later and targeted in
sub-districts where offline trainings had not happened. Muzaffarpur
was added as a new district in 2019, and was instead jumpstarted
through phone number databases collected through paper forms,
while offline trainings were simultaneously and gradually scaled
up in some sub-districts.

We then compare the two groups of call-in users and OCR users
on the following indicators:

• Fraction of push-based calls answered: This will help under-
stand if the call-in users who have a better awareness before-
hand about the platform, tend to pick-up push-based calls
more often than OCR users, who may not have any prior
context about the platform when they receive these calls.
We count a push-based call as having been answered only if
it was picked-up and heard for at least 30 seconds.

• Push-based mean call duration: With a similar intention as
above, we study if the two groups exhibit any differences in
terms of the duration for which they listen to content played
over the push-based calls.

• Pull-based mean call duration: Similarly, we compare the lis-
tening duration for pull-based calls made by the two groups
to the toll-free IVR system. Note that in all push-based calls,
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Low Confidence
Group

High
Confidence
Group:
Accuracy (%)

Overall
digit-level
accuracy (%)

Overall
phone number
accuracy(%)

Cost per
10,000
forms
(INR)

Time taken
per 10,000
forms (days)
for correction

Threshold %
Data

Initial
accuracy
(%)

Form-1
0.9 0.86 60.93 99.48 99.49 95.93 6,450 1.1
0.8 1.51 63.55 99.69 99.70 96.77 11,325 2.0
0.7 2.19 71.16 99.78 99.78 97.45 16,425 2.9
0.6 3.45 78.36 99.89 99.90 98.47 25,875 4.6

Form-2
0.9 0.47 47.12 99.32 99.34 93.33 3,525 0.6
0.8 0.89 54.90 99.46 99.46 94.03 6,675 1.2
0.7 1.44 60.74 99.62 99.63 95.12 10,800 1.9
0.6 2.37 69.85 99.77 99.79 95.52 17,775 3.2

Table 2: Accuracy improvement and cost implication with manual correction of low-confidence predictions

the toll-free IVR number is announced to the recipients so
that over time they can learn about this phone number to
call anytime on-demand. In Table 3 we also mention the
percentage of such OCR users who eventually transitioned
to pull-based on-demand calling, either by coming to know
about it from the information that was played to them, or
through trainings that they may have attended after already
having been included in the database through the OCR-ed
forms.

Table 3 shows the comparison between the two groups, com-
puted on IVR usage statistics between the period of April 2020 to
September 2021. This period included an intense messaging phase
between June to August 2020 when the COVID-19 lockdown was
imposed in India and several awareness messages related to safe
behavior, social protection entitlements, and building back lost
livelihoods, were sent to the SHG members [16]. We focus on a
comparison between the two groups of users based on the three
indicators.

We find that OCR users tend to answer push-based calls more
often than call-in users. This is expected, either due to a prefer-
ence of call-in users to call on-demand if they can, or these users
may have beforehand heard the same content over pull-based calls
since content is published there as soon as it is ready whereas it
is pushed through outbound calls often a few days later accord-
ing to a weekly schedule. Similarly, the duration of listening to
push-based calls is slightly higher for OCR users than for call-in
users. The length of audio content pieces pushed over these calls
are in the range of 1-3 minutes, hence a mean listening duration of
approximately 2.5 minutes per call is non-trivial and shows that the
overall approach of paper-based phone number collection followed
by pushing awareness messages seems reasonable. The listening
duration over pull-based calls is much larger than push-based calls
though, ranging from 6.5 minutes in Muzaffarpur to more than
8 minutes in Nalanda, and shows that the push-based approach

should indeed be seen as a stop-gap and not a substitute for offline
training.

This is further reinforced when we observe that very few OCR
users transitioned to placing calls on-demand themselves. In Na-
landa, this percentage is 4.2% whereas in Muzaffarpur the percent-
age is only 1.6%. This indicates the importance of offline trainings
and workshops to bridge the digital gender divide more effectively,
however in its absence due to various logistic and cost issues as ex-
plained, our experience does demonstrate that push-based calls can
still be quite useful. During the instrumented period fromApril 2020
to September 2021, 3.85 million push-based calls were answered by
over 300,000 caller-ids. Out of these caller-ids, more than 120,000
were obtained exclusively through paper forms. Crucial information
was pushed to the users about maternal and child health and nutri-
tion, COVID-19 best practices and vaccination related awareness,
AES (Acute Encephalitis Syndrome), and livelihood and awareness
programmes conducted by the SHG network. An evaluation of the
impact of this messaging is ongoing. Prior work conducted during
2016-2018 in the Nalanda pilot revealed significant gains in both
awareness and practice, among both women who were reached
through offline trainings as well as a distinct group of users who
were engaged predominantly through push-based messaging [10].

5 CONCLUSIONS
In this study, we demonstrated the role that paper-based data col-
lection can play in extending the outreach of voice-based commu-
nication for awareness of health practices among rural women in
India. We were able to collect phone numbers of a large set of Self
Help Group members in two districts of the state of Bihar in In-
dia, and successfully pushed numerous calls to them with crucial
awareness information, especially during the COVID-19 pandemic.
We contribute a unique dataset of handwritten digits that is more
representative of real-world characteristics than the MNIST and
EMNIST datasets, and a deep learning model and methodology
for the digitization of this data. All data, models, and code for this
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Nalanda Muzaffarpur
Call-in
users

OCR
users

Call-in
users

OCR
users

Number of unique callerids 130390 57423 47330 65099
Number of push-calls during
Apr 2020 to Sep 2021

525564 1253577 422096 1653660

Number of pull-calls during
Apr 2020 to Sep 2021

68991 63144 28479 17109

Mean Std
dev

Mean Std
dev

Mean Std
dev

Mean Std
dev

% OBDs answered 18.5% 4.9% 34.3% 4.1% 14.4% 3.8% 28.3% 10.3%
Duration of push-calls 2.2 1.8 2.8 2.1 2.4 1.9 2.5 2.0
Percentage of OCR users
who did pull-calls

4.2% 1.8% 1.6% 0.9%

Duration of pull-calls 8.4 5.2 10.2 6.6 6.7 3.8 6.5 3.7
Table 3: Project implementation efficacy for different types of users

effort have been released in the open-source. These resources can
be applied to paper-based data collection in wider contexts as well,
such as when field workers are required to provide data but may
not have access or the capability to use digital devices directly
for data entry. We show that hand-filled paper forms which are
scanned and digitized automatically is a viable alternate low-cost
pathway. We also plan to extend this work in the future so that
point-of-service data entry can be done by the field workers by
taking a photograph of the paper forms as and when they are filled,
rather than physically transport them to a facility where the forms
can be scanned in bulk.

ACKNOWLEDGMENTS
We would like to thank the Microsoft AI for Humanitarian Ac-
tion and the IIT Delhi High Performance Computing (HPC) teams
for providing us with the necessary infrastructure to conduct this
research.

REFERENCES
[1] Savita Ahlawat, Amit Choudhary, Anand Nayyar, Saurabh Singh, and Byungun

Yoon. 2020. ImprovedHandwritten Digit Recognition Using Convolutional Neural
Networks (CNN). Sensors 20, 12 (2020). https://doi.org/10.3390/s20123344

[2] Rasmi Avula, Purnima Menon, Sumati Bajaj, Sneha Mani, Nitya George, Lakshmi
Gopalakrishnan, Sumeet Patil, Sneha Nimmagadda, Nadia Diamond-Smith, Lia
Fernald, and Dilys Walker. 2020. Factors Influencing Roll-Out of an m-Health
Intervention in India: Results from a Dynamic and Responsive Process Evaluation.
Current Developments in Nutrition 4 (06 2020), 801–801. https://doi.org/10.1093/
cdn/nzaa053_006

[3] Giorgia Barboni, Erica Field, Rohini Pande, Natalia Rigol, Simone Schaner, and
Charity Troyer Moore. 2018. A Tough Call: Understanding barriers to and impacts
of women’s mobile phone adoption in India. , 49 pages. http://epod.cid.harvard.
edu/sites/default/files/2018-10/A_Tough_Call.pdf

[4] Dipanjan Chakraborty, Akshay Gupta, and Aaditeshwar Seth. 2019. Experi-
ences from a Mobile-Based Behaviour Change Campaign on Maternal and Child
Nutrition in Rural India. In Proceedings of the Tenth International Conference
on Information and Communication Technologies and Development (Ahmedabad,
India) (ICTD ’19). Association for Computing Machinery, New York, NY, USA,
Article 20, 11 pages. https://doi.org/10.1145/3287098.3287110

[5] Kuang Chen, Akshay Kannan, Yoriyasu Yano, Joseph M. Hellerstein, and Tapan S.
Parikh. 2012. Shreddr: Pipelined Paper Digitization for Low-Resource Organiza-
tions. In Proceedings of the 2nd ACM Symposium on Computing for Development
(Atlanta, Georgia) (ACM DEV ’12). Association for Computing Machinery, New
York, NY, USA, Article 3, 10 pages. https://doi.org/10.1145/2160601.2160605

[6] Kuang Chen, Akshay Kannan, Yoriyasu Yano, Joseph M. Hellerstein, and Tapan S.
Parikh. 2012. Shreddr: Pipelined Paper Digitization for Low-Resource Organiza-
tions. In Proceedings of the 2nd ACM Symposium on Computing for Development
(Atlanta, Georgia) (ACM DEV ’12). Association for Computing Machinery, New
York, NY, USA, Article 3, 10 pages. https://doi.org/10.1145/2160601.2160605

[7] Xiaoxue Chen, Lianwen Jin, Yuanzhi Zhu, Canjie Luo, and Tianwei Wang. 2020.
Text Recognition in the Wild: A Survey. https://doi.org/10.48550/ARXIV.2005.
03492

[8] S. Chopra, R. Hadsell, and Y. LeCun. 2005. Learning a similarity metric discrim-
inatively, with application to face verification. In 2005 IEEE Computer Society
Conference on Computer Vision and Pattern Recognition (CVPR’05), Vol. 1. 539–546
vol. 1. https://doi.org/10.1109/CVPR.2005.202

[9] Gregory Cohen, Saeed Afshar, Jonathan Tapson, and André van Schaik. 2017.
EMNIST: an extension of MNIST to handwritten letters. arXiv:1702.05373 [cs.CV]

[10] Population Council, Project Concern International, Gram Vaani, Bill, and
Melinda Gates Foundation. Presented in April 2019. JEEViKA Mobile Vaani:
Lessons Learned and Structure for Scale-up. https://bit.ly/2XOxadU.

[11] Reza Dehnavieh, Ali Akbar Haghdoost, Ardeshir Khosravi, Fahime Hoseinabadi,
Hamed Rahimi, Atousa Poursheikhali, Nahid Khajehpour, Zahra Khajeh, Nadia
Mirshekari, Marziyeh Hasani, Samera Radmerikhi, Hajar Haghighi, Moham-
mad Hossain Mehrolhassani, Elaheh Kazemi, and Saeide Aghamohamadi. 2019.
The District Health Information System (DHIS2): A literature review and meta-
synthesis of its strengths and operational challenges based on the experiences of
11 countries. Health Information Management Journal 48 (2019), 62 – 75.

[12] Nicola Dell, Nathan Breit, Timóteo Chaluco, Jessica Crawford, and Gaetano
Borriello. 2012. Digitizing Paper Forms with Mobile Imaging Technologies. In
Proceedings of the 2nd ACM Symposium on Computing for Development (Atlanta,
Georgia) (ACM DEV ’12). Association for Computing Machinery, New York, NY,
USA, Article 2, 10 pages. https://doi.org/10.1145/2160601.2160604

[13] Yuning Du, Chenxia Li, Ruoyu Guo, Xiaoting Yin, Weiwei Liu, Jun Zhou, Yifan
Bai, Zilin Yu, Yehua Yang, Qingqing Dang, and Haoshuang Wang. 2020. PP-OCR:
A Practical Ultra Lightweight OCR System. https://doi.org/10.48550/ARXIV.
2009.09941

[14] Nachiket Gudi, Myron Anthony Godinho, Dola Saha, and Padmane-
san Narasimhan. 2020. Sociotechnical evaluation of a health man-
agement information system in South India. BMJ Innovations 6,
4 (2020), 164–169. https://doi.org/10.1136/bmjinnov-2019-000402
arXiv:https://innovations.bmj.com/content/6/4/164.full.pdf

[15] Richard Hartley and Andrew Zisserman. 2003. Multiple View Geometry in Com-
puter Vision (2 ed.). Cambridge University Press, USA.

[16] Mira Johri, Sumeet Agarwal, Aman Khullar, Dinesh Chandra, Vijay Sai
Pratap, Aaditeshwar Seth, and the Gram Vaani Team. 2021. The first
100 days: how has COVID-19 affected poor and vulnerable groups in
India? Health Promotion International (05 2021). https://doi.org/10.
1093/heapro/daab050 arXiv:https://academic.oup.com/heapro/advance-article-
pdf/doi/10.1093/heapro/daab050/37949360/daab050.pdf daab050.

[17] Mahmut KAYA and Hasan Şakir BİLGE. 2019. Deep Metric Learning: A Survey.
Symmetry 11, 9 (2019). https://doi.org/10.3390/sym11091066

[18] AmanKhullar, Priyadarshi Hitesh, Shoaib Rahman, Deepak Kumar, Rachit Pandey,
Praveen Kumar, Rajeshwari Tripathi, Prince Prince, Ankit Akash Jha, Himanshu

373

https://doi.org/10.3390/s20123344
https://doi.org/10.1093/cdn/nzaa053_006
https://doi.org/10.1093/cdn/nzaa053_006
http://epod.cid.harvard.edu/sites/default/files/2018-10/A_Tough_Call.pdf
http://epod.cid.harvard.edu/sites/default/files/2018-10/A_Tough_Call.pdf
https://doi.org/10.1145/3287098.3287110
https://doi.org/10.1145/2160601.2160605
https://doi.org/10.1145/2160601.2160605
https://doi.org/10.48550/ARXIV.2005.03492
https://doi.org/10.48550/ARXIV.2005.03492
https://doi.org/10.1109/CVPR.2005.202
https://arxiv.org/abs/1702.05373
https://bit.ly/2XOxadU
https://doi.org/10.1145/2160601.2160604
https://doi.org/10.48550/ARXIV.2009.09941
https://doi.org/10.48550/ARXIV.2009.09941
https://doi.org/10.1136/bmjinnov-2019-000402
https://arxiv.org/abs/https://innovations.bmj.com/content/6/4/164.full.pdf
https://doi.org/10.1093/heapro/daab050
https://doi.org/10.1093/heapro/daab050
https://arxiv.org/abs/https://academic.oup.com/heapro/advance-article-pdf/doi/10.1093/heapro/daab050/37949360/daab050.pdf
https://arxiv.org/abs/https://academic.oup.com/heapro/advance-article-pdf/doi/10.1093/heapro/daab050/37949360/daab050.pdf
https://doi.org/10.3390/sym11091066


Use of Metric Learning for the Recognition of Handwritten Digits COMPASS ’22, June 29–July 1, 2022, Seattle, WA, USA

Himanshu, and Aaditeshwar Seth. 2021. Costs and Benefits of Conducting Voice-
Based Surveys Versus Keypress-Based Surveys on Interactive Voice Response
Systems. In ACM SIGCAS Conference on Computing and Sustainable Societies
(Virtual Event, Australia) (COMPASS ’21). Association for Computing Machinery,
New York, NY, USA, 288–298. https://doi.org/10.1145/3460112.3471963

[19] Diederik P. Kingma and Jimmy Ba. 2017. Adam: A Method for Stochastic Opti-
mization. arXiv:1412.6980 [cs.LG]

[20] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. 1998. Gradient-based learning
applied to document recognition. Proc. IEEE 86, 11 (1998), 2278–2324. https:
//doi.org/10.1109/5.726791

[21] Yann LeCun and Corinna Cortes. 2010. MNIST handwritten digit database.
http://yann.lecun.com/exdb/mnist/. (2010). http://yann.lecun.com/exdb/mnist/

[22] David G. Lowe. 2004. Distinctive Image Features from Scale-Invariant Keypoints.
Int. J. Comput. Vision 60, 2 (Nov. 2004), 91–110. https://doi.org/10.1023/B:VISI.
0000029664.99615.94

[23] Ankita Meghani, Daniela C. Rodríguez, Huzaifa Bilal, Anand B. Tripathi, Vas-
anthakumar Namasivayam, Ravi Prakash, David H. Peters, and Sara Bennett.
2021. Examining policy intentions and actual implementation practices: How
organizational factors influence health management information systems in
Uttar Pradesh, India. Social Science & Medicine 286 (2021), 114291. https:
//doi.org/10.1016/j.socscimed.2021.114291

[24] Kevin Musgrave, Serge J. Belongie, and Ser-Nam Lim. 2020. A Metric Learning
Reality Check. CoRR abs/2003.08505 (2020). arXiv:2003.08505 https://arxiv.org/
abs/2003.08505

[25] Tapan Parikh and Edward Lazowska. 2006. Designing an architecture for
delivering mobile information services to the rural developing world. Pro-
ceedings of the 15th International Conference on World Wide Web, 791–800.
https://doi.org/10.1109/WMCSA.2006.7

[26] Sumeet Patil, Sneha Nimmagadda, Lakshmi Gopalakrishnan, Rasmi Avula, Sumati
Bajaj, Nadia Diamond-Smith, Lia Fernald, Purnima Menon, and Dilys Walker.
2020. Mobile Technology Integrated into a Large-Scale Nutrition Program Enables
Age-Appropriate Home Visits and Counseling for Mothers of Infants in India.
Current Developments in Nutrition 4 (06 2020), 886–886. https://doi.org/10.1093/
cdn/nzaa053_091

[27] Aishwarya Ratan, Sunandan Chakraborty, Pushkar Chitnis, Kentaro Toyama,
Keng Ooi, Matthew Phiong, and Mike Koenig. 2010. Managing Microfinance
with Paper, Pen and Digital Slate. ACM International Conference Proceeding Series
(12 2010). https://doi.org/10.1145/2369220.2369255

[28] Somen Saha, Priya Kotwani, Apurvakumar Pandya, Deepak Saxena,
Tapasvi Puwar, Shrey Desai, Prakash Vaghela, Dashrath Patel, Chin-
tan Patel, Devang Raval, and Jayanti Ravi. 2020. TeCHO+ program
in Gujarat: a protocol for health technology assessment. BMJ Innova-
tions 6, 4 (2020), 209–214. https://doi.org/10.1136/bmjinnov-2019-000363
arXiv:https://innovations.bmj.com/content/6/4/209.full.pdf

[29] Sundeep Sahay, Eric Monteiro, and Margunn Aanestad. 2009. Toward a political
perspective of integration in information systems research: The case of health
information systems in India. Information Technology for Development 15, 2 (2009),
83–94. https://doi.org/10.1002/itdj.20119 arXiv:https://doi.org/10.1002/itdj.20119

[30] Florian Schroff, Dmitry Kalenichenko, and James Philbin. 2015. FaceNet: A
unified embedding for face recognition and clustering. 2015 IEEE Conference on
Computer Vision and Pattern Recognition (CVPR) (Jun 2015). https://doi.org/10.
1109/cvpr.2015.7298682

[31] A. Seth, A. Gupta, A. Moitra, D. Kumar, D. Chakraborty, L. Enoch, O. Ruthven, P.
Panjal, R. A. Siddiqi, R. Singh, S. Chatterjee, S. Saini, S. Ahmad, and V. S. Pratap.
2020. Reflections from Practical Experiences of Managing Participatory Media
Platforms for Development. In Proceedings of the 2020 International Conference
on Information and Communication Technologies and Development (Guayaquil,
Ecuador) (ICTD2020). Association for Computing Machinery, New York, NY, USA,
Article 4, 15 pages. https://doi.org/10.1145/3392561.3394632

[32] Karen Simonyan and Andrew Zisserman. 2015. Very Deep Convolutional Net-
works for Large-Scale Image Recognition. arXiv:1409.1556 [cs.CV]

[33] Neha S Singh, Kerry Scott, Asha George, Amnesty Elizabeth LeFevre, and Rajani
Ved. 2021. A tale of ‘politics and stars aligning’: analysing the sustainability of
scaled up digital tools for front-line health workers in India. BMJ Global Health
6, Suppl 5 (2021). https://doi.org/10.1136/bmjgh-2021-005041

[34] Daksh Thapar, Chetan Arora, and Aditya Nigam. 2020. Is Sharing of Egocentric
Video Giving Away Your Biometric Signature?. In ECCV.

[35] Heather Underwood, Revi Sterling, and John Bennett. 2013. The design and
implementation of the PartoPen maternal health monitoring system. Proceedings
of the 3rd ACM Symposium on Computing for Development, DEV 2013. https:
//doi.org/10.1145/2442882.2442893

[36] Xiangsheng Zeng, Donglai Xiang, Liangrui Peng, Changsong Liu, and Xiaoqing
Ding. 2017. Local Discriminant Training and Global Optimization for Convolu-
tional Neural Network Based Handwritten Chinese Character Recognition. In
2017 14th IAPR International Conference on Document Analysis and Recognition
(ICDAR), Vol. 01. 382–387. https://doi.org/10.1109/ICDAR.2017.70

374

https://doi.org/10.1145/3460112.3471963
https://arxiv.org/abs/1412.6980
https://doi.org/10.1109/5.726791
https://doi.org/10.1109/5.726791
http://yann.lecun.com/exdb/mnist/
https://doi.org/10.1023/B:VISI.0000029664.99615.94
https://doi.org/10.1023/B:VISI.0000029664.99615.94
https://doi.org/10.1016/j.socscimed.2021.114291
https://doi.org/10.1016/j.socscimed.2021.114291
https://arxiv.org/abs/2003.08505
https://arxiv.org/abs/2003.08505
https://arxiv.org/abs/2003.08505
https://doi.org/10.1109/WMCSA.2006.7
https://doi.org/10.1093/cdn/nzaa053_091
https://doi.org/10.1093/cdn/nzaa053_091
https://doi.org/10.1145/2369220.2369255
https://doi.org/10.1136/bmjinnov-2019-000363
https://arxiv.org/abs/https://innovations.bmj.com/content/6/4/209.full.pdf
https://doi.org/10.1002/itdj.20119
https://arxiv.org/abs/https://doi.org/10.1002/itdj.20119
https://doi.org/10.1109/cvpr.2015.7298682
https://doi.org/10.1109/cvpr.2015.7298682
https://doi.org/10.1145/3392561.3394632
https://arxiv.org/abs/1409.1556
https://doi.org/10.1136/bmjgh-2021-005041
https://doi.org/10.1145/2442882.2442893
https://doi.org/10.1145/2442882.2442893
https://doi.org/10.1109/ICDAR.2017.70

	Abstract
	1 Introduction
	2 Related Work
	3 Methodology and Results
	3.1 Homography
	3.2 Blank classification of digit cells
	3.3 OCR: Direct classification model
	3.4 OCR: Robust embedding using Metric Learning and Triplet loss
	3.5 Benchmarking against commercial OCR systems
	3.6 Segregation for manual annotation
	3.7 Further observations on form design

	4 Project experience
	5 Conclusions
	Acknowledgments
	References

