
ar
X

iv
:2

40
2.

14
99

6v
1 

 [
cs

.G
T

] 
 2

2 
Fe

b 
20

24

On the Fairness of Normalized p-Means

for Allocating Goods and Chores

Owen Eckarta, Alexandros Psomasa, and Paritosh Vermaa

aDepartment of Computer Science, Purdue University.

{oeckart,apsomas,verma136}@cs.purdue.edu

Abstract

Allocating items in a fair and economically efficient manner is a central problem in fair division.

We study this problem for agents with additive preferences, when items are all goods or all chores,

divisible or indivisible. The celebrated notion of Nash welfare is known to produce fair and efficient

allocations for both divisible and indivisible goods; there is no known analogue for dividing chores.

The Nash welfare objective belongs to a large, parameterized family of objectives called the p-mean

welfare functions, which includes other notable members, like social welfare and egalitarian welfare.

However, among the members of this family, only the Nash welfare produces fair allocations for goods.

Incidentally, Nash welfare is also the only member that satisfies the axiom of scale invariance, which

is crucially associated with its fairness properties.

We define the class of “normalized p-mean” objectives, which imparts the missing key axiom of scale

invariance to the p-mean family. Our results show that optimizing the normalized p-mean objectives

produces fair and efficient allocations when the items are goods or chores, divisible or indivisible. For

instance, the normalized p-means gives us an infinite class of objectives that produce (i) proportional

and Pareto efficient allocations for divisible goods, (ii) approximately proportional and Pareto efficient

allocations for divisible chores, (iii) EF1 and Pareto efficient allocations for indivisible goods for two

agents, and (iv) EF1 and Pareto efficient allocations for indivisible chores for two agents.

1 Introduction

We study a central problem in fair division: how to allocate items in a fair and economically efficient
manner among n agents with additive preferences. We focus on two settings: the case where items are
all goods, i.e., every agent i has a value vij ≥ 0 for each item j, or they weakly prefer being allocated an
item, and the case where all items are chores, i.e., every agent i has a cost cij ≥ 0 for each item j, or
they weakly prefer not to be allocated an item. We further consider sub-cases based on whether the items
(goods or chores) are all divisible or all indivisible.

Arguably the two most well-studied notions of fairness are proportionality (PROP) and envy-freeness
(EF). Proportionality requires that each agent is at least as happy as in the allocation where she gets
an nth of each item [Ste48]. Envy-freeness, a stronger notion than proportionality, requires that every
agent prefers her allocation to the allocation of any other agent [Fol66]. For divisible items, envy-freeness,
and thereby proportionality, can be simply achieved by splitting each item equally among all the agents.
However, for indivisible items, even proportional allocations may not exist: consider the simple case of
one indivisible item and two agents. Hence, discrete relaxations of envy-freeness and proportionality like
envy-freeness up to one item (EF1) and proportionality up to one item (PROP1) are studied in the context
of indivisible items. EF1 and PROP1 respectively require the EF and PROP guarantee to be satisfied
upon the addition or removal of one item from an appropriate bundle [LMMS04, CFS17]. Allocations
satisfying EF1 and PROP1 always exist for agents with additive preferences and can be computed via
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simple procedures like round-robin, envy-cycle elimination, etc [LMMS04, CFS17, BSV21, CKM+19]. In
terms of economic efficiency, the notion of Pareto efficiency is central. An allocation is Pareto efficient if
increasing an agent’s utility necessarily results in a decrease in another agent’s utility. Pareto efficiency
by itself is also easy to achieve, e.g. via a serial dictatorship. However, the problem of achieving fairness
in conjunction with efficiency is significantly more challenging.

Half a century ago, Varian [Var74] gave an elegant solution to this problem, for divisible items via
the concept of competitive equilibrium of equal incomes (CEEI). In CEEI, each agent is initially endowed
with a budget of $1. A competitive equilibrium is an allocation and prices for the items such that agents
exhaust their budget, buy only their favorite bundle under the given prices, and the market clears. This
competitive equilibrium is both economically efficient as well as envy-free. CEEI results in such allocations
for both divisible goods and divisible chores. For divisible goods it is also known that allocations realized at
CEEI are precisely the allocations that maximize the Nash welfare objective [AIHS81, Volume 2, Chapter
14], defined as the product of agents’ utilities [NJ50]. Moreover, Nash welfare maximizing allocations for
divisible goods (which are fair and efficient) can be computed by solving the convex program of Eisenberg
and Gale [EG59].

The potent fairness properties of Nash welfare also translate to the case of indivisible goods: the
Kalai-prize winning work of [CKM+19] shows that integral allocations that maximize the Nash welfare
are EF1, in addition to being Pareto efficient. Complementing this result, [YS23] prove that Nash welfare
is, in fact, the unique welfarist rule1 that produces EF1 allocations. Unfortunately, for indivisible chores
there is no known analogue for Nash welfare [EPS22, GMQ23]; no welfarist rule is known to even produce
PROP1 and Pareto efficient allocations for indivisible chores.

This unreasonable fairness of the Nash welfare objective when allocating goods can be attributed to
its strong axiomatic foundations: it satisfies numerous desirable axioms like symmetry, the irrelevance
of unconcerned agents, the Pigou-Dalton Principle, and Pareto optimality, among others. Nash welfare
belongs to a large family of objectives called the p-mean welfare functions, which also contain prominent
objectives like social welfare (sum of utilities of the agents), egalitarian welfare (minimum utility among the
agents), etc. Incidentally, all members of the p-mean family satisfy the aforementioned axioms. However,
among members of this family, the Nash welfare alone is fair. This can be seen by considering an instance
with two agents and ten goods, all of which are equally valued at 1 by the first agent and at 1 billion
by the second: maximizing the social welfare results in agent 2 getting all the goods, maximizing the
egalitarian welfare gives all but one item to agent 1, whereas maximizing the Nash welfare results in each
agent getting five goods—a fair outcome.

A possible explanation for why Nash welfare stands out as the unique, remarkably fair member of the
p-mean family is that the Nash welfare, alone, satisfies the axiom of scale invariance, which states that
for any agent i, multiplying her valuations for all the items by a fixed positive number shouldn’t change
the outcome allocation. The significance of scale invariance is apparent in the previous example, where it
plays a key role in explaining why the Nash welfare produces a fair allocation and others don’t.

With an aim to rectify this inherent unfairness of the p-mean family, we define the family of “normalized
p-means” objectives, which, by design, makes the scale of values inconsequential. Simply put, the goal of
this paper is to comprehensively explore the landscape of fairness and efficiency properties of allocations
obtained by optimizing the family of normalized p-mean objectives. The entirety of our findings in this
paper can be succinctly distilled in the following message:

For agents with additive preferences, optimizing the normalized p-mean of utilities or

disutilities results in fair and efficient allocations for divisible and indivisible goods, as

well as divisible and indivisible chores.

1A welfarist rule for a welfare function f : Rn
7→ R chooses an allocation a that optimizes f(v1(a1), v2(a2), . . . , vn(an))

among the set of all allocations, where vi(ai) is the utility of agent i in allocation a.
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Goods Chores

Divisible

✓ PROP + PO for p ≤ 0

✘ EF for p 6= 0

✘ PROP for p > 0

✓ n1/p-PROP + PO for p ≥ 1

✘ n1/p
(
1−Θ

(
log p
p

))
-PROP for p ≥ 1

✘ PROP for p ∈ R

Indivisible

✓ PROP1 + PO via rounding for p ≤ 0

✓ n = 2: EF1 + PO for p ≤ 0

✘ n ≥ 2: PROP1 for p > 0

✘ n > 2: PROP1 for p < 0

✓ n1/p-PROP1 + PO via rounding for p ≥ 1

✓ n = 2: EF1 + PO for p ≥ 2

✘ n ≥ 2: PROP1 for p < 2

✘ n > 2: PROP1 for p ≥ 2

Table 1: Summary of our results for optimizing normalized p-means of utilities/disutilities.

1.1 Our Contributions.

Let M be the set of items we’d like to allocate to n additive agents. Let us first define the class of
normalized p-mean objectives. Recall that, for p ∈ R, the generalized p-mean of numbers s1, . . . , sn ≥ 0

is defined as wp(s1, s2, . . . , sn) :=
(

1
n

∑
i∈[n] s

p
i

) 1

p
. As p approaches 0 this becomes the geometric mean,

for p = 1 it is the arithmetic mean, for p = −1 it is the harmonic mean, if p approaches −∞ it becomes
the minimum function, and so on. The normalized p-mean of utilities of an allocation x = (x1, . . . ,xn)

of goods is defined as wp

(
v1(x1)
v1(M) , . . . ,

vn(xn)
vn(M)

)
, where vi(y) is the value of agent i for goods y. Similarly,

for the case of chores, the normalized p-mean of disutilities is wp

(
c1(x1)
c1(M) , . . . ,

cn(xn)
cn(M)

)
, where ci(y) is the

disutility of agent i for getting chores y. That is, the normalized p-mean objective is simply the p-mean
of the utilities/disutilities after they have been normalized so that the total utility/disutility for M is
equal to 1. Note that these objectives do not fall under the definition of welfare functions (also known as
collective utility functions), since the value of the normalized p-mean depends not only on the individual
utilities/disutilities of the agents’ but also on their value/cost for M. A summary of results for optimizing
normalized p-means of utilities/disutilities can be seen in Table 1.

Dividing Goods. We start our investigation with the case of goods in Section 3. For divisible goods,
we show that any allocation that maximizes the normalized p-mean of agents’ utilities, for any p ≤ 0, is
proportional, in addition to being fractionally Pareto efficient (Theorem 1). This holds for any number
of agents with additive valuations and any number of goods. This complements the known result that
Nash welfare (normalized 0-mean) maximization leads to envy-free allocations, by giving an infinite family
of objectives that result in proportional allocations. This result is tight: for any p > 0, there exists an
instance (even with two agents and two items) such that any allocation that maximizes the normalized
p-mean of utilities is not proportional (Theorem 2). Additionally, the fairness guarantee of Theorem 1
cannot be strengthened to envy-freeness (Lemma 2). Together, these results paint a complete picture of
the fairness and efficiency properties of the normalized p-mean objective for divisible goods.

Moving to indivisible goods, we prove that we can, in fact, obtain PROP1 and fPO integral allocations
by rounding the divisible allocations obtained by maximizing the normalized p-mean of utilities for any
p ≤ 0 (Theorem 3). Towards proving this, we show that any divisible allocation that maximizes the
normalized p-mean, for any p ≤ 0, corresponds to a competitive equilibrium with unequal incomes. We
can then use the rounding algorithm of [BK19] and obtain a PROP1 and fPO allocation.
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Thus, by maximizing the normalized p-mean objective we can implicitly get PROP1 allocations. How-
ever, can we achieve the stronger EF1 guarantee? Surprisingly, we show that for two agents and any
number of goods, any integral allocation that maximizes the normalized p-mean objective for any p ≤ 0 is
EF1 and PO (Theorem 5). Notably, this result seems to contradict the characterization of [YS23]—which
holds even for two agents—that establishes Nash welfare as the only welfarist rule that produces EF1
allocations. Our result is consistent with this characterization because, as mentioned earlier, the normal-
ized p-mean objective is not a welfarist rule. Our result is tight in two orthogonal ways (Theorem 6):
first, maximizing the normalized p-mean objective for any p > 0 and two agents doesn’t yield PROP1
(and hence not EF1) allocations; second, for three (or more) agents, maximizing the normalized p-mean
objective for p < 0 also does not yield even PROP1 allocations.

Dividing Chores. We study the case that items are chores in Section 4. We begin by establishing
sweeping negative results concerning the fairness properties of welfarist rules.2 We prove that there is no
welfarist rule for divisible chores that produces β-EF allocations for any β ≥ 1, or β-PROP allocations
for β ∈ [1, n) (Theorem 7).3 A similar impossibility can be established for indivisible chores (in fact, as a
corollary to Theorem 7): there is no welfarist rule for indivisible chores that produces β-EFk allocations
for any β ≥ 1 and k ≥ 1, or β-PROPk allocations for any β ∈ [1, n) and k ≥ 1.4 See Section 2 for the
definitions of these notions. These impossibility results show a stark contrast between chores and goods,
where the Nash welfare rule produces EF (resp. EF1) allocations for divisible (resp. indivisible) goods.

Next, we prove that minimizing the normalized p-mean of agents’ disutilities for p ≥ 1 results in n1/p-
PROP and fPO allocations of divisible chores (Theorem 8); this contrasts with the case of divisible goods,
where we obtain an exact PROP guarantee. We show that this approximation guarantee is essentially tight.
Specifically, for every p ≥ 1, there exist instances with n agents where every allocation that minimizes
the normalized p-mean of disutilities is n1/p(1 − Θ( log pp ))-PROP (Theorem 9). Additionally, minimizing
the normalized p-mean objective for any p ∈ R does not result in PROP allocations, showing yet another
interesting separation between divisible goods and chores (Theorem 9).

For indivisible chores, allocations that satisfy n1/p-PROP1 and fPO, for p ≥ 1, can be obtained
by first minimizing the normalized p-mean objective over divisible allocations, and then rounding using
a procedure of [BS23, BK19] (Theorem 11). Similar to the case of goods, we again exploit a market
interpretation of the normalized p-mean optimal divisible allocation.

Finally, our work identifies the first natural counterpart of Nash welfare for indivisible chores: for
two agents and any number of indivisible chores, we prove that every integral allocation that minimizes
the normalized p-mean of disutilities, for any p ≥ 2, is EF1 and PO (Theorem 12). Interestingly, p = 2
happens to be the transition point for the EF1 guarantee, i.e., minimizing the normalized (2 − ǫ)-mean
objective for any ǫ > 0 does not result in EF1 allocations (Theorem 13). Furthermore, for three or more
agents, minimizing the normalized p-mean of disutilities for p ≥ 2 may not result in PROP1 (and therefore
not EF1) allocations (Theorem 13).

1.2 Related Work.

Collective welfare, whether it is social, egalitarian, or Nash welfare, is one of the key objectives in
computational economics and has been extensively studied in settings beyond fair division, including
auctions [Vic61, Cla71], voting [BCE+16], facility location [AFPT10], job scheduling [GLLK79], match-
ing [AS13], etc. The problem of (approximately) optimizing the p-mean welfare, while simultaneously
providing fairness guarantees, has attracted significant attention in recent years. [BBKS20] show, for indi-
visible goods and agents with subadditive valuations, how to efficiently compute an allocation that achieves
an O(n) approximation to the optimal p-mean welfare, for any p ≤ 1, and, in the same setting, [CGM21]

2See Section 4.1 for the definition.
3Noting that for chores, the n-PROP guarantee is trivially satisfied by every allocation.
4Noting that n-PROPk is trivially satisfied by every allocation.
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give a polynomial-time algorithm that outputs an allocation that satisfies a prominent fairness notion5

as well as achieves an O(n) approximation to the p-mean welfare, for all p ≤ 1 simultaneously. [BS21]
study indivisible goods and agents with identical subadditive valuations and show how to efficiently find
an allocation that approximates the optimal p-mean welfare within a constant, for all p ≤ 1. For indi-
visible goods and agents with identical and additive valuations, [GHM22] give a PTAS for the problem
of computing the p-mean welfare maximizing allocation. [VZ23] study indivisible goods allocation under
matroid rank valuations, and give a strategyproof mechanism which outputs the optimal weighted p-mean
welfare allocation for any p ≤ 1, as well as guarantees several popular fairness criteria, e.g. the maximin
fair share guarantee; in the same setting, maximizing 0-mean welfare (i.e., Nash welfare) was shown to
guarantee group strategyproofness [BV22]. Finally, [BKM22] study divisible goods allocated online and
show how to approximate the p-mean welfare for p ≤ 1. To the best of our knowledge, we are the first to
consider p-mean welfare for the case of chores.

Valuation functions that are normalized to add up to 1 are common in the computational social choice
literature in the context of optimizing social welfare; see [Azi20] for a discussion. To the best of our
knowledge, the only other work that normalizes valuations to explicitly maximize a function so that the
output allocation satisfies additional (fairness) properties is [PR20], who prove that for two agents with
additive valuations over indivisible goods, the leximin rule on normalized valuations gives EFX allocations
(a notion stronger than EF1).

While maximizing Nash welfare for indivisible goods results in EF1 and PO allocations, the existence
of such allocation for indivisible chores and additive costs remains an open problem; the absence of
an analogue to Nash welfare for chores also makes this problem challenging. Despite this, EF1 and
PO allocations of indivisible chores are known to exist in various special cases like bivalued additive
preferences [EPS22, GMQ22] and dichotomous supermodular preferences [BNV23]. Recently, [GMQ23]
prove that for indivisible chores and agents with additive preferences, EF1 and fPO allocations exist when
there are three agents, as well as when there are at most two disutility functions; [GMQ23] also show that
EFX and fPO allocations exist for three agents with bivalued disutilities. [BS23] prove that PROP1 and
PO allocations exist for indivisible chores and additive agents, as well as give algorithms for finding such
allocations. For divisible chores, while the existence of EF and PO allocations follow from the existence
of CEEI [BMSY17, Var74], their efficient computation remains an open problem [GMQ22].

2 Preliminaries

We study the problem of allocating a set M of m items among a set N of n agents. We consider two
cases: the case that all items are goods, i.e., agents are (weakly) happier when receiving more items, and
the case that all items are chores, i.e., agents are (weakly) less happy when receiving more items. We
study both divisible items and indivisible items. Divisible items can be fractionally divided amongst the
agents. A fractional allocation x ∈ [0, 1]n·m is a partition of M among N , where xij denotes the fraction
of item j allocated to agent i, and xi = (xi1, xi2, . . . , xim) represents all the items allocated to agent i.
Indivisible items can be allocated to only one agent, i.e., xij ∈ {0, 1}, and x ∈ {0, 1}n·m is referred to as
an integral allocation. We often refer to xi as a bundle of items. Whether our allocations are fractional
or integral, we ask that all items are fully allocated, i.e.

∑
i∈N xij = 1 for all items j ∈ M. For ease of

exposition, we will use x to denote fractional allocations and a to denote integral allocations. For integral
allocations a, it is often convenient to interpret ai as the subset of M allocated to agent i, therefore we
overload notation and use ai ⊆ M to also denote the set of items allocated to agent i.

5Specifically, 1/2-EFX or (1− ǫ)-EFX with bounded charity; see [CGM21] for the definition of these notions.
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Preliminaries for Goods

Valuation functions. When allocating goods, we assume that each agent i ∈ N has a valuation (or
utility) function vi : [0, 1]

m 7→ R≥0 which specifies the value vi(xi) agent i has for her allocation xi. In
this paper, we focus on additive valuation functions. A valuation function vi is additive iff the value of
any bundle of items xi can be expressed as vi(xi) =

∑n
j=1 xijvij , where vij ∈ R≥0 is the value that agent

i derives from being allocated good j in its entirety.

Fairness. An (integral or fractional) allocation x of goods is envy-free or EF iff for all pairs of agents
i, j ∈ N , we have vi(xi) ≥ vi(xj), i.e., agent i’s value for her bundle is at least her value for j’s bundle.
An (integral or fractional) allocation x is proportional or PROP iff for every agent i ∈ N , we have
vi(xi) ≥ vi(M)/n. Indeed, if an allocation is EF then it is PROP. It is well known that EF and
PROP allocations may not exist for indivisible goods: consider the case of two agents and one good that
they both value. In this paper, we consider the following two well-studied relaxations of envy-freeness and
proportionality for indivisible goods known as EF1 and PROP1. An integral allocation a = (a1, . . . ,an) is
envy-free up to one good or EF1 iff for all pairs of agents i, j ∈ N with aj 6= ∅ we have vi(ai) ≥ vi(aj \{g}),
for some g ∈ aj, i.e., agent i prefers her bundle over agent j’s bundle after the removal of one item from
agent j’s bundle. An integral allocation a = (a1, . . . ,an) is proportional up to one good or PROP1 if for
every agent i ∈ N there exists a good g ∈ M \ ai such that vi(Ai ∪ {g}) ≥ vi(M)/n.

Economic efficiency. An (integral or fractional) allocation x is fractionally Pareto efficient or fPO iff
there does not exist any fractional allocation y such that for all agents i ∈ N we have vi(yi) ≥ vi(xi),
and there exists an agent j ∈ N for which vj(yj) > vj(xj). Intuitively, in a Pareto optimal allocation, we
cannot increase the utility of one agent without decreasing the utility of some other agent. If there does
not exist any integral allocation y satisfying the aforementioned conditions then x is Pareto efficient or
PO.

Preliminaries for Chores

Cost functions. When allocating chores, we assume that each agent i ∈ N has a cost (or disutility)
function ci : [0, 1]m → R≥0. Similar to goods, we will assume that cost functions are additive, i.e.,
ci(xi) =

∑n
j=1 xijcij , where cij ∈ R≥0 is the cost or disutility that agent i derives from being allocated

chore j in its entirety.

Fairness. An (integral or fractional) allocation x = (x1, . . . ,xn) of chores is β approximately envy-free
or β-EF for β ≥ 1 iff for all pairs of agents i, j ∈ N we have ci(xi) ≤ β ·ci(xj). If β = 1, then x is envy-free
or EF. An (integral or fractional) allocation of chores x is β-approximately proportional or β-PROP, for
β ≥ 1, iff for every agent i ∈ N with ai 6= ∅ it holds that ci(ai) ≤ β · ci(M)/n. If β = 1, then x is
proportional or PROP. An integral allocation a of chores is envy-free up to one chore or EF1 iff for all
pairs of agents i, j ∈ N with ai 6= ∅, ci(ai \ {t}) ≤ ci(aj), for some t ∈ ai. An integral allocation a is
proportional up to one chore or PROP1 iff for every agent i ∈ N with ai 6= ∅ there exists a chore t ∈ ai
such that ci(ai \ {t}) ≤ ci(M)/n.

We also consider the following relaxations of EF1 and PROP1.

Definition 1 (β-EFk). An integral allocation a of chores is β-EFk, for an integer k ≥ 1 and β ≥ 1, iff
for all agents i, j ∈ N , we have ci(ai \ S) ≤ β · ci(aj) for some S ⊆ aj with |S| ≤ k.

Definition 2 (β-PROPk). An integral allocation a of chores is β-PROPk, for β ≥ 1 and integer k ≥ 1,
if for every agent i ∈ N , there exists a set of chores S ⊆ ai with |S| ≤ k such that ci(ai \S) ≤ β · ci(M)/n.

For β = 1 and k = 1, β-EFk is exactly EF1 and β-PROPk is exactly PROP1. Also, β-EFk implies
β′-EFk′ and β-PROPk implies β′-PROPk′, for β′ ≥ β and k′ ≥ k.
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Economic efficiency. An (integral or fractional) allocation x of chores is fPO iff there does not exist a
fractional allocation y such that for all agents i ∈ N we have ci(yi) ≤ ci(xi) and there is an agent j ∈ N
for which cj(yj) < cj(xj). If there does not exist any integral allocation y satisfying the aforementioned
conditions then x is Pareto efficient or PO.

Divisible to Indivisible Reductions

The following lemma establishes a relationship between the fairness properties obtained by optimizing any
function of agents’ (dis)utilities for indivisible and divisible items. Intuitively, if optimizing a function
results in fair indivisible allocations, optimizing the same function will result in fair divisible allocations
as well. This lemma will be useful in our technical sections when establishing positive results for divisible
items, but also impossibility results for indivisible items.

Lemma 1. Let f : Rn 7→ R be a function such that minimizing f for indivisible chore division instances
results in β-EFk (resp. β-PROPk) allocations. Then, minimizing f for divisible chore division instances
results in β-EF (resp. β-PROP) allocations. Similarly, for the case of goods, if f : R

n 7→ R is a
function such that maximizing f for indivisible goods results in β-EFk (resp. β-PROPk) allocations, then,
maximizing f for divisible goods results in β-EF (resp. β-PROP) allocations.

Proof. We prove the lemma for the case of chores; the argument for the case of goods is identical. Consider
any instance with a set M of divisible chores, and assume that minimizing f in this instance results in
an allocation x∗ that is not β-EF (resp. β-PROP). This means that there exist agents i, j such that
ci(x

∗
i ) > β · ci(x

∗
j ) (resp., for PROP, there exists an agent i such that ci(x

∗
i ) > β · ci(M)/n). Let ǫ > 0

be such that ci(x
∗
i ) − ǫ = β · ci(x

∗
j ) (resp. ci(x

∗
i ) − ǫ = β · ci(M)/n). To arrive at a contradiction, we

will construct an instance with indivisible chores such that (i) the allocation that corresponds to x∗ is
feasible (and therefore optimal) with respect to f , and (ii) the cost of agent i is strictly less than ǫ/k for all
indivisible chores. We can achieve (i) as follows. Let Î be an instance with set of items M̂, where for each
chore t ∈ M, M̂ has n chores, t1, . . . , tn, such that tk ∈ M̂ corresponds to a xkt fraction of chore t ∈ M.
That is, for every agent ℓ the cost of the chore tk, ĉℓtk = xkt · cℓt. Clearly, allocating chore tk to agent k
is optimal with respect to f , as it gives each agent i disutility exactly ci(x

∗
i ). To additionally achieve (ii),

consider an instance with a set of chores M̂ǫ, where M̂ǫ is constructed by splitting every chore t ∈ M̂ into
z identical chores, for z large enough such that agent i’s cost is at most ǫ/2k for every chore in M̂ǫ. It is
easy to see that allocating all pieces that correspond to a chore t ∈ M̂ to the agent that got t in instance
Î gives each agent disutility ci(x

∗
i ) and is therefore optimal for f . However, this optimal allocation fails

to satisfy the β-EFk (resp. the β-PROPk) guarantee for agent i, because for any set of k chores, S, we
will have ci(x

∗
i ) − ci(S) ≥ ci(x

∗
i ) − ǫ/2 > β · ci(x

∗
j ) (resp. ci(x

∗
i ) − ci(S) ≥ ci(x

∗
i ) − ǫ/2 > β · ci(M)/n),

contradicting the fact that f results in β-EFk (resp. β-PROPk) allocations.

Preliminaries on Markets

Given divisible goods M and agents N having additive valuation functions {vi}i, a Fisher market equilib-
rium is defined as a triple (x,p,b) where x is an allocation, p = (p1, p2, . . . , pm) ∈ R

m
≥0 defines the price

pj of each good j ∈ M, and b = (b1, b2, . . . , bn) ∈ R
n
≥0 denotes the budget bi of each agent i ∈ N . A

market equilibrium must satisfy the following three properties.

1. Market Clears: For each good j ∈ M, either pj = 0 or
∑n

i=1 xij = 1.

2. Maximum bang-per-buck allocation: If xij > 0, then vij/pj ≥ viℓ/pℓ for every item ℓ ∈ M.

3. Budget exhausted. For each agent i we have bi =
∑m

j=1 pjxij .

In any market equilibrium (x,p,b) for each agent i ∈ N , we will denote the set of all maximum bang-
per-buck goods by MBBi := {j ∈ M : vij/pj ≥ viℓ/pℓ for all ℓ ∈ M}. Additionally, overloading notations
MBBi will also be used to represents the maximum bang-per-buck value, MBBi = maxj vij/pj .
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Proposition 1 (First Welfare Theorem; [MCWG+95], Chapter 16). In any Fisher market equilibrium
(x,p,b), the allocation x is always fractionally Pareto efficient.

Fisher markets can analogously be defined for chores, see Appendix A for details.

3 Allocating Goods

In this section, we present our results for the case of goods. For ease of notation, for the remainder
of this section, we use ṽi to refer to the normalized valuation of agent i, i.e. ṽij = vij/vi(M) and
ṽi(xi) = vi(xi)/vi(M). For ease of exposition, we say that we maximize the normalized p-mean of
utilities to mean that we maximize the p-mean of normalized utilities, i.e., find the allocation x with
maximum wp(ṽi(xi), . . . , ṽn(xn)).

In Section 3.1, we prove that for all p ≤ 0, maximizing the normalized p-mean of utilities gives PROP
and fPO allocations, and show that the KKT conditions of the corresponding convex program allow for
a market interpretation of the optimal solution; for p > 0 this result does not hold. In Section 3.2 we
show how to round fractional p-mean maximizing allocations, for p ≤ 0, to get integral allocations that
are fPO and PROP1. Finally, in Section 3.3 we prove that, for the case of two agents and p ≤ 0, the
integral allocation that maximizes the normalized p-mean of utilities is EF1 and PO; this is not true for
more than two agents or p > 0.

3.1 Divisible Goods

We prove the following theorem.

Theorem 1. For any number of agents with additive valuations over divisible goods, and all p ≤ 0, every
allocation x∗ that maximizes the normalized p-mean of utilities is PROP and fPO. Furthermore, there
exist prices p∗j ≥ 0 for each item j ∈ M and budgets b∗i for each agent i ∈ N , such that (x∗,p∗,b∗) is a
Fisher market equilibrium.

Proof. Without loss of generality, we assume that for each good j ∈ M, there exists an agent i ∈ N who
values it positively, i.e., vij > 0.6 We analyze the convex program whose objective is to maximize the
normalized p-mean of agents’ utilities for p < 0 (the p = 0 case follows from the equivalence of CEEI and
Nash welfare optimization). For the sake of notational convenience, let k := −p where k > 0. Noting

that maximizing

(∑n
i=1

1
n

(∑m
j=1 ṽijxij

)−k
)−1/k

is equivalent to minimizing
∑n

i=1

(∑m
j=1 ṽijxij

)−k
, this

convex program7 can be written as follows:

minimize
n∑

i=1




m∑

j=1

ṽijxij




−k

subject to:

n∑

i=1

xij ≤ 1 , for all j ∈ M

−xij ≤ 0 , for all i ∈ N , j ∈ M
6Note that, items that have zero value for every agent can be removed without affecting economic efficiency or fairness

notions like EF, PROP, etc.

7Indeed, the objective is convex, since each term of the objective
(

∑m
j=1

ṽijxij

)−k

is convex.
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Analysis of the Convex Program. Let x∗ be the optimal solution to this program, and let p∗j ≥ 0
and κ∗ij ≥ 0 be the associated optimal dual variables corresponding to the constraints

∑n
i=1 xij ≤ 1 and

−xij ≤ 0, respectively. The KKT conditions imply that

p∗j

(
n∑

i=1

x∗ij − 1

)
= 0, for all j ∈ M (1)

κ∗ijx
∗
ij = 0, for all i ∈ N , j ∈ M (2)

∂

∂xij

n∑

i=1




m∑

j=1

ṽijxij




−k∣∣∣∣∣
x∗
ij

+ p∗j
∂

∂xij

(
n∑

i=1

xij − 1

)∣∣∣∣∣
x∗
ij

+ κ∗ij
∂

∂xij
(−xij)

∣∣∣∣∣
x∗
ij

= 0,∀i ∈ N , j ∈ M. (3)

Note that, letting ṽi(x
∗
i ) =

∑m
j=1 ṽijx

∗
ij , stationarity (the third condition) implies:

kṽij ṽi(x
∗
i )

−(k+1) = p∗j − κ∗ij for all i ∈ N , j ∈ M. (4)

If ṽij > 0, then Equation (4) implies that k ṽi(x
∗
i )

−(k+1) =
p∗j−κ∗

ij

ṽij
. Note that, if x∗ij > 0, then it must

be that ṽij > 0; otherwise, transferring item j to an agent who values it positively increases the objective.

Additionally, if x∗ij > 0, Equation (2) implies that κ∗ij = 0, and therefore, k ṽi(x
∗
i )

−(k+1) =
p∗j
ṽij

. Hence, if

x∗ij > 0, for any ℓ ∈ M with ṽiℓ > 0 we have

p∗j
ṽij

= k ṽi(x
∗
i )

−(k+1) =
p∗ℓ − κ∗iℓ
ṽiℓ

≤
p∗ℓ
ṽiℓ
. (5)

Market Interpretation. Let b∗i := k ṽi(x
∗
i )

−k. We will show that (x∗,p∗,b∗) is a market equilibrium.
We begin by showing that p∗j > 0 for all j ∈ M. Observe that, for every agent i ∈ N , ṽi(x

∗
i ) > 0,

since, as ṽi(x
∗
i ) approaches 0 for some agent i, the objective tends to infinity; however, we can get a finite

objective by splitting each good equally among the agents. Further, for each good j ∈ M we know that
there’s an agent i such that ṽij > 0. For such a pair i, j, since ṽi(x

∗
i ) > 0, ṽij > 0, and κ∗ij ≥ 0, Equation (4)

implies that p∗j = kṽij ṽi(x
∗
i )

−(k+1) + κ∗ij > 0.
Towards proving that (x∗,p∗,b∗) is a market equilibrium, first note that the market clears (i.e.,∑n

i=1 x
∗
ij = 1, for all j ∈ M): this is a direct implication of Equation (1) and the fact that p∗j > 0 for

all j ∈ M. Second, x∗ is a maximum bang-per-buck allocation, i.e. if x∗ij > 0, then Equation (5) implies

that MBBi :=
ṽij
p∗j

≥ ṽiℓ
p∗ℓ

for all ℓ ∈ M.8 Finally, every agent i ∈ N exhausts their budget b∗i . The amount

spent by agent i is

∑

j: x∗
ij>0

x∗ijp
∗
j =

∑

j: x∗
ij>0

x∗ij ṽij ·

(
p∗j
ṽij

)

=
∑

j: x∗
ij>0

x∗ij ṽij ·
(
k ṽi(x

∗
i )

−(k+1)
)

(Equation (5))

= k ṽi(x
∗
i )

−(k+1)
∑

j: x∗
ij>0

x∗ij ṽij

= k ṽi(x
∗
i )

−(k+1)ṽi(x
∗
i )

= b∗i .

8The final inequality is trivially satisfied if ṽiℓ = 0; otherwise if ṽiℓ > 0 then it follows from Equation (5).
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Fairness and Efficiency. The fact that (x∗,p∗,b∗) forms a market equilibrium and Proposition 1
directly imply that x∗ is fPO with respect to ṽi(.)s, and therefore with respect to vi(.)s as well. To show
that x∗ is PROP for agent i, we begin by considering ṽi(x

∗
r) for an arbitrary agent r ∈ N :

ṽi(x
∗
r) =

∑

ℓ: x∗
rℓ>0

x∗rℓ · ṽiℓ =
∑

ℓ: x∗
rℓ>0

x∗rℓ p
∗
ℓ

(
ṽiℓ
p∗ℓ

)
(p∗j > 0,∀j ∈ M)

≤
∑

ℓ: x∗
rℓ>0

x∗rℓ p
∗
ℓ ·
ṽi(x

∗
i )

k+1

k
( ṽiℓp∗ℓ

≤ MBBi =
(Eq.5) ṽi(x

∗
i )

k+1

k )

= b∗r ·
ṽi(x

∗
i )

k+1

k

= ṽr(x
∗
r)

−k · ṽi(x
∗
i )

k+1.

Summing up the above inequality for all r ∈ N , and using the fact that the normalized utilities sum up
to one, i.e.,

∑n
r=1 ṽi(x

∗
r) = 1, we have 1 =

∑n
r=1 ṽi(x

∗
r) ≤ ṽi(x

∗
i )

k+1
∑n

r=1 ṽr(x
∗
r)

−k, or

ṽi(x
∗
i )

k+1 ≥

(
n∑

r=1

ṽr(x
∗
r)

−k

)−1

.

Recalling that
∑n

r=1 ṽr(x
∗
r)

−k is the optimal value of our minimization objective (in our primal convex
program), and that splitting each item equally among all agents is a feasible solution with value equal to∑n

r=1

(
1
n

)−k
= nk+1, we have

ṽi(x
∗
i )

k+1 ≥

(
n∑

r=1

ṽr(x
∗
r)

−k

)−1

≥
(
nk+1

)−1
.

Since, k + 1 > 0, we get that ṽi(x
∗
i ) ≥ 1/n, or equivalently, vi(x

∗
i ) ≥ vi(M)/n. This establishes that x∗

is PROP with respect to ṽi(.)s, which also implies that x∗ is PROP with respect to vi(.)s.

Next, we show that Theorem 1 does not hold for p > 0.

Theorem 2. For n ≥ 2 agents with additive valuations over divisible goods, and all p > 0, there exist
instances such that every allocation that maximizes the normalized p-mean is not PROP.

Proof. We construct instances for n = 2 agents. These constructions can be easily extended to any number
of agents n, by including for each additional agent i an item i∗, such that, i only likes i∗ and i∗ is only
liked by i. We consider the following three cases based on the value of p.

Case 1. p > 1: Let vij = 1/m for all agents i ∈ {1, 2} and goods j, where m is the number of goods.
Consider a p-mean maximizing allocation x, and let α ∈ [0,m] be the total fraction of goods that agent
1 receives in x; m − α is the total fraction of goods agent 2 receives. Given this, the p-mean of agents’

normalized utilities can be written as
(
1
2

((
x
m

)p
+
(
m−x
m

)p))1/p
. Since, p > 1, the function

(
x
m

)p
+
(
m−x
m

)p
is convex and is maximized when x = 0 or x = m. Thus, one of the agents does not get any goods and
hence no p-mean optimal allocation satisfies PROP.

Case 2. p = 1: Consider an instance with two goods such that v11 > v21 > 1/2 and v21 < v22 < 1/2.
The unique allocation that maximizes the normalized p = 1-mean of utilities allocates good 1 to agent 1
and good 2 to agent 2. This allocation is not PROP since agent 2’s utility is less than 1/2.
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Case 3. 0 < p < 1: Consider an instance with two goods such that v11 = 1/2 + ε and v12 = 1/2 − ε
and v21 = 1/2 + δ and v22 = 1/2 − δ. We will show that, for all 0 < p < 1 and all 1/2 ≥ δ > ε > 0, no
p-mean maximizing allocation is PROP.

First, in any optimal allocation, good 2 must be allocated fully to agent 1; we prove this in Lemma 6,
which is stated in Appendix B. Now, assume that agent 1 receives α∗ fraction of item 1 and agent 2
receives a 1 − α∗ fraction of item 1 in some normalized p-mean maximizing allocation x = (x1,x2). The
agents’ (normalized) utilities then are ṽ1(x1) = (1/2 + ε)α∗ + 1/2 − ε and ṽ2(x2) = (1/2 + δ)(1 − α∗).
We first compute the value of α∗, and then show that agent 1 doesn’t get her fair-share of value, i.e.,
ṽ1(x1) < 1/2, proving that x is not PROP.

Since x is p-mean maximizing, the value of f(x) = ((1/2 + ε)x+ 1/2 − ε)p + ((1/2 + δ)(1 − x))p is
maximized (in the interval [0, 1]) at x = α∗. To compute this maximum we can differentiate f(x) and
equate it to zero:

df

dx

∣∣∣∣∣
β∗

= p

(
1

2
+ ε

)((
1

2
+ ε

)
β∗ +

1

2
− ε

)p−1

− p

(
1

2
+ δ

)p

(1− β∗)p−1 = 0

=⇒

(
1

2
+ ε

) 1

p−1
((

1

2
+ ε

)
β∗ +

1

2
− ε

)
=

(
1

2
+ δ

) p
p−1

(1− β∗).

Re-arranging we have:

β∗ =

(
1
2 + δ

) p
p−1 −

(
1
2 − ε

) (
1
2 + ε

) 1

p−1

(
1
2 + δ

) p
p−1 +

(
1
2 + ε

) p
p−1

. (6)

First, it is easy to verify that the value of β∗ above indeed corresponds to the maximum value of f(x),
since d

dxf(x̂) is positive for all x̂ < β∗ and negative for all x̂ > β∗. Second, β∗ ≤ 1 since the denominator
of β∗ is at least the numerator. Therefore, the maximum in the interval [0, 1] occurs at α∗ = max{β∗, 0}.

Now towards completing the proof, we will show that ṽ1(x1) = (1/2 + ε)α∗ + 1/2 − ε < 1
2 , i.e., x is

not PROP. This is equivalent to showing that α∗ = max{β∗, 0} < ε
1/2+ε . Since ε

1/2+ε > 0, this in turn, is

equivalent to showing that β∗ < ε
1/2+ε , which can be established as follows:

β∗ −
ε

1/2 + ε
=

(
1
2 + δ

) p
p−1 −

(
1
2 − ε

) (
1
2 + ε

) 1

p−1

(
1
2 + δ

) p
p−1 +

(
1
2 + ε

) p
p−1

−
ε

1/2 + ε
(via (6))

=
1
2

(
1
2 + δ

) p
p−1 − 1

2

(
1
2 + ε

) p
p−1

((
1
2 + δ

) p
p−1 +

(
1
2 + ε

) p
p−1

) (
1
2 + ε

) . (7)

Finally, note that, δ > ε and p
p−1 < 0 (since 0 < p < 1). Therefore, we have 1

2

(
1
2 + δ

) p
p−1 < 1

2

(
1
2 + ε

) p
p−1 .

Along with Equation (7), this gives us the desired inequality, β∗ < ε
1/2+ε . This completes the proof.

Complementing Theorem 1, the following lemma shows that maximizing the normalized p-mean of
utilities does not produce EF allocations; its proof appears in Appendix B.

Lemma 2. There exist instances with n ≥ 3 agents where maximizing the normalized p-mean of utilities
for some p < 0 doesn’t produce EF allocations.

3.2 Indivisible Goods: Rounding Divisible Allocations

Here, we prove that the market interpretation of p-mean optimal solutions for divisible goods in Theorem 1
can be leveraged to give new fPO and PROP1 algorithms for indivisible goods.
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ALGORITHM 1: fPO and PROP1 for indivisible goods

Input: Instance with m indivisible goods, n agents with valuations {vi}i, and parameter p ≤ 0.
Output: fPO and PROP1 integral allocation a = (a1, a2, . . . , an).

• Let x be a fractional allocation that maximizes the normalized p-mean of utilities, and let (x,p,b) be the

corresponding market equilibrium guaranteed to exist by Theorem 1.

• Let a be the allocation obtained by rounding the market equilibrium (x,p,b) using the algorithm

of Theorem 4.

• return a = (a1, a2, . . . , an)

Theorem 3. For n ≥ 2 agents with additive valuations over indivisible goods, and all p ≤ 0, Algorithm 1
outputs an fPO and PROP1 allocation.

Our proof crucially uses the following result of Barman and Krishnamurthy [BK19]:

Theorem 4 (Theorem 4; [BK19]). Given a Fisher market equilibrium (x,p,b), we can, in polynomial
time, find an integral allocation a that satisfies the following three properties:

1. (a,p,b′) is a market equilibrium, b′ satisfies
∑

i∈N b′i =
∑

i∈N bi and |bi − b′i| ≤ ||p||∞.

2. If b′i < bi, then there exists an item j ∈ MBBi such that j /∈ ai and bi ≤ b′i + pj.

3. If b′i > bi, then there exists an item j ∈ ai ⊆ MBBi such that bi ≥ b′i − pj.

Proof of Theorem 3. Let x be a fractional allocation that maximizes the normalized p-mean of utilities,
and let (x,p,b) be the corresponding market equilibrium guaranteed to exist by Theorem 1. Also, let a

and b′ be the integral allocation and budgets guaranteed in Theorem 4. First, since (a,p,b′) is a market
equilibrium, a is an fPO allocation (Proposition 1). Towards showing that a is PROP1, consider the
following two exhaustive cases:

Case 1. Agents i for which b′i < bi. We can lower bound the utility of such agents as,

vi(ai) = b′i ·MBBi ((a,p,b′) is a market equilibrium)

≥ (bi − pj) ·MBBi (for some j ∈ MBBi \ ai, Theorem 4 property 2)

= vi(xi)− vij (vi(xi) = bi ·MBBi, and vij = pj ·MBBi since j ∈ MBBi)

≥
vi(M)

n
− vij . (x is PROP)

Case 2. Agents i for which b′i ≥ bi. For this case, consider the following,

vi(ai) = b′i ·MBBi ((a,p,b′) is a market equilibrium)

≥ bi ·MBBi

= vi(xi) ≥
vi(M)

n
. (x is PROP)
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3.3 Indivisible Goods: Optimizing p-means

In this section, we prove that directly maximizing the normalized p-mean of utilities for indivisible goods
gives EF1 and PO allocations, for the case of n = 2 agents, for all p ≤ 0. This is not the case, however, for
n ≥ 3 agents, except, of course, for the case of Nash welfare (i.e., p = 0). We use the following technical
lemma, which proves that if the minimum and the product of a pair of numbers is higher than another
pair, then for any p ≤ 0, its p-mean will also be higher.

Lemma 3. For positive real numbers a, b, α, and β, if min{a, b} ≤ min{α, β} and ab < αβ, then
(
ap+bp

2

)1/p
<
(
αp+βp

2

)1/p
for any p ≤ 0.

Proof. The lemma trivially holds for p = 0 because limp→0

(
ap+bp

2

)1/p
= ab. Henceforth, we assume that

p < 0. Without loss of generality, let a ≤ b and α ≤ β. Thus, min{a, b} ≤ min{α, β} implies that a ≤ α.
Define x, y, z ≥ 0 such that αp = ap − x, bp = ap − y, and βp = αp − z, which further gives us

βp = ap − x − z. Now, using the fact that ab > αβ we will derive an inequality relating x, y, and z.
Towards this, note that ab > αβ implies that apbp > αpβp. Simplifying, we get,

apbp > αpβp

=⇒ ap(ap − y) > (ap − x)(ap − x− z)

=⇒ −yap > −ap(x+ z)− xap

=⇒ −y > −2x− z. (ap > 0)

Adding 2ap on both sides of the above inequality gives us, ap + (ap − y) > (ap − x − z) + (ap − x), i.e.,
ap + bp > βp + αp. Since p < 0, this gives us our desired inequality (ap + bp)1/p < (αp + βp)1/p.

Theorem 5. For n = 2 agents with additive valuations over indivisible goods, and all p ≤ 0, every
allocation that maximizes the normalized p-mean of utilities is EF1 and PO.

Proof. Pareto optimality holds trivially. Let a = (a1,a2) be an allocation that is not EF1. We will show
that, for all p ≤ 0, there always exists another allocation a′ that has a strictly larger normalized p-mean
of utilities than a; the theorem follows.

Since a is not EF1, one of the agents must have normalized utility less than 1/2. Without loss of
generality, suppose that ṽ1(a1) <

1
2 . If it is also the case that ṽ2(a2) ≤

1
2 then the allocation a′ that is

constructed by simply swapping the bundles of the agents, i.e., a′ = (a2,a1), has a higher normalized p-
mean of utilities than a: the normalized utility of agent 1 strictly increases, ṽ1(a

′
1) = ṽ1(a2) = 1− ṽ1(a1) >

1
2 > ṽ1(a1), and the normalized utility of agent 2 doesn’t decrease ṽ2(a

′
1) = ṽ2(a1) = 1 − ṽ2(a2) ≥

1
2 ≥

ṽ2(a2). We can therefore assume that ṽ2(a2) >
1
2 . Additionally, since a is not EF1, we have that for all

items g ∈ a2, v1(a1) < v1(a2)− v1(g), which implies that for all items g ∈ a2, ṽ1(a1) < ṽ1(a2)− ṽ1(g).
We will first consider the case when ṽ1(a1) = 0; note that, here the normalized p-mean of utilities is

also zero. Define V = {j ∈ a2 | ṽ1(j) > 0} to be the set of items in a2 that are positively valued by
agent 1. Since a is not EF1, agent 1 must value at least 2 items in a2, i.e., |V | ≥ 2. Transferring an item
g ∈ argmin

j∈V
{ṽ2(j)} which is valued least by agent 2 from a2 to a1 will (1) make agent 1’s normalized utility

positive, and (2) will ensure that agent 2’s normalized utility stays positive, since g is her least-valued
item in V and |V | ≥ 2. Thus, the transfer strictly increases the normalized p-mean of utilities: both
agents’ normalized utilities are positive after this transfer, resulting in a positive normalized p-mean of
utilities, whereas, before the transfer, the p-mean was zero. In the subsequent proof, we will consider the
remaining case where ṽ1(a1) > 0.

Define S ⊆ a2 to be the following set: S := {g ∈ a2 | ṽ1(a1) · ṽ2(a2) < ṽ1(a1 ∪ {g}) · ṽ2(a2 \ {g})}.
Intuitively, S is the set of all goods g in a2 such that transferring g from agent 2 to agent 1 strictly
increases the (normalized) Nash Welfare, i.e. the product of agents’ normalized utilities.
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Since a is not EF1, we know that transferring an item from a2 to a1 will increase the Nash wel-
fare [CKM+19], implying that S is nonempty. In particular, every good g ∈ argmaxj∈a2

ṽ1(j)
ṽ2(j)

must be in

S. To see this, notice that for such a good g, by definition we have ṽ1(g)
ṽ2(g)

≥ ṽ1(a2)
ṽ2(a2)

, which along with the

fact that ṽ1(a1) < ṽ1(a2) − ṽ1(g) implies that ṽ1(g)ṽ2(a2) > (ṽ1(a1) + ṽ1(g))ṽ2(g). Adding ṽ1(a1)ṽ2(a2)
to both sides of this inequality and re-arranging gives us (ṽ1(a1) + ṽ1(g))(ṽ2(a2)− ṽ2(g)) > ṽ1(a1)ṽ2(a2),
showing that g ∈ S, i.e, S is non-empty.

Consider an arbitrary good g ∈ S. We consider two exhaustive cases based on whether ṽ1(a1) >
ṽ2(a2) − ṽ2(g) is true or not. In both cases, we construct an allocation a′ having a higher normalized
p-mean for every p ≤ 0.

Case 1. ṽ1(a1) > ṽ2(a2) − ṽ2(g). In this case, we will show that the normalized p-mean of a′ =
(a2 \{g},a1∪{g}), obtained by transferring g from a2 to a1 and then swapping the bundles, is higher than
the normalized p-mean of a. Towards this, we will show that (i) the normalized Egalitarian welfare (i.e., the
minimum utility) of agents in a′ is larger than a, and (ii) the normalized Nash welfare of a′ is strictly larger
than a. Note that (i) and the fact that ṽ2(a2) > 1/2 > ṽ1(a1) > 0 implies that ṽ1(a1), ṽ2(a2), ṽ1(a2 \{g}),
ṽ2(a1 ∪ {g}) are all strictly positive. Thus, given (i) and (ii), we can use Lemma 3 to conclude that, for
all p ≤ 0, the normalized p-mean of utilities in a′ is strictly larger than in a.

To prove (i), first note that ṽ2(a2) > 1/2 > ṽ1(a1), i.e., min{ṽ1(a1), ṽ2(a2)} = ṽ1(a1). Second, we
have ṽ1(a1) < ṽ1(a2 \ {g}), since a is not EF1. Additionally, we can show that ṽ1(a1) < ṽ2(a1 ∪ {g}) as
follows:

ṽ2(a1 ∪ {g}) = 1− (ṽ2(a2)− ṽ2(g)) (ṽ1(a1) + ṽ1(a2) = 1)

> 1− ṽ1(a1) (ṽ1(a1) > ṽ2(a2)− ṽ2(g))

> ṽ1(a1). (1/2 > ṽ1(a1))

The inequalities proved above imply (i) since min{ṽ1(a1), ṽ2(a2)} = ṽ1(a1) < min{ṽ1(a2 \ {g}), ṽ2(a1 ∪
{g})}. For proving (ii), we consider the following sequence of inequalities,

ṽ1(a2 \ {g}) · ṽ2(a1 ∪ {g}) − ṽ1(a1) · ṽ2(a2)

= (1− ṽ1(a1 ∪ {g})(1 − ṽ2(a2 \ {g})) − ṽ1(a1) · ṽ2(a2) (ṽ1(a1) + ṽ2(a2) = 1)

=
(
ṽ1(a1 ∪ {g}) · ṽ2(a2 \ {g}) − ṽ1(a1) · ṽ2(a2)

)
+ 1− ṽ1(a1 ∪ {g}) − ṽ2(a2 \ {g})

> 0 + 1− ṽ1(a1 ∪ {g}) − ṽ2(a2 \ {g}) (g ∈ S)

= (ṽ1(a2)− ṽ1(g)) − (ṽ2(a2)− ṽ2(g)) (ṽ1(a1) + ṽ2(a2) = 1)

> ṽ1(a1)− (ṽ2(a2)− ṽ2(g)) (ṽ1(a1) < ṽ1(a2)− ṽ1(g))

> 0. (ṽ1(a1) > ṽ2(a2)− ṽ2(g))

Case 2. ṽ1(a1) ≤ ṽ2(a2) − ṽ2(g). We show that the allocation a′ = (a1 ∪ {g},a2 \ {g}) has a higher
Nash and normalized Egalitarian welfare than a; applying Lemma 3 completes the argument.

Since g ∈ S, by definition, transferring g from a2 to a1 strictly increases the (normalized) Nash
welfare. Considering the normalized Egalitarian welfare, we again have 0 < ṽ1(a1) = min{ṽ1(a1), ṽ2(a2)}.
Additionally, since ṽ1(g) > 0, we have ṽ1(a1) < ṽ1(a1 ∪ {g}) and ṽ1(a1) ≤ ṽ2(a2 \ {g}). Chaining these
inequalities gives us 0 < min{ṽ1(a1), ṽ2(a2)} = ṽ1(a1) ≤ min{ṽ1(a1∪{g}), ṽ2(a2\{g})}. Invoking Lemma 3
concludes the proof.

Next, we prove that, even for n = 2 agents, Theorem 5 does not hold for p > 0, and that for n > 2
agents, maximizing the normalized p-mean of utilities is not even PROP1 (hence not EF1) for any p 6= 0.

14



Theorem 6. For n > 2 agents with additive valuations over indivisible goods, and all p < 0, there
exist instances such that every allocation that maximizes the normalized p-mean of utilities is not PROP1.
Furthermore, for all p > 0 and n ≥ 2 agents, there exist instances such that every allocation that maximizes
the normalized p-mean of utilities is not PROP1.

Proof. The second part of the theorem, for p > 0, follows from Lemma 1 and Theorem 2, since if all
allocations that maximize the normalized p-mean of utilities are PROP1, then Lemma 1 would imply that
allocations of divisible goods maximizing the p-mean for p > 0 would be PROP as well, violating Theo-
rem 2.

For the first part of the theorem, consider the following instance with n = 3 agents and m = 7
indivisible goods, where ε > 0 is a small number:



1/7 1/7 1/7 1/7 1/7 1/7 1/7
ε/6 ε/6 ε/6 ε/6 ε/6 ε/6 1− ε
0 0 0 0 0 0 1


 .

For every p < 0 and any allocation that maximizes the normalized p-mean of utilities, agent 3 must
get the last item, since she will otherwise have zero utility, and thus the p-mean will be equal to zero.
Additionally, it is easy to verify that for every p < 0, one can pick ε > 0 sufficiently small so that agent
1 will only get a single good in any p-mean maximizing allocation, resulting in a utility of 1/7 for agent
1. Such an allocation is not PROP1, since agent 1’s utility after receiving one more good is 2/7, which
is strictly less than her proportional share, 1/3. One can extend the above construction to any n > 3 by
adding a new item i∗ and a corresponding agent i such that i∗ is the only item i likes, and i∗ is liked only
by agent i.

4 Allocating Chores

In this section, we present our results for the case of chores. For ease of notation, for the remainder
of this section, we use c̃i to refer to the normalized cost of agent i, i.e. c̃ij = cij/ci(M) and c̃i(xi) =
ci(xi)/ci(M). For ease of exposition, we say that we minimize the normalized p-mean of disutilities to
mean that we minimize the p-mean of normalized disutilities, i.e., find the allocation x with minimum
wp(c̃i(xi), . . . , c̃n(xn)).

In Section 4.1, we begin by proving impossibility results for welfarist rules. For divisible chores, we
show that welfarist rules (see Section 4.1 for the definition) cannot result in β-EF or β-PROP allocations;
this sharply contrasts with the case of goods, where maximizing Nash welfare produces EF allocations.
Similar impossibility is established for indivisible chores: optimizing a welfarist rule cannot result in a
β-EFk or β-PROPk allocation; this again contrasts with the case of goods, where optimizing the Nash
social welfare is EF1 (and, in fact, this is the unique welfarist rule with this property [YS23]).

In Section 4.2 we prove that, for p ≥ 1, minimizing the normalized p-mean of disutilities for divisible
chores gives n1/p-PROP and fPO allocations, and show that, similar to the case of goods, the KKT
conditions of the corresponding convex program allow for a market interpretation of the optimal solution;
we prove that our approximation on proportionality is tight. Building upon this, in Section 4.3 we show
that it is possible to round the fractional allocation that minimizes the normalized p-mean, for p ≥ 1, to
get integral allocations that are fPO and approximately PROP1. Finally, in Section 4.4 we prove that, for
the case of two agents and p ≥ 2, integral allocations that minimize the normalized p-mean of disutilities
are EF1 and PO (and this is not true for more than two agents or p < 2).

4.1 Chore Division: Impossibilities for Welfarist Rules

In this section, we prove that in sharp contrast with the case of goods, welfarist rules for divisible chores
cannot achieve β-EF for any β ≥ 1 or β-PROP for any β ∈ [1, n); indeed, given n agents, n-PROP is
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trivially achieved by every divisible allocation. Along with Lemma 1, this impossibility result directly
implies that for indivisible chores, welfarist rules cannot result in β-EFk allocations for any β ≥ 1 and
k ≥ 1 or β-PROPk allocations for any β ∈ [1, n) and k ≥ 1.

Definition 3 (Welfarist rule). Let C : Rn
≥0 7→ R be a weakly-increasing cost function.9 Given an instance,

a welfarist rule with cost function C chooses an allocation a that minimizes C(c1(a1), . . . , cn(an)). If there
are multiple such allocations, the rule may choose an arbitrary one.

A welfarist rule is β-EF (β-PROP) if it always outputs a β-EF (β-PROP) allocation. We now state
and prove our impossibility result for β-EF; the result for β-PROP follows as a corollary.

Theorem 7. Even for n = 2 agents with additive costs, there does not exist a weakly-increasing cost
function C : Rn

≥0 7→ R such that, for all instances with divisible chores, the welfarist rule with cost function
C is β-EF, for any β ≥ 1.

Proof. Towards a contradiction, assume that there exists a weakly-increasing cost function C such that for
any indivisible chore division instance and agents with additive costs, one of the allocations that minimizes
C is β-EF, for a given β ≥ 1. Since β-EF implies β′-EF for β′ > β, without loss of generality we can
assume that β is an integer. In the subsequent proof we analyze two divisible chore division instances, I1
and I2, and show that assuming that the aforementioned cost function C exists leads to a contradiction.

Instance I1 and its analysis. Instance I1 consists of n = 2 agents and m divisible chores where
m = 2β + 2. Agent 1 has a cost function c1 such that c1j = 1 for all chores j ∈ M and agent 2 has cost
function c2 satisfying c21 = 1 and c2j = m for all chores j ∈ M \ {1}. We first prove the following claim
about instance I1.

Claim 1. The disutilities of the agents in any β-EF allocation x = (x1,x2) of the instance I1 satisfy
c1(x1) ≥ 1.5 and c2(x2) ≥ m+ 1.

Proof. Let x = (x1,x2) be a β-EF allocation of instance I1. The β-EF constraint for agent 1 implies
that c1(x1) ≤ βc1(x2). Since c1(x1) + c1(x2) = c1(M) = m, we have m − c1(x2) ≤ βc1(x2). Therefore,
c1(x2) ≥ m

β+1 = 2β+2
β+1 = 2. Since agent 1 values all chores at 1, c1(x2) ≥ 2 implies that x2 satisfies∑

j∈M x2,j ≥ 2. Since agent 2 values one chore at 1 and the rest at m, we have c2(x2) ≥ m+ 1.
It remains to show that c1(x1) ≥ 1.5. To this end, we consider agent 2’s β-EF guarantee, c2(x2) ≤

βc2(x1). Along with the fact that c2(x1)+ c2(x2) = m(m− 1)+1, this implies that c2(x1) ≥
m(m−1)+1

β+1 =
m(m−1)+1

m/2 = 2(m− 1) + 2
m . Since the cost of any chore for agent 2 is at most m, the previous inequality

implies that agent 1 must be getting at least c2(x1)
m ≥ 2−

(
2
m − 2

m2

)
unit of chores. The maximum value

of 2−
(
2
m − 2

m2

)
is reached when its derivative is zero, i.e., when 2

m2 − 4
m3 = 0 or at m = 2. Thus, agent

1 gets at least 2−
(
2
2 −

2
22

)
= 1.5 units of chores, which in turn implies that, c1(x1) ≥ 1.5.

Consider the allocation x = (x1,x2) where x1 = M\{1} and x2 = {1}, for which c1(x1) = m− 1 and
c2(x2) = 1. Let F = {x = (x1,x2) : x is β-EF} denote the set of all β-EF allocations of instance I1. By
definition, the global minimum of C must occur at some β-EF allocation. Thus, we have

C(m− 1, 1) ≥ min
(x1,x2)∈F

C(c1(a1), c2(a2))

≥ C(1.5,m + 1) (Claim 1)

> C(1,m− 1). (C is a weakly-increasing function)

9A function g is weakly-increasing if g(x) > g(y) when xi > yi for all i ∈ [n].
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Instance I2 and its analysis. Consider an instance I2 with n = 2 agents and m = 2β + 2 chores
such that agent 1 has the cost function c2 and agent 2 has the cost function c1 (i.e., I2 is the instance
obtained by swapping the names of agents 1 and 2 in I1). Then, by using exactly the same arguments
as in I1, we can derive the inequality C(1,m− 1) > C(m− 1, 1); this contradicts the previously obtained
inequality.

Corollary 1. Even for n = 2 agents with additive costs, there does not exist a weakly-increasing cost
function C : Rn

≥0 7→ R such that, for all instances with divisible chores, the welfarist rule with cost function
C is β-PROP, for any β ∈ [1, 2).

Proof. We will show that for any 2 agent instance, if an allocation x is β-PROP for β ∈ [1, 2), then is
β

2−β -EF as well. Note that, for any fixed β ∈ [1, 2), the ratio β
2−β lies is in the range [1,∞). The corollary

directly follows from this implication, since if C achieves β-PROP, then it would also achieve β
2−β -EF,

contradicting Theorem 7. Towards proving the implication, consider a β-PROP allocation x. Since x is
β-PROP, for agent i we have, ci(xi) ≤ β · ci(M)

2 = β
2 · (ci(xi) + ci(x−i)), where −i is the remaining agent.

On rearranging, we get ci(xi) ≤
β

2−β · ci(x−i), implying that x is β
2−β -EF. This completes the proof.

The following corollary directly follows from Lemma 1, Theorem 7, and Corollary 1.

Corollary 2. Even for n = 2 agents with additive costs, there does not exist a weakly-increasing cost
function C : Rn

≥0 7→ R such that, for all instances with indivisible chores, the welfarist rule with cost
function C is β-EFk, for any β ≥ 1 and k ≥ 1 (resp. β-PROPk for any β ∈ [1, 2) and k ≥ 1).

4.2 Divisible Chores

We first prove our positive result for divisible chores.

Theorem 8. For any number of agents with additive costs over divisible chores, and all p ≥ 1, every
allocation x∗ that minimizes the normalized p-mean of disutilities is n1/p-PROP and fPO. Furthermore,
there exist rewards r∗j ≥ 0 for each item j ∈ M and earnings e∗i for each agent i ∈ N , such that (x∗, r∗, e∗)
is a market equilibrium.

Proof. Fix an arbitrary p ≥ 1, and let x∗ = (x∗
1, . . . ,x

∗
n) be any allocation that minimizes the p-mean

of agents’ normalized disutilities. The fact that x∗ is fPO is clear; next, we prove that it is n1/p-PROP.
Since x∗ minimizes the p-mean of normalized disutilities, we have that

∑n
i=1 c̃i(x

∗
i )

p must be at most∑n
i=1 c̃i(yi)

p, where yij =
1
n for all agent i ∈ N and items j ∈ M. Therefore,

n

np
=

n∑

i=1

c̃i(yi)
p ≥

n∑

i=1

c̃i(x
∗
i )

p ≥ c̃i(x
∗
i )

p.

Taking the pth root on both sides gives us the desired inequality: for every agent i ∈ N , we get c̃i(x
∗
i ) ≤

n1/p

n , and thus ci(x
∗
i ) ≤ n1/p

∑
j∈M

cij
n , i.e., x is n1/p-PROP.

The proof of the second part of the theorem, i.e. the fact that one can find rewards and earnings to get
a market equilibrium, is similar to the arguments in Theorem 1. The proof is deferred to Appendix C.

The following corollary simply observes that by picking p ∈ Ω(log n), Theorem 8 implies that mini-
mizing the normalized p-mean of disutilities gives a constant approximation to proportionality; it follows
from the fact that n1/ logn = Θ(1).

Corollary 3. For any number of agents with additive costs over divisible chores, and p ∈ Ω(log n), every
allocation that minimizes the normalized p-mean of disutilities is fPO and guarantees a constant factor
approximation of PROP.
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The proportionality guarantee in Theorem 8 was established by a rather simple argument. Therefore,
one would perhaps expect that it is possible to improve our analysis and get a better approximation to
proportionality. Surprisingly, we prove that our guarantee is essentially tight.

Theorem 9. For n agents with additive costs over divisible chores and all p ∈ R there exist instances such
that every allocation that minimizes the normalized p-mean of disutilities is not PROP. Additionally, for
p > 1, there exist instances with n > p agents where every p-mean minimizing allocation is (n1/p ·f(n, p))-
PROP, where f(n, p) satisfies lim

n→∞
f(n, p) = 1−Θ( log pp ).

Proof. We consider three cases, based on the value of p.

Case 1. p < 1. Consider a chore division instance with two agents and m chores such that cij = 1/m
for all i, j. Note that for all p < 1, the normalized p-mean of disutilities is uniquely minimized when all
the chores are assigned to one of the agents, i.e., either c1(x1) = 1 and c2(x2) = 0 or c1(x1) = 0 and
c2(x2) = 1. Clearly, in both these allocations, x does not satisfy PROP.

Case 2. p = 1. Consider a chore division instance with two agents and two chores such that c11 < c21 <
1/2, c12 > c22 > 1/2, and

∑2
j=1 cij = 1 for every agent i. Indeed, any fractional allocation minimizing the

normalized 1-mean of disutilities must allocate chore 1 entirely to agent 1 and chore 2 to agent 2. This
allocation is not proportional for agent 2 since c22 > v(M)/2 = 1/2.

Case 3. p > 1. We now show the second part of the theorem, i.e. that if p > 1, there exist instances
with n > p agents where every p-mean minimizing allocation is (n1/p · f(n, p))-PROP. Consider the

following instance with m = 2 chores: the costs of agent 1 are c11 = 1−
(

p−1
n−1

) p−1

p
and c12 =

(
p−1
n−1

) p−1

p
.

The remaining n − 1 agents are identical; agent j ∈ N \ {1} has costs cj1 = 0 and cj2 = 1. Note that,

since n > p, c11 = 1−
(

p−1
n−1

) p−1

p
≥ 0 (i.e. the costs are non-negative and the instance is valid).

Let x = (x1, . . . ,xn) be an allocation that minimizes the p-mean of normalized disutilities. First,
note that chore 1 must be fully allocated among agents in N \ {1}, since they all have 0 cost for it.
Additionally, in x all agents j ∈ N \ {1} will receive an equal amount of chore 2, i.e., xj2 = xk2 for all
j, k ∈ N \ {1}. Otherwise if xj2 > xk2, then transferring a small amount of chore 2 from j to k will
decrease the normalized p-mean of disutilities since d

dǫ(xj2 − ǫ)p + (xk2 + ǫ)p < 0 if p > 1. Therefore,
without loss of generality we can assume x12 = x and xj2 = 1−x

n−1 for all j ∈ N{1}. This implies that

c̃1(x1) = x
(

p−1
n−1

) p−1

p
and c̃j(xj) =

1−x
n−1 for all j ∈ N \ {1}. Since x minimizes the p-mean of normalized

disutilities, we can find x by computing d
dx

∑n
i=1 c̃i(xi)

p and setting it to zero. Note that,

d

dx

(
n∑

i=1

c̃i(xi)
p

)
= pxp−1

(
p− 1

n− 1

)p−1

− (n − 1) ·
p(1− x)p−1

(n− 1)p

=
p

(n− 1)p−1

(
xp−1(p− 1)p−1 − (1− x)p−1

)
.

Setting this to zero, gives us x(p − 1) − (1 − x) = 0 or x = 1/p. Furthermore, the derivative is negative
for x < 1/p and positive for x > 1/p, and thus x = 1/p corresponds to the minimum value of the p-

mean. Thus, the cost of agent 1 in allocation x is c̃1(x1) =
1
p

(
p−1
n−1

) p−1

p
= n1/p

n · f(n, p) where f(n, p) =

n
n−1 · p−1

p ·
(

n−1
n(p−1)

)1/p
. First, c̃1(x1) > 1/n, i.e. x is not PROP: this is equivalent to proving that

n
(n−1)1−1/p >

p
(p−1)1−1/p , which follows from the fact that (i) the function g(y) = y

(y−1)1−1/p is increasing
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for y ≥ p and (ii) n > p, and therefore g(n) > g(p) or n
(n−1)1−1/p >

p
(p−1)1−1/p . Second, for any fixed p > 1,

the limit lim
n→∞

f(n, p) = (p−1)1−1/p

p = 1− p−(p−1)1−1/p

p = 1 −Θ( log pp ), where the value (p−1)1−1/p

p > 0.5 for

all p > 1, and approaches 1 as p becomes larger. Thus, every normalized p-mean maximizing allocation

is n1/p
(
1−Θ( log pp )

)
-PROP in this instance.

Theorem 9 implies that, for any fixed value of p > 1, as n becomes larger, all the allocations that
minimize the normalized p-mean of disutilities can be (n1/p(1−o(1)))-PROP, i.e. the bound in Theorem 8
is tight. Note that, for the case of n = 2 agents and p ≥ 2, allocations that minimize the normalized
p-mean of disutilities are PROP, as a corollary to Theorem 12 and Lemma 1; therefore, the “n > p” part
of Theorem 9 also cannot be significantly improved upon either.

4.3 Indivisible Chores: Rounding Divisible Allocations

Here, we prove that the market interpretation of p-mean optimal solutions for divisible chores (Theorem 8)
can be leveraged to give new fPO and n1/p-PROP1 algorithms for indivisible chores, for all p ≥ 1. We
use the following result of Brânzei and Sandomirskiy.

Theorem 10 (Theorem 7.2; [BS23], modification of [BK19]). Given any market equilibrium for divisible
chores (x, r, e), we can, in polynomial time, compute a market equilibrium (a, r, e′) where a is an integral
allocation such that if e′i > ei, then there exists a chore j ∈ ai such that e′i − rj ≤ ei.

The proof of the following theorem is similar to the proof of Theorem 3.

Theorem 11. For n ≥ 2 agents with additive costs over indivisible chores, and all p ≥ 1, Algorithm 2
outputs an fPO and n1/p-PROP1 allocation.

Proof. Let x be a fractional allocation that minimizes the p-mean of normalized disutilities, and let (x, r, e)
be the corresponding market equilibrium guaranteed to exist by Theorem 8. Let a and e′ be the integral
allocation and budgets guaranteed in Theorem 10. First, since (a, r, e′) is a market equilibrium, a is an
fPO allocation (Proposition 1). Towards showing that a is α-PROP1, consider the following two cases:

Case 1. Agents i ∈ N for which e′i ≤ ei. We can upper bound the costs of such agents as,

ci(ai) =
e′i

MRCi
((a, r, e′) is a market equilibrium)

≤
ei

MRCi
(e′i ≤ ei)

= ci(xi) ((x, r, e) is a market equilibrium)

≤
n1/p ci(M)

n
. (x is n1/p-PROP)

Case 2. Agents i ∈ N for which e′i > ei. Here, we will use the fact that there exists a chore j ∈ ai such
that e′i − rj ≤ ei (Theorem 10). Using this we get,

ci(ai) =
e′i

MRCi
((a, r, e) is a market equilibrium)

≤
(ei + rj)

MRCi
(e′i − rj ≤ ei)

= ci(xi) + cij (ci(xi) = ei/MRCi and cij = rj/MRCi)

≤
n1/p ci(M)

n
+ cij . (x is n1/p-PROP)
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ALGORITHM 2: fPO and PROP1 for indivisible chores

Input: Instance with m indivisible chores, n agents with costs {ci}i, and parameter p ≥ 1.
Output: fPO and n1/p-PROP1 chore allocation a = (a1, a2, . . . , an).

• Let x be a fractional allocation that minimizes the p-mean of normalized disutilities, and let (x, r, e) be the

corresponding market equilibrium guaranteed to exist by Theorem 8.

• Let a be the allocation obtained by rounding the market equilibrium (x, r, e) using the algorithm

of Theorem 10.

• return a = (a1, a2, . . . , an)

4.4 Indivisible Chores: Optimizing p-means

In this section, we consider directly optimizing the normalized p-mean of disutilities for indivisible chores.
We start by proving two technical lemmas, which are crucially used in the proof of Theorem 12.

Lemma 4. Given any non-negative real numbers a, b, α, β > 0, if max{a, b} ≥ max{α, β} and a2 + b2 >
α2 + β2, then, for all p > 2, it holds that ap + bp > αp + βp.

Proof. Without loss of generality, suppose that a ≥ b and α ≥ β. Then, the given inequality, max{a, b} ≥
max{α, β}, implies that a ≥ α. If b > β, then the desired inequality easily follows (since b > β and a ≥ α
trivially imply that ap + bp > αp + βp for all p > 2). Thus, we assume that β ≥ b.

Define x := β/b, y := α/β, and z := a/b, and notice that x, y, z ≥ 1. Substituting these in the desired
inequality and rearranging give us

ap + bp > αp + βp ⇐⇒ bp
(
1 +

(a
b

)p)
> βp

(
1 +

(
α

β

)p)

⇐⇒ 1 +
(a
b

)p
>

(
β

b

)p(
1 +

(
α

β

)p)

⇐⇒ z > (xp + (xy)p − 1)
1

p .

Define f(p) := (xp + (xy)p − 1)
1

p . By rearranging the given inequality a2+ b2 > α2+β2, we have that
z > f(2), and our goal is to show that z > f(p) for all p > 2. To this end, it is sufficient to show that
f(p) is a non-increasing function of p, or equivalently that f ′(p) ≤ 0, for p ≥ 2.

For notational convenience, let u := x and v := xy, noting that u, v ≥ 1. f ′(p) can then be expressed
as

f ′(p) = (up + vp − 1)
1

p

(
up lnu+ vp ln v

p(up + vp − 1)
−

ln(up + vp − 1)

p2

)

=
f(p)

p2(up + vp − 1)
(p(up lnu+ vp ln v)− (up + vp − 1) ln(up + vp − 1)) .

Since u, v ≥ 1 and p ≥ 2, it holds that up+vp−1 ≥ 0, and therefore f(p) ≥ 0 and p2(up+vp−1) ≥ 0. Thus,
to show that f ′(p) ≤ 0 for all p ≥ 2, it suffices to show that p(up lnu+vp ln v)−(up+vp−1) ln(up+vp−1) ≤
0, or, equivalently, that g(p) ≤ 0 for all p ≥ 2, where g(p) := p(up lnu+vp ln v)−(up+vp−1) ln(up+vp−1).
Since g(0) = 0, it suffices to show that g′(p) ≤ 0 for all p ≥ 0.

g′(p) = p(up(lnu)2 + vp(ln v)2)− (up lnu+ vp ln v) ln(up + vp − 1)

= up lnu(p lnu− ln(up + vp − 1)) + vp ln v(p ln v − ln(up + vp − 1)).
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Since u, v ≥ 1, we have that p lnu ≤ ln(up + vp − 1) and p ln v ≤ ln(up + vp − 1), while up lnu, vp ln v ≥ 0,
and therefore g′(p) ≤ 0 for all p ≥ 0, which concludes the proof.

The proof of the following lemma has been deferred to Appendix C.

Lemma 5. If a, α, and β are real numbers such that a < α < 1 and β < 1− 2α, then the following two

inequalities hold: (1)
(
a+ 1−a

1−α · β
)2

+ (1− α− β)2 < a2 + (1− α)2, and (2) a+ 1−a
1−α · β < 1− α.

We now prove our main positive result for this section: for the case of two agents, the integral allocation
that minimizes the p-mean of normalized disutilities is EF1 and PO, for all p ≥ 2.

Theorem 12. For n = 2 agents with additive costs over indivisible chores, and all p ≥ 2, every allocation
that minimizes the normalized p-mean of disutilities is EF1 and PO.

Proof. Towards a contradiction, assume that a = (a1,a2) is an allocation that minimizes the p-mean of
agents’ normalized disutilities such that a is not EF1. Without loss of generality assume that agent 2
envies agent 1 even after the removal of any one chore. We show that starting from a, we can construct
another allocation a′ that has a smaller p-mean, contradicting the optimality of a.

Consider the case when c̃1(a1) > c̃2(a1). On rearranging we get 1− c̃2(a1) > 1− c̃1(a1), or equivalently,
c̃2(a2) > c̃1(a2), since by normalization we have c̃i(a1) + c̃i(a2) = 1. Together, c̃1(a1) > c̃2(a1) and
c̃2(a2) > c̃1(a2) imply that the p-mean of the allocation a′ = (a2,a1) obtained by swapping the agents’
bundles will be lower than the p-mean of a = (a1,a2), a contradiction.

Henceforth, we consider the case when c̃1(a1) ≤ c̃2(a1). We prove that the allocation a′ = (a1 ∪
{t∗},a2 \ {t∗}) obtained by transferring a specific chore t∗ ∈ a2 from agent 2 to agent 1 has a strictly

lower p-mean. Specifically, the chore t∗ is such that t∗ ∈ argmint∈a2

c̃1(t)
c̃2(t)

. By definition, we have that

c̃1(t
∗)

c̃2(t∗)
≤
c̃1(a2)− c̃1(t

∗)

c̃2(a2)− c̃2(t∗)
. (8)

Let δ ≥ 0 be defined as per the following inequality:

c̃1(t
∗) + δ

c̃2(t∗)
=
c̃1(a2)− c̃1(t

∗)− δ

c̃2(a2)− c̃2(t∗)
. (9)

Note that, Equation (8) implies that such a δ ≥ 0 must exist. Furthermore, we have the following: 1 =

c̃1(a1)+ c̃1(a2) = c̃1(a1)+(c̃1(t
∗)+δ)+(c̃1(a2)− c̃1(t

∗)−δ) = c̃1(a1)+(c̃1(t
∗)+δ)+ c̃1(t∗)+δ

c̃2(t∗)
·(c̃2(a2)− c̃2(t

∗)),
which implies that

c̃1(t
∗) + δ

c̃2(t∗)
=
c̃1(a2)

c̃2(a2)
. (10)

In the remainder of the proof we show that (c̃1(a1 ∪ {t∗}))2 + c̃2(a2 \ {t
∗})2 < c̃1(a1)

2 + c̃2(a2)
2 and

max{c̃1(a1∪{t∗}), c̃2(a2 \{t
∗})} < max{c̃1(a1), c̃2(a2)}, i.e., both the 2-mean and the “∞-mean” are lower

in a′. Then, we can readily apply Lemma 4 to obtain that (c̃1(a1 ∪ {t∗}))p + c̃2(a2 \ {t
∗})p < c̃1(a1)

p +
c̃2(a2)

p for all p ≥ 2, contradicting the optimality of a, which would conclude the proof of Theorem 12.
We consider two cases: c̃1(a1) < c̃2(a1) and c̃1(a1) = c̃2(a1).

Case 1: c̃1(a1) < c̃2(a1). Since a is not EF1 and agent 2 is envious, we have c2(a1) < c2(a2 \ {t
∗}), or,

equivalently, c̃2(a1) < 1 − c̃2(a1) − c̃2(t
∗). Additionally, c̃2(a1) < 1 since agent 2 envies agent 1. Setting

a = c̃1(a1), α = c̃2(a1), and β = c̃2(t
∗), both conditions a < α < 1 and β < 1 − 2α of Lemma 5 are
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satisfied. Thus, by invoking Lemma 5, Inequality (1) implies that

(
c̃1(a1) +

1− c̃1(a1)

1− c̃2(a1)
c̃2(t

∗)

)2

+ (1− c̃2(a1)− c̃2(t
∗))2 < c̃1(a1)

2 + (1− c̃2(a1))
2

=⇒

(
c̃1(a1) +

c̃1(a2))

c̃2(a2)
c̃2(t

∗)

)2

+ c̃2(a2 \ {t
∗})2 < c̃1(a1)

2 + c̃2(a2)
2

=⇒ (c̃1(a1 ∪ {t∗}) + δ)2 + c̃2(a2 \ {t
∗})2 < c̃1(a1)

2 + c̃2(a2)
2. (Equation (10))

This shows that the 2-mean of normalized costs in allocation a′ is strictly less than that of a.
We now show that max{c̃1(a

′
1), c̃2(a

′
2)} = max{c̃1(a1 ∪ {t∗}), c̃2(a2 \ {t∗})} < max{c̃1(a1), c̃2(a2)}.

Since a is not EF1 and agent 2 is envious, we have c2(a1) < c2(a2), and therefore c̃2(a1) < c̃2(a2).
Additionally, as per our assumption, c̃1(a1) < c̃2(a1). Thus we have max{c̃1(a1), c̃2(a2)} = c̃2(a2). By

invoking Lemma 5 as earlier, Inequality (2) implies that c̃1(a1) +
1−c̃1(a1)
1−c̃2(a1)

c̃2(t
∗) < 1 − c̃2(a1). Via Equa-

tion (10), the LHS of this inequality is equal to c̃1(a1∪{t∗})+ δ ≥ c̃1(a1∪{t∗}), while the RHS is equal to
c̃2(a2), overall implying that c̃1(a1 ∪ {t∗}) < c̃2(a2). By the definition of t∗ we have that c̃2(t

∗) > 0, and
therefore c̃2(a2 \ {t

∗}) < c̃2(a2). Therefore, we overall have max{c̃1(a1 ∪ {t∗}), c̃2(a2 \ {t
∗})} < c̃2(a2) =

max{c̃1(a1), c̃2(a2)}.

Case 2: c̃1(a1) = c̃2(a1). Note that in this case, Equation (10) implies that c̃1(t
∗) + δ = c̃2(t

∗). Fur-
thermore, since a is not EF1 and agent 2 is envious, we have c2(a2 \ {t∗}) > c2(a1), or, equivalently,
c̃2(a2 \ {t∗}) > c̃2(a1) = c̃1(a1), or, c̃2(a2) > c̃1(a1 ∪ {t∗}). We begin by showing that the 2-mean of
normalized disutilities in allocation a′ is strictly less than that of a:

c̃1(a1)
2 + c̃2(a2)

2 − c̃1(a1 ∪ {t∗})2 − c̃2(a2 \ {t
∗})2

≥ c̃1(a1)
2 + (c̃2(a2 \ {t

∗}) + c̃2(t
∗))2 − (c̃1(a1) + (c̃1(t

∗) + δ))2 − c̃2(a2 \ {t
∗})2 (δ ≥ 0)

= c̃1(a1)
2 + (c̃2(a2 \ {t

∗}) + c̃2(t
∗))2 − (c̃1(a1) + c̃2(t

∗))2 − c̃2(a2 \ {t
∗})2 (c̃1(t

∗) + δ = c̃2(t
∗))

= 2 c̃2(a2 \ {t
∗}) c̃2(t

∗)− 2 c̃1(a1) c̃2(t
∗)

> 0. (c̃2(a2 \ {t
∗}) > c̃1(a1))

Next we show that max{c̃1(a1∪{t∗}), c̃2(a2 \{t
∗})} < max{c̃1(a1), c̃2(a2)}. Noticing that max{c̃1(a1),

c̃2(a2)} = max{c̃2(a1), c̃2(a2)} = c̃2(a2) > c̃2(a2 \ {t
∗}) we have

c̃2(a2)− c̃1(a1 ∪ {t∗})

≥ c̃2(a2)− c̃1(a1)− (c̃1(t
∗) + δ) (δ ≥ 0)

≥ c̃2(a2)− c̃1(a1)− c̃2(t
∗) (c̃1(t

∗) + δ = c̃2(t
∗))

> c̃2(a1)− c̃1(a1) (c̃2(a1) < c̃2(a2 \ {t
∗}))

= 0. (c̃1(a1) = c̃2(a2))

This concludes the proof of Theorem 12.

Note that, using Lemma 1 and Theorem 12 we obtain the following corollary which tightens the result
of Theorem 8 for the case of n = 2 agents and divisible chores.

Corollary 4. For n = 2 agents with additive costs over divisible chores, and all p ≥ 2, any allocation
that minimizes the normalized p-mean of disutilities is envy-free.

We conclude by presenting the limitations of optimizing normalized p-means for indivisible chores.
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Theorem 13. For n ≥ 2 agents with additive costs over indivisible chores, and all p < 2, there exist
instances such that every allocation that minimizes the normalized p-mean of disutilities is not PROP1
(and hence not EF1). For n > 2 agents with additive costs over indivisible chores, and all p ≥ 2, there exist
instances such that every allocation that minimizes the normalized p-mean of disutilities is not PROP1
(and hence not EF1).

Proof. For the p < 2 case, we construct instances with n = 2 agents; these constructions can be extended
to work for any number of agents by adding agents that have a cost of zero for all chores. We split the
proof into three cases based on the value of p.

Case 1. p < 1: Consider a instance with n = 2 agents and m indivisible chores such that cij = 1/m
for all agents i and chores j. Suppose that the p-mean minimizing allocation gives x ∈ {0, 1, 2, . . . ,m}
chores to agent 1 and m − x chores to agent 2. Since xp + (m − x)p is concave in the interval [0,m] for
p < 1, it is minimized (i.e., the p-mean (12 (x

p+(1−x)p))1/p is minimized), when x is either 0 or m, which
corresponds to allocating all chores to either agent 1 or 2, violating PROP1 (and EF1).

Case 2. p = 1: Consider a instance with n = 2 agents and m indivisible chores such that c1j = 1/m
for all chores j, and c2j = 1/m + ǫ, for all j < m, and c2m = 1/m− (m− 1)ǫ, for some small ǫ > 0. The
allocation which minimizes the normalized p-mean of disutilities allocates all chores except chore m to
agent 1, which indeed violates PROP1 (and EF1).

Case 3. 1 < p < 2: For this case, we will show that minimizing the p-mean of normalized disutilities
for divisible chores does not result in PROP allocations even for n = 2 agents. Then, using Lemma 1, we
can conclude that minimizing the normalized p-mean of disutilities for indivisible chores cannot result in
PROP1 (and hence EF1) allocations.

Consider an instance with 2 agents and 2 divisible chores such that c11 = 1
2 +δ, c12 = 1

2−δ, c21 = 1
2+ε

and c22 =
1
2 −ε. We will show that if 0 < ε < δ < ε+(2ε+1)(1−p/2), then any allocation that minimizes

the p-mean of normalized disutilities (for p ∈ (1, 2)) is not PROP.
First, one can show that in such an instance, every allocation that minimizes the normalized p-mean

allocates chore 2 entirely to agent 1; we prove this as Lemma 7 in Appendix C. Now suppose that
a normalized p-mean minimizing allocation allocates an x ∈ [0, 1] fraction of chore 1 to agent 1 and
1 − x of chore 1 to agent 2. Then, the p-mean of normalized disutilities can be written as wp(x) =
c̃2(x2)

p + c̃1(x1)
p =

(
1
2 + ε

)p
(1 − x)p +

(
1
2 − δ +

(
1
2 + δ

)
x
)p

. In order to find the x that minimizes the
normalized p-mean, we compute the derivative with respect to x and equate it to 0.

dwp(x)

dx
= p

(
−

(
1

2
+ ε

)p

(1− x)p−1 +

(
1

2
− δ +

(
1

2
+ δ

)
x

)p−1(1

2
+ δ

))
= 0

=⇒ 0 = −

(
1

2
+ ε

)p

(1− x)p−1 +

(
1

2
− δ +

(
1

2
+ δ

)
x

)p−1(1

2
+ δ

)

=⇒

(
1

2
+ ε

)p

(1− x)p−1 =

(
1

2
− δ +

(
1

2
+ δ

)
x

)p−1(1

2
+ δ

)
.

Simplifying and rearranging, we get:

x =

(
1
2 + ε

) p
p−1 −

(
1
2 − δ

) (
1
2 + δ

) 1

p−1

(
1
2 + δ

) p
p−1 +

(
1
2 + ε

) p
p−1

.

We wish to show that when δ < ε + (2ε + 1)(1 − p/2), the aforementioned optimal value of x is strictly
smaller than ε/(1/2 + ε). This would imply that c̃2(x2) = (1/2 + ε)(1 − x) > 1/2, i.e. the allocation is
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not PROP. To this end, we simplify x as follows,

x =

(
1
2 + ε

) p
p−1 −

(
1
2 − δ

) (
1
2 + δ

) 1

p−1

(
1
2 + δ

) p
p−1 +

(
1
2 + ε

) p
p−1

=

(
1
2 + ε

)α+1
−
(
1
2 − δ

) (
1
2 + δ

)α
(
1
2 + δ

)α+1
+
(
1
2 + ε

)α+1 (α := 1
p−1)

=

(
1
2 + ε

)
−
(
1
2 − δ

) (
1 + δ−ε

1

2
+ε

)α

(
1
2 + ε

)
+
(
1
2 + δ

) (
1 + δ−ε

1

2
+ε

)α

=

(
1
2 + ε

)
−
(
1
2 − δ

)
(1 + ∆)α(

1
2 + ε

)
+
(
1
2 + δ

)
(1 + ∆)α

(∆ := δ−ε
1

2
+ε

)

≤

(
1
2 + ε

)
−
(
1
2 − δ

)
(1 + ∆α)(

1
2 + ε

)
+
(
1
2 + δ

)
(1 + ∆α)

((1 + ∆)α ≥ 1 + ∆α, since α > 1)

=
ε+ δ −∆α

(
1
2 − δ

)

1 + ε+ δ +∆α
(
1
2 + δ

) . (simplifying)

Finally, to show that ε/(1/2 + ε) > x, we consider the following difference,

ε
1
2 + ε

−
ε+ δ −∆α

(
1
2 − δ

)

1 + ε+ δ +∆α
(
1
2 + δ

)

=
ε

φ
−
ε+ δ −∆α

(
1
2 − δ

)

ψ
(φ := 1

2 + ε, ψ := 1 + ε+ δ +∆α
(
1
2 + δ

)
)

=
1

φψ

(
ε+∆αε

(
1

2
+ δ

)
+∆αε

(
1

2
− δ

)
−

1

2
(ε+ δ) +

∆α

2

(
1

2
− δ

))

=
1

φψ

(
ε− δ

2
+ ε∆α+

∆α

2

(
1

2
− δ

))
(simplifying)

=
1

φψ

(
−∆

2

(
1

2
+ ε

)
+ ε∆α+

∆α

2

(
1

2
− δ

))
(∆ = δ−ε

1

2
+ε

)

>
∆

2φψα

(
−

(
1

2
+ ε

)(
1

α

)
+ 2ε+

1

2
− ε− (2ε + 1)

(
1−

p

2

))
(δ < ε+ (2ε+ 1)

(
1− p

2

)
)

=
∆

2φψα

(
−

(
1

2
+ ε

)
(p− 1) + 2ε+

1

2
− ε− (2ε+ 1)

(
1−

p

2

))
(α = 1

p−1)

=
∆

2φψα
· 0 = 0. (simplifying)

Putting the two inequalities together we get the desired inequality, completing the proof for p < 2:

x =

(
1
2 + ε

) p
p−1 −

(
1
2 − δ

) (
1
2 + δ

) 1

p−1

(
1
2 + δ

) p
p−1 +

(
1
2 + ε

) p
p−1

≤
ε+ δ −∆α

(
1
2 − δ

)

1 + ε+ δ +∆α
(
1
2 + δ

) < ε
1
2 + ε

.

The second part of the theorem, p ≥ 2, follows directly from Theorem 9 and Lemma 1. In particular,
if all allocations that minimize the p-mean of normalized disutilities for p ≥ 2 are PROP1, then Lemma 1
would imply that minimizing the p-mean for divisible chores results in PROP allocations, violating Theo-
rem 9.
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A Additional Market Preliminaries

Market equilibrium for chores. Analogous to divisible goods, we can define a Fisher market equi-
librium for chores. Given agents N and chores M, we say that the triple (x, r, e), where rj is the
reward/payment for doing one unit of chore j and ei is the earning goal of agent i, is a market equilibrium
iff the following three conditions are satisfied.

• Market clears: For every chore j, either pj = 0 or
∑

i=1 xij = 1.

• Maximum reward-per-cost allocation: If xij > 0, then either cij = 0 or
rj
cij

≥ rℓ
ciℓ

for every

chore ℓ with ciℓ > 0.

• Earning-goals met: The total earning of each agent is exactly ei, i.e., ei =
∑

j xijrj .

Overloading notations, we will use MRCi = {j ∈ M : rj/cij ≥ rℓ/ciℓ for all ℓ ∈ M} to denote all
the maximum reward-per-cost chores for agent i in equilibrium (x, r, e) as well as the value MRCi =
maxj rj/cij .

B Proofs missing from Section 3

Lemma 2. There exist instances with n ≥ 3 agents where maximizing the normalized p-mean of utilities
for some p < 0 doesn’t produce EF allocations.

Proof. Consider an instance with n = 3 agents and two divisible goods such that v11 = 0 and v12 = 1;
v21 = 0.5 and v22 = 0.5; v31 = 0.8 and v32 = 0.2. We will show that any allocation that maximizes the
normalized p-mean for p → −∞ is not EF. Note that by continuity, this implies that the same holds for
a sufficiently large but finite p.

An allocation x∗ that maximizes the normalized p-mean for p → −∞, (i.e., maximizes the minimum
normalized utility) can be computed by solving the following linear program: max k such that

∑2
j=1 ṽij ·

x∗ij ≥ k for each i ∈ {1, 2, 3} and
∑3

i=1 x
∗
ij ≤ 1 for each j ∈ {1, 2}. It can easily be verified that the

optimum of this program occurs when item 1 is divided among agent 2 and 3 such that x∗21 = 7/17,
x∗31 = 10/17 and item 2 is divided such that x∗12 = 8/17 and x∗ = 9/17. However, this allocation is not
EF since agent 1 envies 2, i.e., v1(x

∗
1) = 8/17 < 9/17 = v1(x

∗
2). This completes the proof. Note that, this

counter-example can be easily extended to n > 3 agents by simply adding pairs of new agents and goods
such the agents in these pairs only like the corresponding good.

Lemma 6. In any instance with m = 2 divisible goods and n = 2 agents such that v11 = 1/2 + ε,
v12 = 1/2 − ε, v21 = 1/2 + δ, and v22 = 1/2 − δ with δ > ǫ, for all p ∈ (0, 1), every allocation that
maximizes the normalized p-mean of utilities must allocate good 2 entirely to agent 1.

Proof. Consider an allocation in which every agent has a nonzero share of every good. Then, there exists
t1, t2 ∈ (0, 1) such that transferring t1 fraction of good 1 to agent 2 and t2 fraction of good 2 to agent 1
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results in a strictly larger p-mean. To achieve this, we can pick t1 and t2 so that the utility of agent 2
does not change after the transfer, i.e.,

t1(1/2 + δ) − t2(1/2 − δ) =
1

2
(t1 − t2) + δ(t1 + t2) = 0. (11)

For such a choice of t1 and t2, we can show that agent 1’s utility always increases because the change in
agent 1’s utility can be written as,

t2(1/2 − ε)− t1(1/2 + ε) =
1

2
(t2 − t1)− ε(t1 + t2)

= δ(t1 + t2)− ε(t1 + t2) (via Equation (11))

> 0. (δ > ε)

Therefore, either good 2 is fully allocated to agent 1 and we are done, or, good 1 is fully allocated to
agent 2. Suppose the latter occurs, and suppose that x is the fraction of good 2 allocated to agent 1. Then,
ṽ1(x1) = (1/2− ε)x and ṽ2(x2) = 1/2 + δ+ (1− x)(1/2− δ) = 1− x(1/2− δ). We show that transferring
the entirety of good 2 to agent 1 results in a larger p-mean. The normalized p-mean of utilities is equal to

wp(x) =

(
x

(
1

2
− ε

))p

+

(
1− x

(
1

2
− δ

))p

.

We first consider the derivative with respect to x and show that it is positive.

∂wp(x)

∂x
= p

((
1

2
− ε

)p

xp−1 −

(
1− x

(
1

2
− δ

))p−1(1

2
− δ

))
> 0

⇐⇒

(
1

2
− ε

)p

xp−1 >

(
1− x

(
1

2
− δ

))p−1(1

2
− δ

)

⇐⇒ x <

(
1
2 − δ

) 1

p−1

(
1
2 − ε

) p
p−1 +

(
1
2 − δ

) p
p−1

. (0 < p < 1)

Showing that the stated upper bound on x is larger than 1 would imply that the derivative is positive
everywhere in the interval [0, 1], and therefore the fraction of good 2 allocated to agent 1 should be equal
to 1.

(
1
2 − δ

) 1

p−1

(
1
2 − ε

) p
p−1 +

(
1
2 − δ

) p
p−1

>

(
1
2 − δ

) 1

p−1

2
(
1
2 − δ

) p
p−1

(δ > ε, 0 < p < 1)

=
1

1− 2δ
> 1.

C Proofs missing from Section 4

Proof of Theorem 8 continued. Here, we prove that the allocations that minimize the normalized p-mean
objective for divisible chores admit a market interpretation. For the remainder of the proof we assume
without loss of generality that cij > 0 for all agents i and chores j; if cij = 0 for some agent i and chore
j, every p-mean optimal allocation will allocate chore j to agent i.
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We analyze the convex program whose objective is to minimize the p-mean of agents’ normalized disutil-

ities for p > 1. Minimizing
(∑n

i=1
1
n

(∑m
j=1 c̃ijxij

)p)1/p
is equivalent to minimizing

∑n
i=1

(∑m
j=1 c̃ijxij

)p
,10

this convex program can be written as follows:

minimize

n∑

i=1




m∑

j=1

c̃ijxij




p

subject to: −
n∑

i=1

xij ≤ −1 , for all j ∈ M

−xij ≤ 0 , for all i ∈ N , j ∈ M

Analysis of the Convex Program. Let x∗ be the optimal solution to this program, and let r∗j ≥ 0
and κ∗ij ≥ 0 be the associated optimal dual variables corresponding to the constraints −

∑n
i=1 xij ≤ −1

and −xij ≤ 0, respectively. The KKT conditions imply that

r∗j

(
−

n∑

i=1

x∗ij + 1

)
= 0, for all j ∈ M (12)

κ∗ijx
∗
ij = 0, for all i ∈ N , j ∈ M (13)

∂

∂xij

n∑

i=1




m∑

j=1

c̃ijxij




p∣∣∣∣∣
x∗
ij

+ r∗j
∂

∂xij

(
−

n∑

i=1

xij + 1

)∣∣∣∣∣
x∗
ij

+ κ∗ij
∂

∂xij
(−xij)

∣∣∣∣∣
x∗
ij

= 0,∀i ∈ N , j ∈ M. (14)

Note that, letting c̃i(x
∗
i ) =

∑m
j=1 c̃ijx

∗
ij, stationarity (the third condition) implies:

pc̃ij c̃i(x
∗
i )

p−1 = r∗j + κ∗ij for all i ∈ N , j ∈ M. (15)

Since c̃ij > 0, then Equation (15) implies that p c̃i(x
∗
i )

p−1 =
r∗j+κ∗

ij

c̃ij
. Additionally, if x∗ij > 0, Equa-

tion (13) implies that κ∗ij = 0, and therefore, p c̃i(x
∗
i )

p−1 =
r∗j
c̃ij

. Hence, if x∗ij > 0, for any ℓ ∈ M we

have
r∗j
c̃ij

= p c̃i(x
∗
i )

p−1 =
r∗ℓ + κ∗iℓ
c̃iℓ

≥
r∗ℓ
c̃iℓ
. (16)

Market Interpretation. Let e∗i := p c̃i(x
∗
i )

p. We will show that (x∗, r∗, e∗) is a market equilibrium.
First, notice that r∗j > 0 for all j ∈ M: for i ∈ N such that x∗ij > 0, we have r∗j = pc̃ij c̃i(x

∗
i )

p−1, where

c̃ij > 0 and and c̃i(x
∗
i )

p−1 > 0 (since x∗ij > 0). Then, note that the market clears (i.e.,
∑n

i=1 x
∗
ij = 1, for

all j ∈ M): this is a direct implication of Equation (12) and the fact that r∗j > 0 for all j ∈ M.
Second, x∗ is a maximum reward-per-cost allocation, i.e. if x∗ij > 0, then Equation (16) implies that

MRCi :=
r∗j
c̃ij

≥
r∗ℓ
c̃iℓ

for all ℓ ∈ M. Finally, every agent i ∈ N meets their earning goal e∗i . The amount of

10Indeed, the objective is convex, since each term of the objective
(

∑m
j=1

c̃ijxij

)p

is convex.
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earned by agent i is

∑

j: x∗
ij>0

x∗ijr
∗
j =

∑

j: x∗
ij>0

x∗ij c̃ij ·

(
r∗j
c̃ij

)

=
∑

j: x∗
ij>0

x∗ij c̃ij ·
(
p c̃i(x

∗
i )

p−1
)

(Equation (16))

= p c̃i(x
∗
i )

p−1
∑

j: x∗
ij>0

x∗ij c̃ij

= p c̃i(x
∗
i )

p−1c̃i(x
∗
i )

= e∗i .

Lemma 5. If a, α, and β are real numbers such that a < α < 1 and β < 1− 2α, then the following two

inequalities hold: (1)
(
a+ 1−a

1−α · β
)2

+ (1− α− β)2 < a2 + (1− α)2, and (2) a+ 1−a
1−α · β < 1− α.

Proof. To prove the first inequality, we consider the following difference,

(
a+

β(1− a)

1− α

)2

+ (1− α− β)2 − (a2 + (1− α)2)

= a2 +
β2(1− a)2

(1− α)2
+

2aβ(1 − a)

1− α
+ (1− α)2 + β2 − 2β(1 − α)− a2 − (1− α)2

= β

(
β(1− a)2

(1− α)2
+

2a(1 − a)

1− α
+ β − 2(1 − α)

)

< β

(
(1− 2α)(1 − a)2

(1− α)2
+

2a(1 − a)

1− α
+ (1− 2α)− 2(1 − α)

)
(β < 1− 2α)

= β

(
(1− 2α)(1 − a)2

(1− α)2
+

2a(1 − a)

1− α
− 1

)

=
β

(1− α)2
((1− 2α)(1 − a)2 + 2a(1 − a)(1− α)− (1− α)2)

=
β

(1− α)2
(2aα − a2 − α2) (simplifying)

= −
β

(1− α)2
(a− α)2 < 0. (a < α)

This establishes the first inequality. For the second inequality, we have

a+
1− a

1− α
· β < 1− α⇐= α <

1− a

1− α
(1− α− β).

The last inequality above is true because a < α < 1 (i.e., 1 < 1−a
1−α ) and α < 1− α− β.

Lemma 7. For the divisible chores allocation instance below and p ∈ (1, 2), the allocation that minimizes
the p-mean of normalized disutilities is such that, when δ > ε, chore 2 is fully allocated to agent 1.

(
1
2 + δ 1

2 − δ
1
2 + ε 1

2 − ε

)
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Proof. First, consider an allocation in which each agent has a nonzero fraction of each chore. Then, there
exists t1 and t2 such that transferring a t1 fraction of chore 1 to agent 2 and t2 fraction of chore 2 to agent
1 results in a strictly smaller p-mean. To achieve this, pick t1 and t2 so that the cost of agent 2 does not
change, i.e. t1(1/2 + ε)− t2(1/2 − ε) = 1

2(t1 − t2) + ε(t1 + t2) = 0. Then, consider the change in cost for
agent 1.

t2(1/2 − δ)− t1(1/2 + δ) =
1

2
(t2 − t1)− δ(t1 + t2)

= ε(t1 + t2)− δ(t1 + t2) (12 (t1 − t2) + ε(t1 + t2) = 0)

< 0. (δ > ε)

Since performing this transfer is giving a Pareto improvement, the allocation could not have been p-mean
optimal. If agent 1 receives all of chore 2 we are done. We show that if chore 1 is fully allocated to agent 2,
then transferring the entirety of chore 2 to agent 1 results in a smaller p-mean. Let x be the fraction of chore
2 allocated to agent 1. Then, c̃1(x1) = (1/2− δ)x and c̃2(x2) = 1/2+ ε+(1−x)(1/2− ε) = 1−x(1/2− ε).
We then write the normalized p-mean as follows:

wp(x) =

(
x

(
1

2
− δ

))p

+

(
1− x

(
1

2
− ε

))p

.

We then consider the derivative with respect to x and show that it is negative (thus larger x implies
smaller p-mean).

∂wp(x)

∂x
= p

((
1

2
− δ

)p

xp−1 −

(
1− x

(
1

2
− ε

))p−1(1

2
− ε

))
< 0

⇐⇒

(
1

2
− δ

)p

xp−1 <

(
1− x

(
1

2
− ε

))p−1(1

2
− ε

)

⇐⇒ x <

(
1
2 − ε

) 1

p−1

(
1
2 − δ

) p
p−1 +

(
1
2 − ε

) p
p−1

.

Showing that the stated upper bound on x is larger than 1 would imply that the derivative is negative
everywhere in the interval [0, 1], and therefore the fraction of chore 2 allocated to agent 1 should be equal
to 1. To this end:

(
1
2 − ε

) 1

p−1

(
1
2 − δ

) p
p−1 +

(
1
2 − ε

) p
p−1

>

(
1
2 − ε

) 1

p−1

2
(
1
2 − ε

) p
p−1

(δ > ε)

=
1

1− 2ε
> 1.
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