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Abstract

Recent advancements in explainable artificial intelligence have significantly ac-
celerated scientific discoveries across various fields. In the realm of neuroscience
research, the application of deep interpretation techniques has yielded valuable
insights into brain functioning and mechanisms. We introduce XBrainLab, an ac-
cessible EEG analysis tool featuring a user-friendly graphical user interface (GUI)
seamlessly compatible with code scripting. XBrainLab offers a comprehensive,
end-to-end deep learning EEG analysis pipeline, capable of converting raw EEG
signals into comprehensible visualizations of neural patterns. Through practical
demonstrations using diverse EEG datasets, we highlight XBrainLab’s versatility
in interpreting neural representations in alignment with established neuroscience
knowledge. This evolving open-source platform bridges cutting-edge computa-
tional techniques with the frontier of neuroscientific research. The code repository
can be accessed at https://github.com/CECNL/XBrainLab.

1 Introduction

Electroencephalogram (EEG) is a common modality for monitoring brain activity due to its non-
invasiveness [1]], high temporal resolution [2], and relatively low cost [3]]. Despite these advantages,
decoding EEG has been a technical challenge due to its low signal-to-noise ratio (SNR), contamination
of artifacts, and data variability [4H6]. EEG has intrinsic limitations that stem from a low signal-to-
noise ratio (SNR) and the occurrence of artifacts [4} 5], which are introduced by the lack of control in
physiological mechanisms. The barrier between electrodes and the actual neural system, as well as
the functional connectivity between brain regions, impairs EEG spatial resolution [7]]. Additionally,
the non-stationarity of neural oscillation [8} 9] makes EEG not directly understandable. To alleviate
the difficulty in hand-crafting decoding algorithms for EEG, machine learning (ML) came into view
for its success in automatic feature extraction and high-performance model building across various
research fields. Some exemplary ML algorithms committed to EEG are: independent component
analysis (ICA) [4]] for blind source separation; fitting oscillations and one-over-F (FOOOF) [[10]
for finding periodic and aperiodic patterns in power spectral density (PSD); and filterbank common
spatial pattern (FBCSP) [11]] for automatically finding and selecting temporal-spatial informative
EEG features.

Lately, the success of deep learning (DL) has driven the development of novel DL-based EEG
processing. Starting with convolutional neural networks (CNN5s) that have surpassed conventional
machine learning techniques in classification [[12} [13|], DL models of various architectures and
distinctive strengths, such as long short-term memory (LSTM) [14]], transformers [15]], or feature
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Figure 1: (a) A pipeline of EEG analysis based on XAI. (b) Dashboard of XBrainLab.

pyramid networks (FPN) [16]], have elevated decoding performance in numerous EEG-related tasks.
Another advancement of using DL for EEG analysis, aside from enhancing decoding performance,
is the automatic feature extraction based on explainable artificial intelligence (XAI) [17, [18]. It not
only reduces human labor but also avoids bias induced by prior assumptions and expert decisions
while providing an objective and trustworthy deduction [[12, [13].

On the other hand, incorporating machine learning (ML) into EEG analysis research requires a broad,
multi-disciplinary knowledge and skills, making the development of EEG toolboxes with readily
available ML algorithms of interest to the field. However, it is rare to find a tool for EEG analysis that
fulfills the requirements of an open-source platform, employs cutting-edge computational techniques,
and is user-friendly for users across disciplines. To address this issue, we propose the development
of a novel open-source software for EEG analysis based on an XAI framework, with a focus on
maximizing usability.

In this paper we present XBrainLab, an open-source software motivated to utilize XAl for EEG
decoding, the pipeline and XBrainLab dashboard are shown in Fig[Ip. XBrainLab is fully written
in Python with an interactive graphical user interface (GUI), wrapping up EEG data processing,
DL-oriented program building and model interpretation. XBrainLab sets its goal as providing a DL,
model-agnostic, non-exclusive dataset compatibility and out-of-the-box solution for neuroscience
discovery. The remainder of this paper is organized as follows: In Section 2, we review the current
situation of ML algorithms in on-shelf EEG tools, including the objective of the algorithms, building
platform, and the general development direction progression over the years. Section 3 gives an
overview of the XBrainLab software with descriptions of each module. In Section 4, the XBrainLab
software is demonstrated with three well-studied real-life datasets to show its capability to extract
different features. Finally in Section 5, we discuss the contributions and limitations of the proposed
software, as well as its potential and outlook for future development.

2 Related Works

We survey the open-source computational neuroscience toolboxes/libraries/software embodying ML
methods over the past two decades. According to the ML application on EEG, we divide tools
into two categories: traditional ML and DL. The referenced standalone products for EEG and their
incorporation with ML are summarized in TableI]

2.1 Traditional ML

EEGLAB EEGLAB [19] is an open-source MATLAB toolbox for single-trial EEG processing.
EEGLAB came with a MATLAB script generating GUI and notably featured ICA implementation,
with other ML processing methods added in later years. As one of the earliest propositions with high
user-friendliness, EEGLAB is still actively maintained with a huge user base.



BCI2000 BCI2000 [20] is an open-source general-purpose software for brain-computer interface
(BCI) research and development. BCI2000 has a GUI that is operable with shell scripts, its ML
implementations cover EEG processing and classification. Although providing multiple operation
modules, BCI2000 is written in C++, thus not directly compatible with popular biosignal program-
ming languages such as MATLAB and Python.

Brainstorm Brainstorm [21] is an open-source MATLAB software for MEG/EEG processing and
visualization, providing script generation from GUI for advanced users and beginners. Brainstorm
covers ML for EEG processing and some general ML algorithms such as support vector machine
(SVM). Proposed over a decade ago, Brainstorm is still under active construction.

Fieldtrip Fieldtrip [22] is an open-source MATLAB software for MEG/EEG analysis. Fieldtrip
includes a large set of analysis algorithms, ranging from EEG processing, feature extraction, vi-
sualization and classification, many of which are ML methods. Prioritizing functional flexibility,
Fieldtrip is designed to not providing a GUI, thus targeting users with some degree of programming
experience.

EEGsig EEGsig [23] is an open-source MATLAB toolbox aiming to provide a systematic EEG
machine learning framework. EEGsig is inherently a GUI, with ICA for EEG processing and several
machine learning classifiers for classification. Other than traditional ML classifier implementations,
EEGsig outsourced MATLAB DL toolbox to provide a shallow neural network (NN). In MATLAB
based environment, EEGsig is novel for being the first EEG tool accentuated on ML, and a relatively
closer attempt to DL.

MNE MNE-Python [24] is an open-source Python package for MEG/EEG analysis. Powered by a
wide selection of scientific and numeric computing packages in Python and an active community,
MNE-Python is well-documented with an enormous collection of functions. The ML methods
included in MNE-Python ranges from source localization, artifact removal, and pattern recognition
among others. Already widely used and established, the flaw of MNE-Python is the user threshold
set by the lack of GUI support, and its genetic goal was not to accommodate DL.

2.2 Deep learning

MOABB The mother of all BCI benchmarks (MOABB) [235] is a Python project aggregating the
latest development on EEG analysis algorithms. The ML methods implemented in MOABB are
mostly EEG specific, including less common implementations in other software listed in this paper,
such as FBCSP [[L1]], task-related component analysis (TRCA) [26] and Xdawn [27]. In terms of DL,
MOABB provides several benchmarking convolutional neural networks (CNN). Other than the lack
of GUI, since MOABB is positioned as a benchmark, the drawback lies in the extra work required for
user to convert custom data into a designated format, and to learn about writing the configuration file
driven pipeline.

gumpy Gumpy [28]] is an open-source Python toolbox for hybrid BCI, distinguished by its collection
of differently structured DL models and ability to conduct analysis in a real-time paradigm. Gumpy
is designed for laboratorial/academic BCI research, hence providing a GUI does not seem to be in
the developing consideration. During our time of literature survey, the gumpy GitHub repository
appears to be out of maintenance. However, the package was used on public dataset for theoretical
examination as well as real-time BCI experiments in recent studies [29} 30].

braindecode Braindecode [31]] is an open-source Python framework for EEG DL. Braindecode
is centered around DL related functionalities, including dataset augmentation algorithms, dataset
sampler and a wide selection of state-of-the-art (SOTA) DL models. Braindecode also features
collecting a great deal of EEG datasets and augmentation methods, making it suitable for large-scale
and reproducible SOTA DL model evaluation. With respect to DL model interpretation, braindecode
provides visualization of amplitude of gradient response, although the computation and results [12]
does not necessary assemble consensus XAl methods.

Overall, as DL gradually dominates the development direction of EEG decoding algorithms, the
preferred environment to build toolboxes transfers from MATLAB to Python for it is the de facto



Table 1: EEG tool with ML methods. The integration refers to method implementation in software
base and utilization of external code sources in provided tutorials/examples. The latter scenarios with
general ML methods are marked with asterisks. CLI: command line interface.

Name Language Interface = GUI ML integration DL
Scripting EEG general DL interpr-
specific etation
EEGLAB (2004) MATLAB GUI, CLI Yes N4 -
BCI2000 (2004) C++ GUI Yes vV vV -
Brainstorm (2011) MATLAB GUIL CLI  Yes Vv v -
Fieldtrip (2011) MATLAB CLI - Vv Vv -
EEGsig (2021) MATLAB GUI No Vv v -
MNE (2013) Python CLI - Vv Nh -
MOABB (2018) Python CLI - vV VE v/ No
gumpy (2018) Python CLI - Nhi v No
braindecode (2018)  Python CLI - v Yes
XBrainLab (2023)  Python GUL CLI Yes v Yes

language for DL. The review in this paper only includes some of the easily-found or well-used EEG
toolbox with ML; for DL, the DN3 [32] and BioPyC [33]] are not listed above, respective reasons are
the differences in operand data representation and the ambiguity of interface definition. Although
both software packages are inactive in maintenance, they are worth mentioning for being EEG-related,
Python-based, and DL-incorporated.

3 XBrainLab: an Overview

XBrainLab is fully written in Python and distributed on GitHub under General Public License. It
consists of six modules: data loading, data processing, train configuration setting, model evaluation,
model visualization, and scripting. These modules form an end-to-end framework for EEG decoding
with DL, as shown schematically in figure [Th. In XBrainLab, the core functions of data loading and
processing are realized with MNE, a Python package widely used for EEG data preprocessing and
analysis. DL-related functions are based on the PyTorch framework, and the GUI was built with
Tkinter. The design and function of each module are expounded in the following subsections.

3.1 Data Import

EEG dataset file formats vary depending on the collecting devices, file contents, and prerequisite
software. Currently the supported formats include SET, MAT, EDF/EDF+, GDF, CNT, and NPY/NPZ.
Since XBrainLab aims to automatically gather necessary information from custom files, the supported
formats were chosen on account of their popularity and content predictability. SET files store the
primitive data structure from the EEGLAB toolbox, usually contain not only EEG data but rich
information about the recording. EDF/EDF+ and GDF files store biosignal recordings with their
critical information in headers or annotations, and CNT is the output format of Neuroscan systems,
containing data recording and electrode locations on the scalp. MAT files are the standard format
for data storage with MATLAB, which is a numerical programming language commonly used for
electrophysiological processing; similarly, NPY/NPZ files come from NumPy, a fundamental Python
package for scientific computing. To deal with the high flexibility in MAT and NPY/NPZ file contents,
our solution in XBrainLab GUTI is to allow users specify the content with a few additional clicks.
Other file formats are not yet supported, and we planned to include them in XBrainLab in the near
future.

3.2 Data Preprocessing

When analyzing EEG data, it’s important to refocus on informative parts of the data by preprocessing.
Several essential preprocessing methods are included in XBrainLab, and the expansion of this module
will be set upon development with user feedback and advancements in preprocessing algorithms.



Time/Window Epoching Sequential time series came straight out of an EEG device could be
segmented based on experiment stimuli called events, and storing EEG data in cropped or uncropped
representation are both possible in available datasets. For uncropped data, users can epoch them with
custom event sets and time windows.

Filtering and Resampling By filtering, data are restricted to a specific frequency range, forcing
the following analyzing steps to focus on data parts deemed informative according to past studies.
Artifacts of particular frequencies, such as low-frequency drifts or power-line noises, could also be
eliminated. In addition, resampling is favored to reduce data points and save computational resources
since EEG data are usually recorded with a high sampling rate.

Event Editing and Channel Selection Previously, useful information and recording from all
channels are automatically fetched from imported files; in XBrainLab, users can modify these
information for the following analysis.

3.3 Dataset Splitting

EEG feature discovery could be explored in terms of experimental subjects, sessions and trials. For
example, analyzing data from a single subject can extract features without cross-subject variability
intervention, while analyzing data from multiple subjects extracts universal features across individuals
[34]. The training/validation/test set split is provided with a graphical representation, and the loaded
dataset will be split according to the custom configuration regarding subjects, sessions or trials.

3.4 Deep Learning

Neural Networks XBrainLab implements three state-of-the-art CNN models specially designed
for EEG: EEGNet [13] , SCCNet [35]] and ShallowFBCSPNet [12]]. The three models can serve as a
deep learning baseline with empirical evidence, and for users who wish to play around with other
models, the XBrainLab code structure is designed to make plugging in new models effortless.

Settings of Training Configuration To reach maximum customizability in training a model, for
interchangeable parameters with limited possibility, such as computing devices or available optimizers
in Pytorch, will be automatically parsed for user selection. Other arbitrary parameters, such as batch
size or learning rate, needs user input.

Learning Progress Monitor Model’s learning progress tells whether the training configuration or
model selection is effective for current data besides the model performance. XBrainLab provides
real-time loss and accuracy output during training, and trend curves after training is complete.

3.5 Result and Analysis

Model evaluation After training, XBrainLab automatically computes accuracy, area under receiver
operating characteristic curve(AUROC) and Cohen’s kappa value, and plots the confusion matrix.
Users can also export raw model output and prediction for custom metrics beyond XBrainLab.

Post-hoc Interpretation In deep learning research, building models to exceed state-of-the-art
performance is still one of the mainstream research motivations. The discussion on explainable
artificial intelligence (XAI) [36] has been gaining more interest as the DL model behavior lacks
transparency [37]. In EEG analysis with DL, the model explanations could serve as a guideline for
researchers to identify meaningful parts in the signal, as the intrinsic features in EEG are not obvious
upon direct inspection. In XBrainLab, the gradient response of the model on inferenced data in
time domain and frequency domain, usually called saliency map [[L7], is provided and attainable in
channel-time representation, topological plots and 3D location-time plots. With the Captum [38]
package being the workhorse, exploiting more model interpretation algorithms is one of our top
priority in XBrainLab development.
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Figure 3: Visualization of a SCCNet model in individual analysis with MI dataset subject 3. (a)
Confusion matrix. (b) Saliency time-frequency spectrograms of every task. Upper left: Feet; Upper
right: Right Hand; Lower left: Left Hand; Lower right: Tongue.

3.6 Scripting

Historical actions on XBrainLab GUI will be recorded, and the record can be exported as Python
script at any time, which is executable with or without showing the GUI. This feature is designed to
reduce the trouble of reproducing operations and to act as a boilerplate for custom scripts.

4 Case Studies

In this section we validate XBrainLab functionalities with
multiple real EEG datasets. The analysis for all cases
are in individual training scheme, where the trials used
for training and testing are from the same subject [33]].
The dataset splitting ratios follow [39]. All figures in this
section are produced with XBrainLab.

4.1 Motor imagery

Motor imagery (MI) EEG is commonly used as BCI con-
trol, the data records body part movement intention related
brain oscillations [40]. For case study, we use the BCI
competition IV 2a dataset [41] for it’s one of the most
studied public datasets in the field [42]. The dataset was
collected from 9 subjects, each subject has two sessions
which is consist of 72 trials per task. There are 4 tasks
corresponding to different types of imagined movement, namely left hand, right hand, feet, and
tongue. The subject selection and preprocessing procedure follows [39], only that the EEG segments
in this study are extracted from 0-3.5 seconds after event cue onset.

Figure 2: MI saliency topological map of
a SCCNet model in individual analysis
with subject 3. Upper left: Feet; Up-
per right: Right Hand; Lower left: Left
Hand; Lower right: Tongue.

Figure2]and figure [ depicts the saliency map interpretation of a trained SCCNet [35] model. For
left and right hand tasks, there are strong responses in C4 and C3 channels respectively, which aligns
with the literature [43] that lateral movements are corresponding to its contralateral brain region
around the motor cortex. For feet and tongue tasks, the activation in middle and left of motor cortex
are relatively stronger, exhibiting the model’s tendency to misclassify these two tasks as each other or
as the right hand. The confusion matrix of the model in analysis in shown in Figure 3h. Figure3p
further shows stronger responses from all tasks in the mu rhythm (8-12Hz), as suggested in literature
[44]. Saliency map in channel-time representation and 3d location-time plots of the model in analysis
can be found in the appendix.

4.2 Event-Related Negativity

Event-related negativity (ERN) refers to EEG perturbations after the subject encounters erroneous
stimuli [13]. For case study, we use the dataset from the BCI challenge on Kaggle [45]]. The dataset
contains ERN responses from 26 subjects practicing P300 BCI speller task, class O and 1 marks



Figure 4: Saliency map of each task plotted in 3D, camera set in the horizontal plane on top of the
head. (a) Feet. (b) Right hand. (c) Left hand. (d) Tongue.

correct and erroneous feedback from the speller respectively. Each subject has 5 sessions, which
gives a total of 340 trials per subject. The subject selection and preprocessing procedure follows [39].

Figure[5]shows the saliency topological map interpretation
across the test trials over time, and the saliency map in
channel-time representation of a trained EEGNet model
[13]. The topological map shows distinctive response in
the FCz channel, consistent with previous findings that
ERN is the most negative in the fronto-central region [46]. (a)
The pattern developed around the edge of EEG cap are
presumptively muscle artifacts, relatively speaking, the
color-intensive area in the parietal region could be another
ERN feature manifestation [47]].

In terms of channel-time representation, both classes show
strong activation in the sample points about 400 500 mil-
liseconds into the trial. For erroneous feedback, the visu- (b)

alization is comparable with the EEGNet model literature . o

[13], ERN literature, [48] and SOTA DL interpretation Figure 5: ERN visualization of a EEG-
result [39]. The confusion matrix, saliency map in 3d Net model in individual analysis with
location-time plots and time-frequency spectrograms of ~Subject 7. (a) saliency topological map.
the model in analysis are presented in the appendix. (b) channel-time saliency map.

L T

4.3 Steady-State Visual-Evoked Potential

Steady state visual evoked potential (SSVEP) refers to quasi-periodic oscillatory responses
from the brain evoked by stimuli flickering in certain frequencies [49]. For case study we
use the MAMEM SSVEP experiment 2 dataset [50]. The dataset was collected from 11
subjects. In the experiments, the subjects are instructed to focus on a box flickering in
one from the five different frequencies, namely 6.6, 7.5, 8.57, 10, and 12Hz. In the orig-
inal dataset, each subject has 5 sessions, and every session is consisted of 25 trials. Sub-
ject selection, channel selection, trial segmentation and preprocessing procedures follow [39].

Figure[7]shows the visualizations of a trained SCCNet model
[33]. From the saliency map in channel-time representation
(figure [7h), the interleaved low/high values form roughly dis-
cernible patterns of different frequencies. Furthermore, the
most intense activations of each class unanimously appear in
the Oz channel, which locates in the middle of the occipital
lobe (figure[7k), revealing the nature of the data are visual tasks.
In figure [7p the fundamental and harmonic frequencies can
be identified in respective spectrograms. Another observation
deduced from the confusion matrix shown in figure [6]is that
some stimulus frequencies are more challenging for the model.
Although the training set has slightly unequal number of trials

Figure 6: Confusion matrix of a SC-
CNet model in individual analysis
with SSVEP dataset subject 11.
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Figure 7: Visualization of a SCCNet model in individual analysis with SSVEP dataset subject 11.(a)
Saliency map in channel-time representation. (b) Saliency time-frequency spectrograms. (c) Saliency
map from a time sample, averaged across all test trials and projected on 3d mesh. Figure from class
7.5Hz is taken as example.

(4:5:6:5:5 for the 5 classes) for each task, this phenomenon is likely to be stemming from the fact that
the SNR is unevenly distributed across different frequency bands, as previous studies suggested[51].

5 Conclusion and Future Work

We have developed XBrainLab, an open-source Python software for explainable EEG decoding.
designed for explainable EEG decoding. Apart from other computational tools, XBrainLab uniquely
combines critical raw EEG signal processing, deep learning, and interpretable visualization methods,
all with easy access for both basic and advanced EEG analysis. Our future plans involve extending the
documentation to include examples of common EEG paradigms and broadening the range of available
visualization and preprocessing algorithms. In summary, XBrainLab serves as an essential tool for
researchers of all levels, facilitating neuroscientific breakthroughs through advanced explainable deep
learning techniques in EEG data analysis.

Acknowledgement

This work was supported in part by the National Science and Technology Council (NSTC) under
Contracts 109-2222-E-009-006-MY3, 110-2221-E-A49-130-MY2, 110-2314-B-037-061, 112-2321-
B-A49-012, and 112-2222-E-A49-008-MY?2; and in part by the Higher Education Sprout Project
of National Yang Ming Chiao Tung University and Ministry of Education. Corresponding author:
Chun-Shu Wei (wei@nycu.edu.tw).

References

[1] Jonathan R Wolpaw, Niels Birbaumer, Dennis J McFarland, Gert Pfurtscheller, and Theresa M
Vaughan. Brain—computer interfaces for communication and control. Clinical neurophysiology,
113(6):767-791, 2002.

[2] Alan Gevins, Michael E Smith, Linda K McEvoy, Harrison Leong, and Jian Le. Electroen-
cephalographic imaging of higher brain function. Philosophical Transactions of the Royal
Society of London. Series B: Biological Sciences, 354(1387):1125-1134, 1999.

[3] Ranjana K Mehta and Raja Parasuraman. Neuroergonomics: a review of applications to physical
and cognitive work. Frontiers in human neuroscience, 7:889, 2013.

[4] Scott Makeig, Anthony Bell, Tzyy-Ping Jung, and Terrence J Sejnowski. Independent com-
ponent analysis of electroencephalographic data. Advances in neural information processing
systems, 8, 1995.

[5] Tzyy-Ping Jung, Scott Makeig, Colin Humphries, Te-Won Lee, Martin J Mckeown, Vicente
Iragui, and Terrence J Sejnowski. Removing electroencephalographic artifacts by blind source
separation. Psychophysiology, 37(2):163—-178, 2000.



(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

Chun-Shu Wei, Yuan-Pin Lin, Yu-Te Wang, Chin-Teng Lin, and Tzyy-Ping Jung. A subject-
transfer framework for obviating inter-and intra-subject variability in eeg-based drowsiness
detection. Neurolmage, 174:407—419, 2018.

Boris Burle, Laure Spieser, Clémence Roger, Laurence Casini, Thierry Hasbroucq, and Franck
Vidal. Spatial and temporal resolutions of eeg: Is it really black and white? a scalp current
density view. International Journal of Psychophysiology, 97(3):210-220, 2015.

Alexander Ya Kaplan, Andrew A Fingelkurts, Alexander A Fingelkurts, Sergei V Borisov,
and Boris S Darkhovsky. Nonstationary nature of the brain activity as revealed by eeg/meg:
methodological, practical and conceptual challenges. Signal processing, 85(11):2190-2212,
2005.

Scott Cole and Bradley Voytek. Cycle-by-cycle analysis of neural oscillations. Journal of
neurophysiology, 122(2):849-861, 2019.

Thomas Donoghue, Matar Haller, Erik J Peterson, Paroma Varma, Priyadarshini Sebastian,
Richard Gao, Torben Noto, Antonio H Lara, Joni D Wallis, Robert T Knight, et al. Parame-
terizing neural power spectra into periodic and aperiodic components. Nature neuroscience,
23(12):1655-1665, 2020.

Kai Keng Ang, Zheng Yang Chin, Haihong Zhang, and Cuntai Guan. Filter bank common
spatial pattern (fbcsp) in brain-computer interface. In 2008 IEEE international joint conference
on neural networks (IEEE world congress on computational intelligence), pages 2390-2397.
IEEE, 2008.

Robin Tibor Schirrmeister, Jost Tobias Springenberg, Lukas Dominique Josef Fiederer, Martin
Glasstetter, Katharina Eggensperger, Michael Tangermann, Frank Hutter, Wolfram Burgard, and
Tonio Ball. Deep learning with convolutional neural networks for eeg decoding and visualization.
Human brain mapping, 38(11):5391-5420, 2017.

Vernon J Lawhern, Amelia J Solon, Nicholas R Waytowich, Stephen M Gordon, Chou P
Hung, and Brent J Lance. Eegnet: a compact convolutional neural network for eeg-based
brain—computer interfaces. Journal of neural engineering, 15(5):056013, 2018.

Huy Phan, Oliver Y Chén, Minh C Tran, Philipp Koch, Alfred Mertins, and Maarten De Vos.
Xsleepnet: Multi-view sequential model for automatic sleep staging. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 44(9):5903-5915, 2021.

Yonghao Song, Qingqing Zheng, Bingchuan Liu, and Xiaorong Gao. Eeg conformer: Convolu-
tional transformer for eeg decoding and visualization. IEEE Transactions on Neural Systems
and Rehabilitation Engineering, 31:710-719, 2022.

Seongju Lee, Yeonguk Yu, Seunghyeok Back, Hogeon Seo, and Kyoobin Lee. Sleepyco:
Automatic sleep scoring with feature pyramid and contrastive learning. arXiv preprint
arXiv:2209.09452, 2022.

Karen Simonyan, Andrea Vedaldi, and Andrew Zisserman. Deep inside convolutional networks:
Visualising image classification models and saliency maps. arXiv preprint arXiv:1312.6034,
2013.

Marco Ancona, Enea Ceolini, Cengiz Oztireli, and Markus Gross. Towards better under-
standing of gradient-based attribution methods for deep neural networks. arXiv preprint
arXiv:1711.06104, 2017.

Arnaud Delorme and Scott Makeig. Eeglab: an open source toolbox for analysis of single-trial
eeg dynamics including independent component analysis. Journal of neuroscience methods,
134(1):9-21, 2004.

Gerwin Schalk, Dennis J McFarland, Thilo Hinterberger, Niels Birbaumer, and Jonathan R
Wolpaw. Bci2000: a general-purpose brain-computer interface (bci) system. IEEE Transactions
on biomedical engineering, 51(6):1034-1043, 2004.



[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

Francois Tadel, Sylvain Baillet, John C Mosher, Dimitrios Pantazis, and Richard M Leahy.
Brainstorm: a user-friendly application for meg/eeg analysis. Computational intelligence and
neuroscience, 2011:1-13, 2011.

Robert Oostenveld, Pascal Fries, Eric Maris, and Jan-Mathijs Schoffelen. Fieldtrip: open
source software for advanced analysis of meg, eeg, and invasive electrophysiological data.
Computational intelligence and neuroscience, 2011:1-9, 2011.

Fardin Ghorbani, Soheil Hashemi, Ali Abdolali, and Mohammad Soleimani. Eegsig machine
learning-based toolbox for end-to-end eeg signal processing. arXiv preprint arXiv:2010.12877,
2020.

Alexandre Gramfort, Martin Luessi, Eric Larson, Denis A Engemann, Daniel Strohmeier,
Christian Brodbeck, Lauri Parkkonen, and Matti S Himildinen. Mne software for processing
meg and eeg data. neuroimage, 86:446-460, 2014.

Vinay Jayaram and Alexandre Barachant. Moabb: trustworthy algorithm benchmarking for bcis.
Journal of neural engineering, 15(6):066011, 2018.

Masaki Nakanishi, Yijun Wang, Xiaogang Chen, Yu-Te Wang, Xiaorong Gao, and Tzyy-Ping
Jung. Enhancing detection of ssveps for a high-speed brain speller using task-related component
analysis. IEEE Transactions on Biomedical Engineering, 65(1):104-112, 2017.

Bertrand Rivet, Antoine Souloumiac, Virginie Attina, and Guillaume Gibert. xdawn algorithm
to enhance evoked potentials: application to brain—computer interface. IEEE Transactions on
Biomedical Engineering, 56(8):2035-2043, 2009.

Zied Tayeb, Nicolai Waniek, Juri Fedjaev, Nejla Ghaboosi, Leonard Rychly, Christian Wid-
derich, Christoph Richter, Jonas Braun, Matteo Saveriano, Gordon Cheng, et al. Gumpy: A

python toolbox suitable for hybrid brain—computer interfaces. Journal of neural engineering,
15(6):065003, 2018.

Karel Roots, Yar Muhammad, and Naveed Muhammad. Fusion convolutional neural network
for cross-subject eeg motor imagery classification. Computers, 9(3):72, 2020.

Zied Tayeb, Rohit Bose, Andrei Dragomir, Luke E Osborn, Nitish V Thakor, and Gordon Cheng.
Decoding of pain perception using eeg signals for a real-time reflex system in prostheses: a case
study. Scientific reports, 10(1):5606, 2020.

Felix A Heilmeyer, Robin T Schirrmeister, Lukas DJ Fiederer, Martin Volker, Joos Behncke,
and Tonio Ball. A large-scale evaluation framework for eeg deep learning architectures. In 2018
IEEE International Conference on Systems, Man, and Cybernetics (SMC), pages 1039-1045.
IEEE, 2018.

Demetres Kostas and Frank Rudzicz. Dn3: An open-source python library for large-scale raw
neurophysiology data assimilation for more flexible and standardized deep learning. bioRxiv,
pages 2020-12, 2020.

Aurélien Appriou, Léa Pillette, David Trocellier, Dan Dutartre, Andrzej Cichocki, and Fa-
bien Lotte. Biopyc, an open-source python toolbox for offline electroencephalographic and
physiological signals classification. Sensors, 21(17):5740, 2021.

Ravikiran Mane, Effie Chew, Karen Chua, Kai Keng Ang, Neethu Robinson, A Prasad Vinod,
Seong-Whan Lee, and Cuntai Guan. Fbcnet: A multi-view convolutional neural network for
brain-computer interface. arXiv preprint arXiv:2104.01233, 2021.

Chun-Shu Wei, Toshiaki Koike-Akino, and Ye Wang. Spatial component-wise convolutional
network (sccnet) for motor-imagery eeg classification. In 2019 9th International IEEE/EMBS
Conference on Neural Engineering (NER), pages 328-331. IEEE, 2019.

Amina Adadi and Mohammed Berrada. Peeking inside the black-box: a survey on explainable
artificial intelligence (xai). IEEE access, 6:52138-52160, 2018.

10



[37] Jian Cui, Ligiang Yuan, Zhaoxiang Wang, Ruilin Li, and Tianzi Jiang. Towards best practice
of interpreting deep learning models for eeg-based brain computer interfaces. Frontiers in
Computational Neuroscience, 17, 2023.

[38] Narine Kokhlikyan, Vivek Miglani, Miguel Martin, Edward Wang, Bilal Alsallakh, Jonathan
Reynolds, Alexander Melnikov, Natalia Kliushkina, Carlos Araya, Siqi Yan, et al. Captum: A
unified and generic model interpretability library for pytorch. arXiv preprint arXiv:2009.07896,
2020.

[39] Yue-Ting Pan, Jing-Lun Chou, and Chun-Shu Wei. Matt: a manifold attention network for eeg
decoding. Advances in Neural Information Processing Systems, 35:31116-31129, 2022.

[40] Yukun Zhang, Shuang Qiu, and Huiguang He. Multimodal motor imagery decoding method
based on temporal spatial feature alignment and fusion. Journal of Neural Engineering,
20(2):026009, 2023.

[41] Clemens Brunner, Robert Leeb, Gernot Miiller-Putz, Alois Schlogl, and Gert Pfurtscheller.
BCI Competition 2008—Graz data set A. Institute for Knowledge Discovery (Laboratory of
Brain-Computer Interfaces), Graz University of Technology, 16:1-6, 2008.

[42] Pasquale Arpaia, Antonio Esposito, Angela Natalizio, and Marco Parvis. How to successfully
classify eeg in motor imagery bci: A metrological analysis of the state of the art. Journal of
Neural Engineering, 19(3):031002, 2022.

[43] S Facchini, W Muellbacher, F Battaglia, B Boroojerdi, and M Hallett. Focal enhancement of
motor cortex excitability during motor imagery: a transcranial magnetic stimulation study. Acta
Neurologica Scandinavica, 105(3):146-151, 2002.

[44] Gert Pfurtscheller, Clemens Brunner, Alois Schlogl, and FH Lopes Da Silva. Mu rhythm (de)
synchronization and eeg single-trial classification of different motor imagery tasks. Neurolmage,
31(1):153-159, 2006.

[45] maucle Jérémie Mattout, Manu and Wendy Kan. Bci challenge @ ner 2015, 2014.

[46] Greg Hajcak, Julia Klawohn, and Alexandria Meyer. The utility of event-related potentials in
clinical psychology. Annual review of clinical psychology, 15:71-95, 2019.

[47] Lijun Wang, Yan Gu, Guoxiang Zhao, and Antao Chen. Error-related negativity and error
awareness in a go/no-go task. Scientific reports, 10(1):4026, 2020.

[48] Greg Hajcak, Jason S Moser, Nick Yeung, and Robert F Simons. On the ern and the significance
of errors. Psychophysiology, 42(2):151-160, 2005.

[49] Pablo Martinez, Hovagim Bakardjian, Andrzej Cichocki, et al. Fully online multicommand
brain-computer interface with visual neurofeedback using ssvep paradigm. Computational
intelligence and neuroscience, 2007, 2007.

[50] Vangelis P Oikonomou, Georgios Liaros, Kostantinos Georgiadis, Elisavet Chatzilari, Katerina
Adam, Spiros Nikolopoulos, and Ioannis Kompatsiaris. Comparative evaluation of state-of-the-
art algorithms for ssvep-based bcis. arXiv preprint arXiv:1602.00904, 2016.

[51] Fang-Cheng Lin, John K Zao, Kuan-Chung Tu, Yijun Wang, Yi-Pai Huang, Che-Wei Chuang,
Hen-Yuan Kuo, Yu-Yi Chien, Ching-Chi Chou, and Tzyy-Ping Jung. Snr analysis of high-
frequency steady-state visual evoked potentials from the foveal and extrafoveal regions of
human retina. In 2012 Annual international conference of the IEEE engineering in medicine
and biology society, pages 1810-1814. IEEE, 2012.

[52] John D Hunter. Matplotlib: A 2d graphics environment. Computing in science & engineering,
9(03):90-95, 2007.

[53] Charles R Harris, K Jarrod Millman, Stéfan J Van Der Walt, Ralf Gommers, Pauli Virtanen,
David Cournapeau, Eric Wieser, Julian Taylor, Sebastian Berg, Nathaniel J Smith, et al. Array
programming with numpy. Nature, 585(7825):357-362, 2020.

11



[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

C Sullivan and Alexander Kaszynski. Pyvista: 3d plotting and mesh analysis through a
streamlined interface for the visualization toolkit (vtk). Journal of Open Source Software,
4(37):1450, 2019.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan,
Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative

style, high-performance deep learning library. Advances in neural information processing
systems, 32, 2019.

Fabian Pedregosa, Gagl Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion,
Olivier Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vincent Dubourg, et al. Scikit-
learn: Machine learning in python. the Journal of machine Learning research, 12:2825-2830,
2011.

Pauli Virtanen, Ralf Gommers, Travis E Oliphant, Matt Haberland, Tyler Reddy, David Courna-
peau, Evgeni Burovski, Pearu Peterson, Warren Weckesser, Jonathan Bright, et al. Scipy 1.0:
fundamental algorithms for scientific computing in python. Nature methods, 17(3):261-272,
2020.

Martin Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey Dean, Matthieu
Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, et al. {TensorFlow}: a system for
{Large-Scale} machine learning. In 12th USENIX symposium on operating systems design and
implementation (OSDI 16), pages 265-283, 2016.

Simanto Saha and Mathias Baumert. Intra-and inter-subject variability in eeg-based sensorimotor
brain computer interface: a review. Frontiers in computational neuroscience, 13:87, 2020.

Lichao Xu, Minpeng Xu, Yufeng Ke, Xingwei An, Shuang Liu, and Dong Ming. Cross-dataset
variability problem in eeg decoding with deep learning. Frontiers in human neuroscience,
14:103, 2020.

Erin Gibson, Nancy J Lobaugh, Steve Joordens, and Anthony R MclIntosh. Eeg variability:
Task-driven or subject-driven signal of interest? Neurolmage, 252:119034, 2022.

Xiao Zhang and Dongrui Wu. On the vulnerability of cnn classifiers in eeg-based bcis. IEEE
transactions on neural systems and rehabilitation engineering, 27(5):814-825, 2019.

12



A XBrainLab core packages

XBrainLab is completely written in Python. In this section we list the foundational packages for our
software in alphabetical order with short narrations and their usage in XBrainLab. All packages are
open-source.

Captum Captum [38]] is a model interpretability and understanding library under the PyTorch
framework, implemented several widely-recognized explanation methods. The post-hoc interpretation
part of XBrainLab will be depending on Captum to do the heavy lifting.

matplotlib Matplotlib [52] is designed for data visualization in Python. All 2d figures in XBrainLab
is plotted by matplotlib and shares its figure viewing and I/O features.

MNE-Python MNE-Python [24] is a widely-used library specialized in MEG/EEG analysis. In
XBrainLab, we utilize MNE for the data loading, preprocessing modules and 2d topological map
visualization; the 3d human head and brain mesh objects were retrieved from MNE source code.

NumPy Numpy [53] is the primary library for numeric multi dimensional array manipulation
in Python. XBrainLab heavily employs NumPy for self-defined structure elements as well as
intermediate data container at all scales.

PyVista PyVista [54] is a Python translation of the open-source, C++ based Visualization Toolkit
(VTK) software. PyVista is bound with 3d topological map visualization in XBrainLab, such as the
construction of interactive window, 3d objects display and mesh generation.

PyTorch Pytorch [55] is a deep-learning framework adheres to simple pythonic code writing and
high performance, with an active user and developer community. We choose PyTorch as the backbone
DL framework for its accessibility for researchers with different levels of Python proficiency.

Scikit-Learn Scikit-learn [56] is a Python package with extensive machine learning methods. The
AUROC curve metric in XBrainLab were implemented through Scikit-Learn built-in functions.

SciPy SciPy [57] is a scientific computing library commonly used for matrices operation or signal
processing. XBrainLab time-frequency spectrograms are computed by SciPy’s short time fourier
transform (STFT) function.

tkinter Tkinter[]_-]is a lightweight GUI building framework. All GUI features such as interactive
widgets, window generation/destruction and actions with callback functions are actualized by tkinter.

torchinfo TorchinfoE]is a PyTorch supplementary package works similar to the model . summary ()
feature in Tensorflow [58]], showing an informative chunk of text contain model structure, size and
amount of learnable parameters. A torchinfo object will be generated as soon as a model is evaluated
in XBrainLab.

B XBrainLab Modules

In this section a more detailed and function-driven description of XBrainLab is provided, with a
series of example screenshots.

B.1 Data import

Supported import file formats XBrainLab includes EEG device output (.edf, .edf+, .gdf and .cnt),
EEG toolbox result (.set) and numeric files (.npy, .npz, .mat). The first two types usually contain
sufficient information about the recording, and for the numeric files users need to enter the missing

'Tkinter documention: https://docs.python.org/3/library/tkinter.htm]
2torchinfo GitHub repository: https://github.com/TylerYep/torchinfo
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information manually (figure8p). For all formats alike, subject and session information are often
associated with filename, in XBrainLab users can choose to specify the filename template in regular
expression to let the software automatically parse subject and session or fill in by hand. To address
common scenario that original event markers in file are not in the expression the researchers would
like to use in the following analysis, XBrainLab supports loading 1D event label list or 2D event
array in MNE expression from .txt or .mat files.

B.2 Data preprocessing

Preprocessing module in XBrainLab covers basic EEG signal processing such as normalizing,
resampling, filtering, normalization, epoching, channel selection and event editing. Each function has
a separate pop-up window to take necessary parameters (figure[9} with the current dataset information
and preprocess history displayed in the XBrainLab dashboard. Users can reset all steps upon mistakes.

B.3 Dataset splitting

In experiments, researchers would explore the out-
come of different dataset division mimicking real-life

# vata spitting - x
EEG applications. The variabilities of EEG could e
reside in inter- and intra- subjects/sessions/trials/task Fuos |
[5961], and in XBrainLab we provided subject - D
based, trial based or session based dataset splitting =
to accommodate user demand. Figure [I0] and [TT] p— Dsatle —
shows a radical case of splitting dataset into train- W reiing vaidation [ Testng e
ing set and test set by session. Before confirming e = |
on the splitting rules, the users can preview the re- [ectm]

sult in a graphical representation (figure|[10). After _ o .
the rules are decided, users can further set the split- [1gure 10:  Dataset splitting module in
ting ratio/number/indices, and inspect the contents of XBrainLab, general split rule setting and pre-
splitted dataset (figure [IT)). All information will be ~V1¢W-

shown in dashboard after splitting operation (figure

[TT).

§ Load data from .edf/.gdf files - o

# select Field - = X
Data type )
& Rew € Enochs Filename: BCIC_S03_T.mat
Data attributes Current Status Select Data key
Filename  Subject  Session  Channels  SamplingRate  Epochs  Events Datasetloaded: 2 Data key: i =
AD3E gdf 3 E 25 250.0 1 yes Loaded type: raw
A03T.gdf 3 T 25 250.0 1 yes 1023 Shapetype:  epoch x channel xtime —
1072
¢ Edit data attribute = 0 X 276 Value shape: (288, 22, 562)
277
Filepath: /lab/outmost/datasets/BCICIV_2a_gdf/A 32766
Event name: 768 Select Event key
Filename: AO3E.gdf # Load events _ o x 783 )
: 769 Event key: y_train —
ST 3 Load file 770
Value shape: (288, 1)
Session: E m . .
Event numbers: 288 772
Channels: 25 =
i 7F|Iename template: Sampling rate qu
Sampling Rate: ~ 250.0 AO(?P <subject>[1-9])(?P<s¢ )
1 tmin 0
| Epochs: 1 2 [_ channel 22
Events: 1023,1072,276,277,32766,7 3 time 562
Delete Load Events 4
Confirm Confirm
(a) (b)

Figure 8: Loading module in XBrainLab. (a) From bottom layer: loaded file overview, selected
file editing, selected file event loading. (b) Loading window with necessary information entries for
numeric files.
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¢ Time Epoch - a] X ¢ Resample - o X # Edit Event Name § seectChamel — O X

Event Nam, Choose Channek
Choose Events: 770,771,783 0,783_1,783_3,769,772,783 2 | Sampling Rate: [125 . RA B
Epoch limit start: 0 78_1,1 G
Epoch limitend: |34 ﬂl . f:
¢ Fittering - o X ’“z -
[™ Do Baseline Removal o
Lower pass-band edge: [0 783 1 RH
T Upper pass-band edge: 34 7832 e
Confirm Confirm ‘ Cancel | Confirm |
,,,,,,,,,,,,,,,,,, L
Dataset Preprocess history Dataset Preprocess history
Type raw Type epochs Filtering 0.0 ~ 38.0
Subject 1 Subject 1 Epoching 0.0 ~ 3.5 by event
i Resample to 125.0
Session 2 Session 2 Update 8 event names
Epochs 2 Epochs 576 [Select 22 Channel
Channel 25 Channel 22
Sample rate  250.0 Samplerate  125.0
tmin (sec) None tmin (sec.) 0.0
duration (sec) None duration (sec) 3.5
Highpass 0.5 Highpass 05
Lowpass  100.0 Lowpass 380
Classes 18 Classes 4

Figure 9: Preprocessing module in XBrainLab. Upper collage: Pop-ups for different preprocessing
methods (layout not in operating order for typesetting reasons). Lower collage: data information and
preprocess history in XBrainLab dashboard.

¢ vatas - Training Scheme
Full Data
Testing

By Session
Number 1

Validation

® Label TG (72) @ Label TG (7 Disable

Figure 11: Dataset splitting module in XBrainLab, ratio setting and result inspection.

B.4 Deep Learning

Neural networks and training configuration XBrainLab has three built-in CNN models, EEGNet,
SCCNet and ShallowFBCSPNet. A model instance can be initialized with custom structural parameter
such as kernel numbers, or load learned parameters from file (figure [I2] upper left). Basic training
configurations are aggregated in a setting window (figure [I2]upper right), users can fill in the blanks
or selected from provided options. The "Checkpoint Epoch" tells how often the user would like to
save a model, for example, 25 means in every 25 training epochs, XBrainLab would save current
model to the output directory. The "Evaluation" option stands for the criterion to select a model
for later visualization and evaluation steps, provided options are: Best validation loss (model with
lowest cross-entropy value on validation set), Best test accuracy (model with highest accuracy on
test set), Best test AUROC curve score (model with highest AUROC score on test set, AUROC score
is computed in one versus rest strategy), Last epoch (model from the last training epoch). "Repeat
Number" specifies the times for repeated experiments. XBrainLab provides "Train" mode or "Test
Only" mode, in the latter one users can evaluate a model without modifying its hyperparameters. The
setting results can be found in the dashboard (figure [T2).

Progress monitor During training, training/validation set accuracy, AUROC score and cross-
entropy value of each epoch are provided in real-time (figure [[3p). After training, the users can
observe the trend of accuracy, AUROC score, cross-entropy loss value and learning rate overtime in
curve plots (figure [[3p). XBrainLab dashboard shows the numbers of finished training epochs; in the
"Test Only" mode, the same text frame shows if model inference is complete.
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' Model Selection - [m} X § Training Setting = (] X

model: EEGNet — | Epoch }500
32

Batch size

~model t
UL Learning rate ‘1e-3
parm value . .
. 8 Optimizer Adam (betas=[0.9, 0.999], eps=1e-08, weight_decay=0.001) set
1
2 16 device 0 - NVIDIA GeForce RTX 3050 Ti Laptop GPU set
D 2 Output Directory C:/DISK/lab set
CheckPoint epoch 25
Evaluation Best validation loss —
Pretrained weight: load Repeat Number |1
Confirm | Confirm
Training Setting Training Setting
Epoch Notset Epoch 500
Batchsize Notset Batch size 32
Learning rate  Not set Learning rate 0.001
Optimizer Not set Optimizer Adam (betas=[0.9, 0.999], eps=1e-08, weight_decay=0.001)
device Notset |:> device 0 - NVIDIA GeForce RTX 3050 Ti Laptop GPU
Output Directory  Not set Output Directory C:/DISK/lab
CheckPoint epoch  Not set CheckPoint epoch 25
Evaluation Not set Evaluation Best validation loss
Repeat Number Not set Repeat Number 1
Model Not set Model EEGNet (F1=8, F2=16, D=2)

Figure 12: Deep Learning module in XBrainLab, model and training configuration.

Training Status Training Status
Plan name training trials validation tri. testing trials  Progress Planname training trials validation tri. testing trials ~ Progress
0-Group_0 231 57 288 0/500 : 0-Group_0 231 57 288 500 /500
§ Training Manager - o X
Plot
Plan name Status Epoch Ir loss acc val_loss val_acc
0-Group 0 Training Repeat 4 0001 1 3 21 2456140350877
Now training: 0-Group_0

start | stop

(b)

Figure 13: Deep Learning module in XBrainLab. (a) Training progress monitor and dashboard status.
(b) Learning trends, only loss and accuracy curves are shown here as example.
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(@ (b)
Figure 14: Evaluation module in XBrainLab. (a) Metric tables of all repeats.(b) Exported raw output.

B.5 Result and analysis

Model evaluation After completing "Train" mode model training or "Test Only" mode model
evaluating, XBrainLab has obtainable confusion matrix and several metrics: accuracy, AUC score and
Cohen’s kappa coefficient, from the model satisfying the criterion determined in training configuration
setting (Secion A.4) on the test set. The metrics are presented in tables (figure Eh), each row is
computed from one model in a repeat, the average over repeats is calculated as well. To enable the
researchers to use different metrics to evaluate their model, raw outputs can be exported in .csv format

(figure [T4p).

Post-hoc interpretation The visualization

module in XBrainLab currently provides Table 2: XBrainLab Visualization options.
saliency map interpretation plotted in different

representations. Saliency map is the gradient Time Frequency
values calculated by back-propagating the out- domain domain

put of a set of data, commonly believed to show
relative importance of each datapoint. The avail- Real ~Absolute  Absolute
able representations includes "channel-time", channel-time / Vv Vv

"2d topological map" and "3d interactive topo-  2d topomap Vv Vv Vv
logical map", with the option to show time do-  3d topomap Vv

main or frequency domain values as listed in
table[2l "Channel-time" could be used to com-
pare the level of activation between time points; "2d topological map" projects a sets of values on 2d
electrode positions, and is widely used to examine spatial relations in brain studies; "3d topological
map" is projecting values onto a 3d interactive model, which should make the association of electrode
position and brain regions more intuitive, and in 3d plotting users can observe the change across time
using time selector. More figures can be found in Section 4 in main text and Section B in appendix.

B.6 Scripting

The generated script comes in three types: "command", "ui" and "all". "Command" scripts records
functional operations and defined parameters when the user was interacting with the GUI, "ui" scripts
is independent from XBrainLab functions and records where new plotting windows were opened, and
"all" is the combined script of the previous two. To show XBrainLab GUI dashboard after running a
"command" script, the user needs to add XBrainLab_instance.show_ui() to the last line, from
which the new GUI will be automatically filled with operations done in the code script.

B.7 Custom extensions
The code structure of XBrainLab are innately designed for easy modification with custom add-ons

or plugins. As long as the new script takes/provides matching arguments to the ones in the same
hierarchy, the master modules can automatically accustom the added functions. Current limitation
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(a) (b) ()

Figure 15: Training monitor over all training epochs from the case studies. Row 1: cross-entropy
loss. Row 2: AUC score. Row 3: accuracy. Row 4: learing rate. (a) MI dataset. (b) ERN dataset. (c)
SSVEP dataset.

is seating on that the user still needs to write their own codes for the GUI when adding a more
fundamental module and wish to reach the added functions through the dashboard.

C Additional figures of case studies

In this section we provide the exhibition and discussion about additional graphical results from the
case studies.

Training progress monitor Figure[T3]illustrates the loss, AUROC score, accuracy and learning
rate of the case studies. The general trend of dropping loss value, increasing accuracy/AUROC curve
can be viewed as the model did learn about the feature distribution in the training data. Our case
studies were set with static learning rates. Notably, the values for validation set and test set in each
epoch is computed after updating the hyperparameters once with the training set, hence the values
can not be read as "random guess" result by the model at the beginning of a training round.

Motor Imagery Figure [I6] supplements the case study on MI dataset. Fig. [I6b and [I6h are
saliency maps with and without taking absolute values, from these figures we obtain similar inference
as in section 4.1 regarding the MI spatial features. The faint concentration of extreme values on
the time samples does not bear much resemblance to SOTA DL model interpretation results [39]]
even if the time scale is aligned. Nevertheless, the DL model and data segments are not identical,
it’ll be safer to say that the model in analysis may have deemed the densely colored parts are
relatively more important toward the model’s final decision in the inference data set. For time-
frequency spectrogram topological representation (figure [T6d), the figure only states frequency
pattern exist in some electrodes; spectrogram in time-frequency representation harboured more
commonly acknowledged information such as prominent EEG rhythms and their surfacing times,
thus it’s suggested to take both representations into account simultaneously when reasoning with the
visualization results.

Event Related Potential The confusion matrix of our case study on ERN dataset is unsurprisingly
biased [T7] showing classification result leaning into "correct” due to severe class imbalance in
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Figure 16: Additional interpretations of MI dataset. (a) Saliency map without taking absolute values.
(b) Saliency map taking absolute values. (c) Saliency topological map without taking absolute values.
(d) Saliency map time-frequency spectrogram value of each electrode averaging over trials and
timesamples, plotted as topological map.

the dataset [39]]. Figure [I§] supplements the case study on ERN dataset, the additional model
visualizations support the discussion on temporal and spatial activations in section 4.2. The time-
frequency spectrogram shows pattern in low frequencies, which is in line with the time-frequency
spectrograms of the original data plotted in literature [62].

Steady State Visual Evoked Potential Figure |19 supplements
the case study on SSVEP dataset. A complete set of topological
map in 2d and 3d are exhibited here, directly showing the previous
observations on saliency map features and their association with
occipital lobe.

D Limitation

Errors occur by happenstance when executing XBrainLab on some
machines with macOS. It’s currently unclear this problem is induced
by specific type of processor, version of operating system or other
factors. However, in our own tests and private release of earlier
versions to controlled users, XBrainLab runs smoothly on Windows
and Linux.

Figure 17: Confusion matrix
on ERN dataset.
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Figure 18: Additional interpretations of ERN dataset. (a)

(©)
Figure 19: Additional interpretations of SSVEP dataset. (a)
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