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Abstract001

Speech large language models (LLMs) have002
emerged as a prominent research focus in003
speech processing. In this work, we introduce004
VocalNet, a series of high-performance speech005
LLMs featuring a scalable and model-agnostic006
training framework as well as a novel multi-007
token prediction (MTP) paradigm for speech008
generation. We first propose an efficient two-009
stage training framework that enables LLMs to010
acquire real-time speech interaction capabili-011
ties. Through extensive experiments on various012
training configurations, we ensure both sim-013
plicity and effectiveness in the training strat-014
egy. Furthermore, inspired by advances in lan-015
guage modeling, we introduce MTP into the016
domain of speech LLMs—an alternative to tra-017
ditional next-token prediction (NTP)—which018
enables the model to predict multiple future to-019
kens at each step. Through systematic analysis020
and improved implementation, we show that021
MTP not only accelerates inference speed but022
also significantly enhances speech quality. Ex-023
perimental results demonstrate that VocalNet024
achieves performance comparable to state-of-025
the-art Omni LLMs while outperforming exist-026
ing open-source speech LLMs, despite using027
limited training data.028

1 Introduction029

The evolution of speech interaction systems has030

progressed from traditional cascade architectures031

to modern end-to-end approaches. While conven-032

tional systems employ separate modules for auto-033

matic speech recognition (ASR), large language034

model (LLM), and text-to-speech (TTS) (Shen035

et al., 2023; Huang et al., 2024; An et al., 2024),036

these pipeline systems suffer from latency accumu-037

lation and information degradation. Recent break-038

throughs like GPT-4o (OpenAI, 2024) have demon-039

strated the superior potential of end-to-end speech040

LLMs that process audio inputs and outputs di-041

rectly within a unified framework, enabling more042

natural and responsive voice interactions.043

Current speech LLMs can be broadly catego- 044

rized into two paradigms (Chen et al., 2025). Na- 045

tive multimodal models like Mini-Omni (Xie and 046

Wu, 2024) and Moshi (Défossez et al., 2024) em- 047

ploy a decoder-only Transformer for joint text and 048

speech processing, but require massive pretraining 049

data and face catastrophic forgetting issues. In con- 050

trast, aligned multimodal models such as LLaMA- 051

Omni (Fang et al., 2024) and Freeze-Omni (Wang 052

et al., 2024) preserve LLM capabilities through 053

separate speech encoders and decoders while re- 054

quiring less training data. Despite notable advances 055

in aligned multimodal speech LLMs, two critical 056

challenges severely limit their widespread adoption 057

and real-world deployment. 058

First, the design of training frameworks for 059

aligned models remains underdeveloped and ex- 060

cessively complex. Systems like Freeze-Omni and 061

MinMo (Chen et al., 2025) employ complex multi- 062

stage training procedures whose empirical benefits 063

are unclear, introducing computational overhead 064

and reproducibility challenges. This complexity 065

not only slows down research progress but also 066

raises barriers for practical scalability and indus- 067

trial application. Second, the prevailing autoregres- 068

sive next-token prediction (NTP) paradigm (Zeng 069

et al., 2024; Xu et al., 2025) inherently constrains 070

both the efficiency and quality of speech genera- 071

tion. Its sequential token-by-token generation leads 072

to inference latency, incompatible with real-time 073

or large-scale scenarios. More critically, NTP’s 074

token-level granularity is poorly aligned with the 075

hierarchical structure of speech, since meaningful 076

acoustic units like phonemes or syllables typically 077

span multiple tokens. This structural mismatch un- 078

dermines model training efficiency and directly im- 079

pacts the naturalness and intelligibility of generated 080

speech. Although non-autoregressive alternatives 081

using CTC loss (Fang et al., 2024; Luo et al., 2025) 082

offer accelerated generation, they typically do so at 083

a substantial cost to output fidelity, failing to fully 084
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resolve the limitations posed by NTP. Addressing085

these fundamental challenges is essential to unlock-086

ing the full potential of speech LLMs in practical,087

high-impact applications.088

Therefore, this paper introduces VocalNet, a089

breakthrough in speech LLMs that simultaneously090

addresses training efficiency and improve speech091

generation through two key innovations. First, we092

propose a scalable, LLM-agnostic two-stage train-093

ing framework designed to efficiently equip LLMs094

with real-time speech interaction capabilities using095

limited data. We experimentally investigated var-096

ious configurations for this framework, including097

the necessity of pretraining stages and comparing098

the performance of single-stage versus two-stage099

training. Based on these experimental results, we100

established a streamlined two-stage training frame-101

work that maintains effectiveness while preserving102

simplicity. Furthermore, aiming to simultaneously103

enhance generation speed and speech quality, and104

inspired by recent advances in language model-105

ing (Qi et al., 2020; Gloeckle et al., 2024; Cai106

et al., 2024), we explore the potential of multi-107

token prediction (MTP) in the context of speech108

LLMs. Through careful analysis of the impact109

of MTP on speech generation, we identify limita-110

tions in existing approaches and propose a more111

effective implementation specifically for speech112

LLMs. Our findings demonstrate that, even with113

limited training data, this MTP method not only114

accelerates generation speed but also significantly115

improving speech quality (~50% WER reduction)116

compared to conventional NTP. Leveraging the pro-117

posed training framework and MTP method, we118

successfully trained VocalNet-1B and VocalNet-8B.119

Experimental results demonstrate that VocalNet-1B120

significantly outperforms existing speech LLMs of121

comparable parameter size. VocalNet-8B achieves122

performance on par with advanced Omni LLMs123

like MiniCPM-o (Yao et al., 2024) and Qwen2.5-124

Omni (Xu et al., 2025), despite utilizing consid-125

erably less training data. Moreover, VocalNet-8B126

markedly surpasses previous open-source speech127

LLMs such as Freeze-Omni (Wang et al., 2024).128

Our key contributions are as follows:129

• Effective Training Framework for Speech130

LLMs. We propose a scalable and model-131

agnostic training framework that efficiently132

integrates speech understanding and genera-133

tion capabilities into LLMs through the incor-134

poration of a speech encoder and decoder.135

• Multi-Token Prediction (MTP): A 136

Paradigm Shift for Enhanced Speech 137

Generation. We identify inefficiencies in 138

standard next-token prediction (NTP) for 139

speech generation and propose multi-token 140

prediction (MTP) as a novel paradigm 141

for autoregressive speech modeling. Our 142

optimized MTP implementation not only 143

accelerates inference but also improves output 144

quality, offering new insights into efficient 145

speech generation. 146

• High-Performance Speech LLMs: Vocal- 147

Net Models. Leveraging the proposed train- 148

ing framework and MTP method, we develop 149

high-performance speech LLMs—VocalNet. 150

Experimental results show their strong per- 151

formance in voice interaction tasks even with 152

limited training data, demonstrating the effec- 153

tiveness and efficiency of our approach. 154

2 VocalNet 155

2.1 Model Architecture 156

The model architecture of VocalNet is illustrated in 157

Figure 1. Align with prior work, VocalNet consists 158

of a speech encoder to convert waves into speech 159

representations, a LLM backbone and a speech de- 160

coder for speech tokens generation. A downsample 161

adaptor is added after the speech encoder to achieve 162

a lower frame rate, and a speech projector to bridge 163

the dimension gap between the LLM hidden state 164

and decoder inputs. The generated speech token 165

is sent to the speech vocoder, in which the cor- 166

responding speech response is constructed. This 167

architecture effectively preserves the capabilities 168

inherent in the LLM, thus significantly reducing the 169

data requirement for training compared with native 170

multimodal models. In the following statement, 171

xs refers to the raw speech query, yt represents 172

the generated text response and ys stands for the 173

speech response. 174

Speech Query Encoding The speech encoder 175

E processes the input speech query xs to pro- 176

duce a high-level representation z with length l: 177

z = E(xs) = (z0, z1, ..., zl), which encapsulates 178

rich semantic information. After that, the down- 179

sample adaptor transforms the speech feature z 180

into semantic-condensed embedding with a lower 181

frame rate. Through a concatenation-based projec- 182

tion module, it reduces the sequence length by a 183
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Figure 1: On the left: The architecture of the VocalNet model. On the right: A depiction of VocalNet’s dual-stage
training strategy.

factor of k, yielding z′, and applies linear transfor-184

mations with ReLU to generate zo, which will be185

fed into the LLM backbone, as expressed in186

z′
i = Concat(zir, zir+1, . . . , z(i+1)r−1)

zo = W2(ReLU(W1z
′ + b1)) + b2

(1)187

where W1 and W2 are weight matrices, b1 and188

b2 are bias vectors.189

LLM The LLM functions as the core module,190

processing the compressed representation zo to ex-191

tract linguistic and contextual information, yielding192

hidden states hLLM . These states enable the gener-193

ation of the corresponding textual response yt and194

are essential in speech generation.195

Speech Response Generation The speech de-196

coder need to model both the LLM hidden states197

hLLM and the speech embedding simultaneously,198

but the spaces represented by these two are typ-199

ically different (Wang et al., 2024). To address200

this space gap, we use a speech projector that201

transforms hLLM into vLLM . The speech de-202

coder then utilizes these vectors to autoregressively203

generate a sequence of discrete speech tokens s.204

Finally, a pre-trained speech vocoder, incorporat-205

ing a chunk-aware flow matching model derived206

from CosyVoice2 (Du et al., 2024) along with Hi-207

fiGAN (Kong et al., 2020), constructs the mel-208

spectrogram from the speech tokens s and then209

synthesizes the speech waveform response ys. Vo-210

calNet also supports streaming speech generation;211

the detailed implementation is described in Ap- 212

pendix B. 213

2.2 Training Strategy 214

We adopt a dual-stage training strategy (see the 215

right part of Figure 1), consisting of Multi-Modal 216

Alignment and Generative Supervised Fine-Tuning, 217

following the categorization in (Ji et al., 2024). In 218

the first stage, VocalNet is trained on speech-to- 219

text tasks (xs −→ yt). The speech encoder is kept 220

frozen to preserve its speech representation capa- 221

bility, while the downsample adaptor is updated to 222

align speech and text features. The LLM backbone 223

is fine-tuned using LoRA to enhance multi-modal 224

understanding, without compromising its original 225

knowledge and reasoning abilities. A cross-entropy 226

loss on text tokens is used to guide learning. In 227

the second stage, VocalNet is trained on speech- 228

to-speech tasks (xs −→ ys). Most model com- 229

ponents are frozen, and only the speech projector 230

and speech decoder are updated to generate high- 231

quality speech tokens s that match the ground-truth 232

response ys. A cross-entropy loss on speech tokens 233

is applied for training. 234

Our staged training approach decomposes the 235

task into two manageable steps, allowing for a more 236

stable and controlled training process. While our 237

framework could support training both speech un- 238

derstanding and generation within a single stage, 239

our experiments reveal that single-stage training 240

negatively impacts the performance of speech 241
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LLMs in spoken QA, without offering clear ad-242

vantages over the two-stage approach in terms of243

speech generation quality. Moreover, we find that244

pretraining with separate ASR and TTS tasks does245

not yield significant performance improvements,246

yet introduces additional computational costs. As a247

result, our framework excludes any dedicated pre-248

training stages. We provide a detailed discussion249

of various training framework configurations and250

their experimental results in Section 5.2.251

3 Multi-Token Prediction for Speech252

Generation253

3.1 Motivation254

Current speech LLMs predominantly adopt next-255

token prediction (NTP) within an autoregressive256

(AR) framework (Fang et al., 2024; Wang et al.,257

2024), generating speech token-by-token. While258

this approach has achieved notable success, it faces259

several fundamental limitations due to the unique260

characteristics of speech signals, suggesting that261

NTP may not be the most efficient or optimal262

strategy for speech generation. First, speech to-263

kens exhibit a much higher temporal resolution264

(~25Hz (Du et al., 2024)) compared to text tokens265

(~3Hz (Li et al., 2025a; Défossez et al., 2024)),266

resulting in significantly longer sequences. The267

sequential nature of NTP—predicting one token268

at a time—inherently limits generation speed and269

introduces latency, which poses a major challenge270

for real-time voice interaction systems. Addition-271

ally, human speech exhibits a hierarchical acoustic-272

semantic structure encompassing phonemes, sylla-273

bles, and prosody, operating over timescales longer274

than individual speech tokens (e.g., 40ms segments275

in CosyVoice2 (Du et al., 2024)). Unlike text to-276

kens, which correspond to discrete semantic units,277

speech tokens often lack independent meaning and278

must be jointly modeled to capture linguistically279

coherent patterns. The myopic focus of NTP on280

predicting single tokens struggles to learn such281

inter-token dependencies—particularly under lim-282

ited training data—leading to suboptimal modeling283

of the rich temporal dynamics inherent in speech.284

Inspired by recent advances in LLMs (Gloeckle285

et al., 2024; Li et al., 2024; Cai et al., 2024), we286

introduce multi-token prediction (MTP) for speech287

generation. MTP addresses the limitations dis-288

cussed above by modeling the joint distribution289

of multiple tokens, thereby compressing sequence290

generation into fewer steps. This leads to two key291

benefits: significantly reduced inference steps for 292

faster generation, and improved modeling of long- 293

range dependencies and speech’s hierarchical struc- 294

ture. As a result, MTP enhances both efficiency 295

and output quality, offering a promising direction 296

for speech generation. In the following section, 297

we first analyze the limitations of previous related 298

MTP approaches and then present a novel imple- 299

mentation that is both simple in design and highly 300

effective for speech generation. 301

3.2 Implementation of MTP 302

Group Modeling Method To accelerate speech 303

token generation, prior work has employed the 304

Group Modeling method (Chen et al., 2024; Zhang 305

et al., 2024b) to enable multi-token prediction, 306

as illustrated in Figure 2(a). This approach di- 307

vides the speech token sequence into fixed-size 308

groups, merges tokens within each group into a 309

single embedding, and processes these embeddings 310

through the backbone. A decomposition layer 311

then reconstructs the original tokens from each 312

group embedding. SLAM-Omni (Chen et al., 2024) 313

uses a linear layer for decomposition, while In- 314

trinsicVoice (Zhang et al., 2024b) employs a non- 315

autoregressive Transformer with learnable queries. 316

However, these methods often degrade speech qual- 317

ity due to information loss and disruption of intra- 318

group temporal dependencies. Moreover, the fixed 319

group size restricts dynamic control over genera- 320

tion speed during inference. 321

MTP Implementation in LLMs Inspired by the 322

implementation of MTP in Gloeckle et al. (2024) 323

and DeepSeek-V3 (Liu et al., 2024), we designed 324

two speech decoder architectures to achieve multi- 325

token prediction: MTP-Parallel-Linear and MTP- 326

DeepSeek. As shown in Figure 2(b), MTP-Parallel- 327

Linear predicts n future tokens in parallel using 328

independent linear heads. While efficient and com- 329

monly used in LLMs, this approach fails to explic- 330

itly model temporal dependencies among speech 331

tokens—crucial for capturing the continuous and 332

sequential nature of speech. This limitation often 333

results in reduced output coherence, especially as 334

the number of prediction heads increases. 335

In contrast, MTP-DeepSeek generates tokens se- 336

quentially, preserving causal dependencies at each 337

depth (Figure 2(c)). However, during training, this 338

method inputs the ground truth x≤i+k to the k-th 339

MTP module to predict xi+k+1 and computes the 340

loss of a teacher-forced next-step prediction. Con- 341
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Figure 2: Illustration of various accelerate implementations. (a): Group Modeling; (b): MTP-Parallel-Linear; (c):
MTP-DeepSeek; (d): Our MTP implementation.

sequently, this implementation actually optimizes342

the loss function −
∑

x

∑
k log q(xt+k+1|x≤t+k),343

which is essentially the same as the NTP loss. As344

a result, despite enabling multi-token prediction,345

it does not effectively help capture local speech346

patterns or alleviate error accumulation. We fur-347

ther analyze this limitation in Section 5.3 and Ap-348

pendix C.349

Our MTP Implementation Based on our anal-350

ysis of existing MTP methods, we propose a sim-351

ple yet more effective MTP implementation for352

speech LLMs. Given the sequential nature of353

speech and its reliance on temporal coherence,354

our method—illustrated in Figure 2(d)—employs355

N − 1 sequential Transformer layers as MTP mod-356

ules to predict N future speech tokens in a sin-357

gle step, while preserving causal dependencies be-358

tween them. Unlike MTP-DeepSeek, our approach359

uses previously computed hidden states instead of360

ground-truth tokens as input. Let h0
1:(Lt+t) denote361

the initial hidden state generated by the speech de-362

coder backbone, conditioned on the vLLM and t363

history tokens. This state is sequentially passed364

through N − 1 MTP modules:365

hk
1:(Lt+t) = MTPk(h

k−1
1:(Lt+t)) (2)366

where hk
1:(Lt+t) represents the hidden state output 367

of the k-th MTP module. This layer-wise prop- 368

agation preserves the causal dependencies of the 369

speech sequence. The resulting N hidden states 370

at index Lt + t, h0
Lt+t,h

1
Lt+t, . . . ,h

N−1
Lt+t, are then 371

fed into N independent output heads to produce 372

token predictions: 373

pkt+k+1 = OutHeadk(h
k
Lt+t)

= Lineark(RMSNorm(hk
Lt+t))

(3) 374

where k ∈ {0, 1, . . . , N − 1}, and pkt+k+1 denotes 375

the predicted probability distribution for the (t + 376

k + 1)-th token. 377

To train this architecture, we minimize the pre- 378

diction error across all depths of the MTP modules. 379

Specifically, the loss is defined as a weighted aver- 380

age of cross-entropy losses from each output head: 381

Lmtp =
N−1∑
k=0

λk CE(pkk+1:Ls
, sk+1:Ls) (4) 382

where Ls is the total speech sequence length, CE(·) 383

denotes the cross-entropy loss, and sk+1:Ls de- 384

notes the ground-truth tokens from index k + 1 385

to Ls. Here, the decay factor λ ∈ (0, 1) con- 386

trols the importance of predictions at different 387
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depths of the MTP modules. Specifically, it assigns388

higher weights λk to the losses from earlier layers389

(smaller k), as these layers typically produce more390

reliable and immediate predictions. Conversely,391

losses from deeper layers (larger k), which tend392

to have higher uncertainty, receive progressively393

lower weights λk. This prioritizes short-term ac-394

curacy while still leveraging long-range context395

modeling.396

4 Experiments Setup397

4.1 Datasets398

The training data for VocalNet combines399

VoiceAssistant-400K from Mini-Omni and400

UltraChat from SLAM-Omni (Xie and Wu, 2024;401

Chen et al., 2024). VoiceAssistant-400K contains402

approximately 470K samples generated by403

GPT-4o; after removing instances with overly long404

responses, we retain 430K query-response pairs.405

For UltraChat, we split multi-round dialogues into406

single rounds due to missing initial turns and weak407

contextual links, resulting in approximately 300K408

samples. Speech responses for both datasets are409

synthesized using CosyVoice2-0.5B (Du et al.,410

2024). In total, VocalNet is trained on 730K411

examples, corresponding to approximately 6,000412

hours of speech—substantially less than other413

advanced models such as Baichuan-Omni-1.5414

(887K hours of multi-modal pretraining) and415

Minmo (around 1.4M hours).416

4.2 Model Configuration417

We propose VocalNet-1B and VocalNet-8B built418

upon LLaMA-3.2-1B-Instruct 1 and LLaMA-3.1-419

8B-Instruct 2 respectively. Both models employ420

Whisper-large-v3 (Radford et al., 2023) as the421

speech encoder, and use the flow-matching model422

and HiFi-GAN vocoder from CosyVoice2 for423

speech synthesis. A two-layer linear downsam-424

ple adaptor reduces feature dimension with a factor425

of 5. The speech projector consists of two LLaMA426

decoder layers, while the speech decoder contains427

four. Each MTP module is implemented with a428

single LLaMA decoder layer followed by a linear429

output head.430

1https://huggingface.co/meta-llama/Llama-3.
2-1B-Instruct

2https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

4.3 Training and Evaluation Details 431

VocalNet is trained in two stages: the first focuses 432

on the downsample adaptor and LLM, while the 433

second trains the speech projector and decoder. 434

Both stages use a learning rate of 2 × 10−4 with 435

cosine annealing and a warmup ratio of 0.03. All 436

experiments are conducted on A100 GPUs. 437

To evaluate the capabilities of voice interac- 438

tion, we utilize the English subsets from OpenAu- 439

dioBench (Li et al., 2025b), including AlpacaE- 440

val (Li et al., 2023), LLaMA Questions (Nachmani 441

et al., 2023), TriviaQA (Joshi et al., 2017), and 442

Web Questions (Berant et al., 2013). For the eval- 443

uation process, we employ Qwen-max 3 to score 444

and determine the correctness of responses. All 445

scores are scaled and normalized to a range of 0 to 446

10. Further details are provided in Appendix E. 447

Furthermore, we employ two metrics to evaluate 448

the quality of the generated speech. To assess the 449

overall speech quality, we use the UTMOS (Saeki 450

et al., 2022) to predict mean opinion scores (MOS). 451

To assess the alignment between speech and text 452

responses, we transcribe the speech by Whisper- 453

large-v3 (Radford et al., 2023) and compute the 454

word error rate (WER) between the transcription 455

and the corresponding text response. 456

5 Experiments Results 457

5.1 Overall Result 458

Table 1 presents the performance of VocalNet in 459

voice assistant scenario compared to other main- 460

stream speech LLMs and omni LLMs. For all eval- 461

uated models, we input speech queries and require 462

the models to generate both speech and text re- 463

sponses simultaneously, which are then assessed 464

separately. For the s → t modality, we evaluate the 465

text response directly, while for the s → s modal- 466

ity, we first transcribe the speech response using 467

Whisper-large-v3 before conducting the evaluation. 468

For small-scale speech LLMs (LLM size ≤ 469

1B), VocalNet-1B significantly outperforms Mini- 470

Omni and SLAM-Omni, both based on Qwen2- 471

0.5B. Despite having roughly twice the parameter 472

count, VocalNet-1B achieves substantial improve- 473

ments—for instance, 71.7% accuracy on LLaMA 474

Questions, compared to 2.7% and 29.4% for Mini- 475

Omni and SLAM-Omni respectively. Notably, 476

VocalNet-1B even surpasses several base-sized 477

models (∼8B) on specific subsets. On AlpacaE- 478

3https://qwenlm.github.io/blog/qwen2.5-max/
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Model LLM size Modality AlpacaEval LLaMA Q. TriviaQA Web Q. Avg. Score

Mini-Omni 0.5B
s→t 1.84 0.27 0.12 0.22 0.61
s→s 1.80 0.27 0.08 0.20 0.59

SLAM-Omni 0.5B
s→t 3.50 2.94 0.39 0.84 1.92
s→s 3.01 2.67 0.34 0.69 1.68

VocalNet-1B 1B
s→t 5.79 7.17 3.60 5.16 5.43
s→s 5.03 6.37 3.06 4.68 4.79

LLaMA-Omni 8B
s→t 5.31 6.97 4.44 5.44 5.54
s→s 3.89 5.51 2.44 4.00 3.96

Freeze-Omni 7B
s→t 4.51 7.77 5.32 6.41 6.00
s→s 2.99 6.02 3.53 4.78 4.33

GLM-4-Voice 9B
s→t 5.86 7.74 4.95 5.56 6.03
s→s 5.27 6.43 4.63 5.40 5.43

Baichuan-Omni-1.5 7B
s→t 5.20 7.76 5.72 6.12 6.20
s→s 4.10 6.12 4.13 5.18 4.88

MiniCPM-o 8B
s→t 6.13 7.72 6.43 7.16 6.86
s→s 4.95 6.58 4.99 6.22 5.69

Qwen2.5-Omni 8B
s→t 6.01 7.90 5.89 6.88 6.67
s→s 5.73 7.63 5.59 6.70 6.41

VocalNet-8B 8B
s→t 7.12 7.95 6.24 6.48 6.95
s→s 6.37 7.31 5.67 6.16 6.38

Table 1: Comparison with different speech LLMs and omni LLMs on OpenAudioBench. Bold indicates the optimal
result in each subgroup.

val, it outperforms LLaMA-Omni, Freeze-Omni,479

and Baichuan-Omni-1.5; on LLaMA Questions, it480

exceeds LLaMA-Omni. VocalNet-8B achieves per-481

formance on par with MiniCPM-o and Qwen2.5-482

Omni, and consistently outperforms other base-483

sized models. It ranks the top two on AlpacaEval,484

LLaMA Questions, and TriviaQA in both s → t485

and s → s modalities. On Web Questions, it places486

third, slightly behind MiniCPM-o and Qwen2.5-487

Omni, demonstrating strong overall performance488

across the evaluated models.489

To assess the quality of generated speech, we490

report the average WER and UTMOS scores.491

As shown in Table 2, VocalNet-1B outperforms492

all other small-scale models across all metrics.493

VocalNet-8B preserves its advantage in speech494

fidelity and achieves the second-lowest WER,495

slightly behind only Qwen2.5-Omni.496

5.2 Training Strategy497

Previous speech LLMs often adopt a multi-stage498

training pipeline that includes ASR and TTS pre-499

training. However, the necessity of these pre-500

training stages has not been sufficiently validated,501

and they introduce additional computational costs.502

To investigate their effectiveness, we conducted503

experiments with and without ASR and TTS pre-504

training. As shown in Table 3, ASR pre-training505

demonstrated minimal impact on model perfor-506

mance, which remained close to that of the model507

Model WER↓ UTMOS↑
Mini-Omni 8.66 4.43

SLAM-Omni 6.17 4.46
VocalNet-1B 5.31 4.49

LLaMA-Omni 15.90 3.96
Freeze-Omni 18.31 4.40
GLM-4-Voice 8.99 4.23

Baichuan-Omni-1.5 22.67 4.35
MiniCPM-o 8.72 4.14

Qwen2.5-Omni 2.63 4.34
VocalNet-8B 3.56 4.49

Table 2: Comparison with different models in generated
speech quality. Bold indicates the optimal result in each
subgroup.

without any pre-training. While TTS pre-training 508

improved multi-modal alignment, evidenced by a 509

lower WER, it substantially degraded the model’s 510

scores on OpenAudioBench, particularly the aver- 511

age score (s2s), which dropped from 5.43 to 4.99. 512

These results suggest that neither ASR nor TTS 513

pre-training provides a substantial improvement to 514

overall model capabilities, while both contribute to 515

computational overhead. Therefore, for simplicity 516

and efficiency, we have removed both stages from 517

our final training framework. 518

We further explore whether the two stages de- 519

scribed in Section 2.2 can be merged into a sin- 520

7



Setting Score(s2t)↑ Score(s2s)↑ WER↓ UTMOS↑
VocalNet-1B 5.43 4.79 5.31 4.49
-w / ASR pre-training 5.48 4.65 6.18 4.49
-w / TTS pre-training 4.99 4.62 4.92 4.50

Table 3: Ablation study on the effect of ASR and TTS
pre-training. s2t denotes s → t and s2s denotes s → s.

gle unified training phase. As shown in Table 4,521

the one-stage approach achieves comparable per-522

formance for VocalNet-1B. Although it leads to a523

slight drop in spoken QA tasks under the s → t524

setting, it yields a marginally lower WER. Consid-525

ering the overall performance in spoken QA tasks526

and greater flexibility for speech generation ex-527

periments in Section 5.3, we ultimately adopt the528

two-stage training framework. More detailed ex-529

perimental setups are provided in Appendix D.530

Setting Score(s2t)↑ Score(s2s)↑ WER↓ UTMOS↑
One-stage 5.21 4.78 5.18 4.48
Two-stage 5.43 4.79 5.31 4.49

Table 4: Performance comparison between one-stage
and two-stage training strategies for VocalNet-1B.

5.3 MTP Implementation531

In this section, we conduct experiments with the532

five MTP implementations discussed in Section 3.2,533

utilizing the LLaMA-3.2-1B-Instruct as the back-534

bone and trained with the VoiceAssistant-400K535

dataset. Results are shown in Table 5. Group-536

linear and Group-Trans denote the group modeling537

approaches employed in SLAM-omni and Intrin-538

sicVoice respectively. We test the group sizes of 3539

and 5. The results show that while group modeling540

can improve the generation speed of speech tokens,541

it leads to a decline compared to NTP. This is es-542

pecially noticeable with a larger group size, where543

both metrics exhibit considerable deterioration.544

For the other MTP implementations, the number545

of tokens predicted per step can be flexibly adjusted546

during inference. In this study, we fix the number547

of MTP modules to 5 during training and evaluate548

performance when predicting 1, 3, and 5 tokens per549

step during inference. For MTP-Parallel-Linear,550

the use of parallel linear layers disrupts the tempo-551

ral dependencies among speech tokens, leading to a552

noticeable degradation in both WER and UTMOS553

as more tokens are predicted per step. This suggests554

that without explicit modeling of inter-token tem-555

poral dependencies, the quality of generated speech556

deteriorates significantly when predicting a larger557

Method G.S. / M.N. Tokens per Step WER↓ UTMOS↑
Baseline(NTP) - 1 10.62 4.488

Group-Linear
3 3 11.50 4.488
5 5 17.61 4.414

Group-Trans
3 3 14.34 4.489
5 5 17.90 4.468

MTP-Parallel-Linear 5
1 8.61 4.492
3 8.00 4.494
5 10.57 4.467

MTP-DeepSeek 5
1 9.14 4.493
3 9.02 4.498
5 18.23 4.488

MTP-VocalNet 5
1 6.84 4.494
3 5.66 4.495
5 6.46 4.486

Table 5: Comparison of different MTP implementations.
G.S.: Group Size; M.N.: MTP Module Number during
Training. Tokens per Step: Number of tokens predicted
per inference step. Bold indicates the best result.

number of tokens simultaneously. Similarly, MTP- 558

DeepSeek exhibits a substantial performance drop 559

when predicting 5 tokens per step. This decline is 560

likely due to the teacher-forcing next-step predic- 561

tion strategy used during training, as discussed in 562

Section 3.2. 563

In contrast to these approaches, our proposed ar- 564

chitecture demonstrates superior performance. No- 565

tably, even when predicting 5 tokens per step, our 566

method maintains a high UTMOS score and an 567

exceptionally low WER. These results strongly val- 568

idate the effectiveness of our MTP implementation, 569

as it successfully addresses the limitations observed 570

in previous methods. We attribute the improve- 571

ments in speech generation brought by the MTP 572

paradigm to two key factors: reduced error accu- 573

mulation in autoregressive modeling and enhanced 574

modeling of local speech patterns and temporal de- 575

pendencies. A detailed analysis and validation of 576

these aspects are provided in Appendix C. 577

6 Conclusion 578

We present VocalNet, a series of advanced speech 579

LLMs overcoming key efficiency and quality 580

challenges through two innovations. First, a 581

streamlined two-stage training efficiently integrates 582

speech capabilities into pre-trained LLMs. Sec- 583

ond, multi-token prediction (MTP) offers a supe- 584

rior alternative to autoregressive speech genera- 585

tion, achieving faster inference and enhanced qual- 586

ity. Experiments show VocalNet rivals leading 587

Omni models (e.g., MiniCPM-o, Qwen2.5-Omni) 588

on OpenAudioBench and markedly surpasses prior 589

open-source speech LLMs in speech quality. These 590

results affirm the efficacy of our methodology for 591

developing high-performance speech LLMs. 592
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Limitations593

Our work has the following limitations. First,594

although VocalNet achieves strong performance595

trained on a limited amount of data, it currently596

lacks the capability for controllable speech genera-597

tion and paralinguistic modeling. As a result, we598

plan to collect and incorporate more high-quality,599

diverse speech data in future work to enhance and600

explore these aspects. Second, VocalNet currently601

relies on the speech tokenizer from CosyVoice2602

as the target for speech tokens. This choice may603

limit the model’s ability in controllable speech gen-604

eration and paralinguistic modeling, as semantic605

speech tokens are used. Furthermore, converting606

these speech tokens into audio requires a flow-607

matching model, which, according to results in608

the Appendix B, is the primary source of latency609

in VocalNet. Therefore, we also identify speech610

token design and further optimization of the speech611

decoder as key directions for future research.612

Ethical Considerations613

All pre-trained models used in this work were ob-614

tained from publicly available sources like Hug-615

gingFace and ModelScope. We strictly adhered to616

the respective license and usage terms associated617

with each model. No models were used outside618

the scope of their intended licenses. The datasets619

employed in our experiments are publicly available620

and were used in compliance with their specified621

licenses. We did not collect or curate any origi-622

nal data for this study. The speech data utilized623

in our experiments were either sourced from pub-624

licly available datasets or synthesized using open-625

source text-to-speech tools based on these datasets.626

Thereby, we minimized potential risks related to627

privacy, consent, and data misuse. By relying on628

established, ethically sourced data and avoiding629

any form of private or sensitive information, we630

ensured that our research adhered to responsible631

AI practices throughout the development and eval-632

uation process.633
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A Related Work841

A.1 End-to-End Speech Interaction System842

End-to-end speech interaction systems have be-843

come a key research focus in the speech processing844

community. As discussed in Chen et al. (2025),845

speech LLMs can be categorized into two types:846

native multimodal models and aligned multimodal847

models. Native multimodal speech LLMs generate848

tokens for both modalities using a unified back-849

bone. These models can be further divided into850

two categories: one type, represented by Mini-851

Omni (Xie and Wu, 2024), Moshi (Défossez et al.,852

2024), PSLM(Mitsui et al., 2024) and SLAM-853

Omni (Chen et al., 2024), adopts a multi-stream854

architecture that simultaneously generates audio855

and text outputs. The other type, including Omni-856

Flatten (Zhang et al., 2024a), GLM-4-Voice (Zeng857

et al., 2024), SpiRit LM (Nguyen et al., 2025) and858

Baichuan-Omni-1.5 (Li et al., 2025b), generates859

interleaved audio and text outputs to handle both 860

modalities. However, these models require large 861

amounts of speech-text pairs for training to avoid 862

catastrophic forgetting. Even using a large amount 863

of training data, their knowledge and reasoning ca- 864

pabilities often fall short compared to similar-sized 865

LLMs. 866

Alternatively, aligned multimodal models intro- 867

duce separate encoders, decoders, and vocoders 868

for speech processing. This architecture has the 869

advantage of preserving the original abilities of 870

LLMs while also generating high-quality speech 871

responses. LLaMA-Omni (Fang et al., 2024) uses a 872

non-autoregressive method based on connectionist 873

temporal classification (CTC) (Graves et al., 2006) 874

for speech generation. Although it offers low la- 875

tency, the quality of the generated speech is rel- 876

atively poor. Freeze-Omni (Wang et al., 2024), 877

MiniCPM-o (OpenBMB, 2025), MinMo (Chen 878

et al., 2025) and VITA-1.5 (Fu et al., 2025) all em- 879

ploy autoregressive speech decoders trained with 880

the next-token prediction task for speech genera- 881

tion. Qwen2.5-Omni (Xu et al., 2025) introduces 882

a dual-track autoregressive Transformer decoder 883

architecture for speech decoding, which enables 884

more natural streaming inference without modify- 885

ing the training process. However, the superiority 886

of this dual-stream framework in speech model- 887

ing still requires further investigation in future re- 888

search. 889

A.2 Multi-token Prediction 890

Multi-token prediction has emerged as an impor- 891

tant advancement in language modeling, offering 892

improvements in sample efficiency, reasoning ca- 893

pabilities, and inference speed. The concept of 894

multi-token prediction was initially explored by Qi 895

et al. (2020), who proposed training models to pre- 896

dict several future tokens in parallel. Building upon 897

this foundation, Gloeckle et al. (2024) introduced a 898

refined architecture that incorporated multiple out- 899

put heads operating over a shared model backbone. 900

Their approach demonstrated that multi-token pre- 901

diction could lead to models that are both better and 902

faster. Furthermore, Cai et al. (2024) proposed a 903

speculative decoding method based on multi-token 904

prediction to accelerate LLM inference. 905

In the context of speech generation, several 906

works have employed group modeling techniques 907

to implement multi-token prediction. SLAM- 908

Omni (Chen et al., 2024) proposes a semantic 909

group modeling approach to accelerate speech to- 910
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ken generation and model training. This method911

partitions the speech token sequence into fixed-912

size groups and uses a linear layer to reconstruct913

each group embedding into multiple speech tokens.914

Similarly, IntrinsicVoice (Zhang et al., 2024b) in-915

troduces GroupFormer, a non-autoregressive Trans-916

former module to perform token reconstruction.917

While group modeling methods can accelerate918

speech generation, they often lead to quality degra-919

dation, particularly as the group size increases.920

B Streaming Speech Decoding921

B.1 Attention Mask Design922

To enable efficient speech decoding in stream-923

ing scenarios while ensuring high-quality non-924

streaming speech decoding, we employ two at-925

tention mask mechanisms tailored for complete926

sequence processing and real-time speech genera-927

tion respectively, inspired by (OpenBMB, 2025).928

During the generative supervised fine-tuning stage,929

these two mask mechanisms are used simultane-930

ously in a batch, allowing the model to flexibly931

adapt to diverse decoding requirements.932

Non-Streaming Attention Mask The non-933

streaming attention mask as shown in Figure 3934

(a), is optimized for scenarios involving the one-935

time processing of complete input sequences. BOS936

and SOS refer to ‘begin of stream’ and ‘switch of937

stream’, two identified special tokens. The yellow938

blocks refer to the attended text positions during939

speech generation, and the blue and red ones are940

the attended positions within the same modality. In941

this mode, the text hidden states vLLM generated942

by the speech projector from hLLM are fully visi-943

ble to themselves, while the attention for the speech944

component adheres to an autoregressive property,945

meaning each speech token si depends solely on946

itself and preceding tokens. Additionally, speech947

tokens si have unrestricted access to the text hidden948

states vLLM , leveraging global contextual informa-949

tion comprehensively.950

Given the text hidden state vLLM ∈ RLt951

with length Lt and the speech hidden state s ∈952

RLs with length Ls, the attention mask A ∈953

{0, 1}(Lt+Ls)×(Lt+Ls) for a single instance is de-954

fined:955

Ai,j =


1 i ≤ Lt

1 i > Lt, i ≥ j

0 otherwise

(5)956

Streaming Attention Mask The streaming atten- 957

tion mask as shown in Figure 3 (b), is specifically 958

designed for real-time speech generation, support- 959

ing the incremental processing of input sequences. 960

In this mode, both the text hidden states vLLM and 961

speech hidden states s are constrained by an autore- 962

gressive mask, permitting access only to preceding 963

positions. 964

Let the speech sequence length Ls be divided 965

into chunks of length Cs, with each along with 966

increased visible real text positions (excluding BOS 967

token) of length Ct. In Figure 3 (b), Cs and Ct is 968

shown as 6 and 3 respectively. The streaming mask 969

is formally defined as follows: 970

Ai,j =



1 i ≤ Lt, i ≥ j

1 i > Lt, i ≥ j > Lt

1 i > Lt, j ≤ min(Lt,

⌈(i− Lt − 1)/Cs⌉ · Ct + 1)

0 otherwise

(6) 971

B.2 Performance Analysis 972

To provide a comprehensive evaluation of Vocal- 973

Net, we conduct both latency analysis and perfor- 974

mance comparison between streaming and non- 975

streaming decoding modes. For speech genera- 976

tion, we measure the latency from receiving the 977

speech input to producing the first chunk of gen- 978

erated speech response. As shown in Table 6, the 979

speech response delay is broken down into four 980

stages: (1) speech query encoding via Whisper, 981

(2) LLM hidden state generation, (3) speech token 982

prediction by the decoder, and (4) waveform con- 983

struction using the vocoder. The latency for the 984

LLM and speech decoder is measured based on 985

generating 5 text tokens(Ct = 5) and 15 speech 986

tokens(Cs = 15), with the MTP decoder predicting 987

3 speech tokens per step. We evaluate the model’s 988

latency on the LLaMA Questions dataset and report 989

the average results. 990

The overall latency of VocalNet-1B and 991

VocalNet-8B is approximately 320 ms and 430 ms, 992

respectively. Notably, over half of this delay stems 993

from the speech vocoder, particularly during the 994

flow-matching model. All measurements are con- 995

ducted on a single L20 GPU. 996

In addition to latency analysis, we compare the 997

model’s performance in both streaming and non- 998

streaming modes, as shown in Table 7. Experimen- 999

tal results indicate that while streaming mode intro- 1000

duces some degradation in multi-modal alignment 1001
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Figure 3: (a) Non-Streaming Attention Mask: vi
LLM attends to itself and all text positions, and si attends to itself,

all text positions, and its previous speech positions; (b) Streaming Attention Mask: vi
LLM attends to itself and its

previous text positions, and si attends to itself, chunk-limited text positions, and its previous speech positions.

Model Speech Encoder (ms) LLM (ms) Speech Decoder (ms) Speech Vocoder (ms) Sum (ms)
VocalNet-1B 35.86 33.95 24.74 225.18 319.73
VocalNet-8B 36.08 126.71 40.02 225.56 428.38

Table 6: Speech generation latency of VocalNet. Experiments are conducted on 1 NVIDIA L20 GPU.

Model Streaming Avg. Score(s2t)↑ Avg. Score(s2s)↑ Avg. WER↓ Avg. UTMOS↑

VocalNet-1B
× 5.43 4.79 5.31 4.49
✓ 5.43 4.70 7.18 4.41

VocalNet-8B
× 6.95 6.38 3.56 4.49
✓ 6.95 6.33 5.95 4.40

Table 7: Comparison of streaming vs. non-streaming
modes in VocalNet.

and speech quality, the impact remains relatively1002

small. Specifically, the average scores of s2s de-1003

crease slightly under streaming (e.g., 4.79 vs. 4.701004

for VocalNet-1B, and 6.38 vs. 6.33 for VocalNet-1005

8B), suggesting that the model maintains strong1006

voice interaction capability even under real-time1007

scenario. Meanwhile, speech quality, as reflected1008

by WER and UTMOS, experiences a moderate1009

drop in streaming mode, but overall performance1010

remains acceptable.1011

C Supplement to Multi-Token Prediction1012

In this section, we provide an in-depth analysis of1013

the role of multi-token prediction (MTP) in speech1014

generation from two perspectives: its effectiveness1015

in mitigating error accumulation and its benefits1016

in helping the model learn local speech character-1017

istics. Furthermore, we conduct ablation studies1018

on the configuration of MTP modules, investigat- 1019

ing how the number of modules impacts overall 1020

performance. 1021

C.1 Analysis of the Impact of MTP in Speech 1022

Generation 1023

C.1.1 Mitigating Error Accumulation 1024

Autoregressive models are commonly trained using 1025

teacher forcing, where the model is provided with 1026

the correct history tokens as input during training. 1027

However, during inference, the model generates 1028

outputs based on the predicted history in the au- 1029

toregressive manner, which leads to the accumula- 1030

tion of errors. In speech generation tasks, we ob- 1031

serve that the multinomial distributions predicted 1032

by our model tend to exhibit a flattened pattern. 1033

Figure 4 illustrates the distribution of maximum 1034

probabilities and entropy values across 70k pre- 1035

dicted speech token distributions from VocalNet- 1036

1B trained with the NTP task. The results show that 1037

the maximum probabilities predominantly cluster 1038

below 0.25, while the entropy values generally ex- 1039

ceed 3. Our observation indicates that most of the 1040

speech predictions contain multiple tokens with 1041
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Figure 4: Distribution of maximum probabilities and entropy values for 70k predicted speech tokens from VocalNet-
1B, trained with the NTP task. Red dashed lines represent the means.

similar probabilities, reflecting high uncertainty in1042

the model’s predictions. This phenomenon con-1043

tributes to the worsening of error accumulation1044

during speech generation. With an MTP loss added1045

to the model training, this issue could be mitigated.1046

The MTP loss is expressed as follows:1047

LMTP = −
∑
x

log q(xt+1:t+K |x≤t),

= −
∑
x

∑
k

log q(xt+k|x≤t),
(7)1048

where q denotes the model’s predictions, t repre-1049

sents the current time step, x refers to the data1050

sample, x≤t denotes the historical sequence up to1051

time t, and K > 1 indicates the number of future1052

steps that need to be predicted.1053

As shown in Equation 7, the MTP loss function1054

compels the model to learn to generate the correct1055

future tokens xt+k based on incomplete history1056

x<t. This strategy allows the model to better han-1057

dle the inherent uncertainty in the autoregressive1058

process, leading to more accurate and robust pre-1059

dictions even when faced with noisy input history.1060

As a result, the model becomes less dependent on1061

perfect target sequences and more resilient to the1062

noise introduced during inference.1063

C.1.2 Effectively Capturing Local Patterns in1064

Speech1065

The MTP loss, by directly learning the joint distri-1066

bution p(xt+1:t+k|x<t) of speech tokens, encour-1067

ages the model to capture short-term temporal re-1068

lationships and understand the underlying local1069

dependencies within speech. In practice, multiple1070

MTP modules can generate predictions for several1071

future tokens based on the hidden state of the final 1072

layer of the speech decoder. This setup enables the 1073

model to anticipate the potential impact of future to- 1074

kens while predicting the current token, effectively 1075

modeling local dependencies between them. 1076

From an information-theoretic perspective, 1077

Gloeckle et al. (2024) demonstrate that in a two- 1078

token prediction setting, the MTP loss increases the 1079

weight of relative mutual information in a loss de- 1080

composition, which aids the model in better captur- 1081

ing the local relationship between adjacent tokens. 1082

Specifically, let p(·) denote the true data distribu- 1083

tion and q(·) represent the densities of the model’s 1084

predictions. Let D(p||q) be the Kullback-Leibler 1085

divergence from q to p, and H(p, q) be the cross- 1086

entropy from q to p. Gloeckle et al. (2024) show 1087

that the NTP loss can be decomposed as: 1088

H(pX , qX) = H(pX|Y , qX|Y )

+ Ip||q(X;Y )
(8) 1089

where X denotes the current token and Y de- 1090

notes the second-next token, with conditioning on 1091

the preceding context C omitted for notational sim- 1092

plicity. The relative mutual information Ip||q(X;Y ) 1093

of X and Y from q relative to p is defined as: 1094

Ip||q(X;Y ) = D(p||qX ⊗ qY )−D(p||q) (9) 1095

Accordingly, the MTP loss can be expressed as: 1096

H(pX , qX) +H(pY , qY ) = H(pX|Y , qX|Y )

+2Ip||q(X;Y ) +H(pY |X , qY |X)
(10) 1097

Here, H(pY |X , qY |X) corresponds to the next- 1098

step NTP loss. Compared to NTP, MTP intro- 1099

duces an additional term H(pY |X , qY |X) and dou- 1100

bles the weight of the relative mutual information 1101
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Module Num Tokens per Step AlpacaEval LLaMA Questions TriviaQA Web Questions Avg
WER UTMOS WER UTMOS WER UTMOS WER UTMOS WER UTMOS

3 1 5.38 4.489 5.24 4.504 7.59 4.500 9.23 4.484 7.79 4.493
3 3.37 4.493 3.95 4.498 5.97 4.498 6.43 4.485 5.70 4.493

5
1 4.14 4.485 4.48 4.502 6.52 4.497 8.41 4.491 6.84 4.495
3 3.43 4.495 3.65 4.498 5.97 4.499 6.40 4.489 5.66 4.495
5 3.84 4.478 4.28 4.493 6.40 4.489 7.70 4.483 6.46 4.486

7

1 5.38 4.489 5.24 4.502 7.59 4.480 9.23 4.490 7.79 4.487
3 3.40 4.490 3.92 4.499 5.91 4.498 7.57 4.494 6.14 4.496
5 4.26 4.481 4.33 4.489 6.32 4.496 8.76 4.484 6.89 4.489
7 5.50 4.470 5.19 4.474 8.28 4.478 9.20 4.462 8.06 4.470

Table 8: Comparison of performance using different numbers of MTP modules (Module Num) during training,
evaluated with varying numbers of tokens predicted per inference step (Tokens per Step). Bold indicates the
optimal result and underline indicates the sub-optimal result.

term Ip||q(X;Y ). On one hand, this additional1102

term implies that the MTP paradigm makes more1103

efficient use of the training data—particularly ben-1104

eficial when data is limited. On the other hand,1105

by placing greater emphasis on relative mutual in-1106

formation, the model can more effectively exploit1107

the mutual information between adjacent tokens1108

under the true data distribution p, thereby enhanc-1109

ing its predictive capability and ability to capture1110

subtle interdependencies. This is especially cru-1111

cial in speech modeling, where understanding such1112

local structures significantly improves predictive1113

accuracy.1114

Local patterns are particularly important in1115

speech modeling. Neighboring speech tokens typ-1116

ically correspond to related linguistic units, such1117

as phonemes or syllables. If the model fails to ade-1118

quately learn these patterns, it is prone to making1119

pronunciation errors during speech generation. As1120

shown in the Table 9, we further decompose the1121

WER of VocalNet-1B trained with NTP and MTP1122

on the VoiceAssistant-400K dataset. For MTP-1123

VocalNet, we use the best configuration shown in1124

Table 5, which involves training with five MTP1125

modules and predicting 3 tokens per step during1126

inference. The results indicate that the majority of1127

errors stem from substitutions, while insertions and1128

deletions remain minimal. This suggests that the1129

primary issue with the NTP-trained model lies in1130

incorrect pronunciations, rather than over- or under-1131

generating speech segments. With our MTP im-1132

plementation, substitution errors are significantly1133

reduced, indicating that the model achieves a better1134

understanding of local speech structures. Under-1135

standing these relationships is vital for maintaining1136

coherence and rhythm in speech. By encouraging1137

the model to capture these local dependencies, the1138

MTP loss enhances its ability to generate speech1139

that is not only contextually accurate but also nat-1140

urally fluent. In this way, the MTP loss plays a 1141

crucial role in helping the model learn short-term 1142

dependencies, enabling it to more effectively han- 1143

dle the complex temporal structures that character- 1144

ize natural speech. 1145

Method Substitutions Insertions Deletions Overall WER
Baseline(NTP) 6.71 2.38 1.53 10.62
MTP-VocalNet 3.92 1.01 0.73 5.66

Table 9: WER breakdown by error type for VocalNet-
1B trained under NTP and MTP objectives.

C.2 Limitations of MTP-Deepseek 1146

While MTP-Deepseek, as described in Section 3.2, 1147

is capable of performing multi-token prediction 1148

during inference, its training methodology is es- 1149

sentially the same as that of standard next-token 1150

prediction (NTP). This is because the method feeds 1151

the ground truth token x≤i+k into the k-th MTP 1152

module to predict xi+k+1, and computes the loss 1153

based on teacher-forced one-step predictions: 1154

LMTP-Deepseek = −
∑
x

∑
k

log q(xt+k+1|x≤t+k),

(11) 1155

This formulation is identical to the standard NTP 1156

training objective. Consequently, the analyses pre- 1157

sented in Section C.1 regarding mitigating error 1158

accumulation and effectively capturing local pat- 1159

terns in speech do not apply to MTP-Deepseek. 1160

C.3 Ablation Study for MTP 1161

To determine the optimal configuration for MTP 1162

modules, we conduct ablation studies on the num- 1163

ber of MTP modules, as detailed in Table 8. The 1164

results indicate that the number of tokens predicted 1165

per inference step primarily affects modality align- 1166

ment performance, with the best results typically 1167
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achieved when predicting 3 tokens per step. Acous-1168

tic performance remains high and only slightly de-1169

creases as more tokens are predicted per step (e.g.,1170

5 or 7). Overall, the number of MTP modules used1171

during training has a relatively small impact, with1172

the best performance achieved when training with1173

5 modules and inferring 3 tokens per step. The1174

results of VocalNet in Section 5.1 are also based on1175

this configuration.1176

D Details of the Ablation Study on1177

Training Strategy1178

This section provides detailed descriptions of the1179

ablation study introduced in Section 5.2, focus-1180

ing on the implementation of ASR and TTS pre-1181

training, as well as the one-stage training approach.1182

For ASR pre-training, we conduct experiments1183

using the LibriSpeech (Panayotov et al., 2015)1184

dataset. We first reformulate the ASR data into1185

instruction-following format, as illustrated in the1186

Figure 5. During this stage, only the Downsample1187

Adaptor is trained, while other components remain1188

frozen. Afterward, we proceed with the standard1189

two-stage training process as shown in Figure 1.

Figure 5: ASR Data Format.
1190

For TTS pre-training , we introduce an addi-1191

tional pre-training phase between Stage 1 and1192

Stage 2 to provide a better initialization for the1193

speech decoder. We use the LibriTTS dataset (Zen1194

et al., 2019), reformatted into the instruction for-1195

mat shown in Figure 6. Speech tokens are extracted1196

using the tokenizer from CosyVoice2. During this1197

stage, we train the speech projector, speech de-1198

coder, and LLM backbone with LoRA. After TTS1199

pre-training is completed, we proceed to Stage 21200

training. Notably, and in contrast to the methodol-1201

ogy described in Section 2.2, the LLM backbone is1202

also trained with LoRA during this Stage 2.1203

For the one-stage approach , we use the same1204

training data as in the two-stage framework but1205

Figure 6: TTS Data Format.

merge both stages into a single training phase. In 1206

this setup, we jointly fine-tune the Downsample 1207

Adaptor, LLM backbone (with LoRA), speech pro- 1208

jector, and speech decoder throughout the entire 1209

training process. 1210

E Evaluation Details 1211

Figure 7: Prompt for AlpacaEval.

To assess model performance, we employ the 1212

LLM-based evaluation approach. We use the eval- 1213

uation prompts from OpenAudioBench (Li et al., 1214

2025b) to evaluate both open-ended and semi-open 1215

QA tasks, including AlpacaEval (open-ended), and 1216

LLaMA Questions, TriviaQA, and Web Questions 1217

(semi-open). For semi-open QA tasks, reference 1218

answers are included in the evaluation prompt to 1219
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Figure 8: Prompt for TriviaQ and Web Questions.

assist the LLM in judging the correctness of the1220

model’s responses. For open-ended tasks, and the1221

LLM directly scores the responses based on mul-1222

tiple qualitative aspects such as relevance, clarity,1223

and coherence. The detailed evaluation prompts1224

are shown in Figure 7, 8 , and 9.1225

Figure 9: Prompt for LLaMA Questions.
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