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Abstract
Accurately learning dynamic user preferences from limited conversations and gen-
erating responses with interpretations is crucial for conversational recommender 
systems (CRS). Existing research has mainly focused on enhancing the understand-
ing of dialogue context with the help of specific types of external knowledge bases 
(especially knowledge graphs). This process often neglects the learning and mod-
eling of the original dialogue and lacks the utilization and integration of multi-type 
data. To this end, we propose a new multi-contrastive learning approach for conver-
sational recommender systems, called (MC-CRS), which first obtains two represen-
tations of a contextual information through a text encoder and a ‘perturb’ encoder, 
and utilizes contrastive learning to mine the deep semantic information hidden in the 
contextual information. Second, we use structured knowledge graphs and personal-
ized multi-reviews to pre-train the recommendation module, which uses contrastive 
learning to bridge the semantic gap between multi-types of data to achieve diverse 
recommendations. We conduct a large number of experiments on two public CRS 
datasets, and the final results demonstrate the effectiveness of our approach in rec-
ommendation and conversation generation tasks.
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1  Introduction

Conversational recommender systems (CRS) aim to capture users’ dynamic pref-
erences through dialogues in order to deliver high-quality recommendations [1]. 
Typically, CRS consists of a recommendation module that learns user preferences 
based on the content of dialogues and provides appropriate recommendations to 
the user, and a dialog module that combines the results of the recommendation 
module to generate a natural and fluent response [2]. Unlike traditional static rec-
ommendations that require users to search actively, CRS is widely used in various 
real-world scenarios such as e-commerce platform customer service and intelli-
gent voice assistant Siri due to its attributes of ‘dynamic interaction’ and ‘real-
time feedback,’ and its more natural and humanized dialogue improves user expe-
rience and user engagement [3].

As a research hotspot in the field of natural language processing, numerous 
researchers have made significant efforts to develop CRS. Some CRS models 
[4] are based on reinforcement learning to achieve a balance between explora-
tion and exploitation, and some methods [5] employ more complex encoders for 
dialogue representation learning. Due to the limited number of CSR dialogue 
turns, inferring user preferences from contextual information alone is challeng-
ing. Consequently, several studies focus on modeling user preferences in CRS 
using external data. Zhou et al. [6] introduce structured knowledge graphs (KG) 
to enhance entity and word representation in dialogues, while Lu et al. [7] incor-
porate unstructured reviews to capture users’ diverse impressions of items. How-
ever, most existing studies concentrate on utilizing and modeling external data, 
while ignoring the original data of CRS, namely the dialogue context informa-
tion. Simultaneously, considering the heterogeneity among data, there exist sub-
stantial disparities in the manner of information representation between dialogue 
data and external data (such as KG and multi-reviews of items), which hinder the 
ability to augment CRS from external data effectively [8]. Essentially, there is 
a semantic gap between the multi-types of data mentioned above (conversations 
and external data sources), especially when faced with multi-types of external 
data in different formats, existing studies only consider learning user preferences 
from specific data types while neglecting the utilization and integration of multi-
types of data [6, 7].

Inspired by the fact that contrastive learning [9, 10] can ignore noise inter-
ference in the representation learning process and then learn the advantages of 
higher dimensions and more essential semantic information. We hope to solve the 
above problems without increasing additional costs with the help of contrastive 
learning, which is first used to model contextual information. In fact, it is not easy 
to establish contrastive learning for learning context information representation in 
CRS. Traditional text contrastive learning [11–13] may lead to semantic changes 
when augmentation (such as translation, deletion, insertion, and transposition) is 
not appropriate. For example, when exploring whether ‘I like my parents’ and 
‘my parents like me’ are similar, the machine may struggle to identify seman-
tic changes accurately. In text contrastive learning, it is essential to construct 
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new examples while keeping the semantics of the original examples unchanged. 
Second, leveraging external data for data augmentation can enhance CRS per-
formance. External structured KGs, such as ConceptNet [14] and DBpedia [15], 
provide word-level rich relationships and structured facts of item attributes, and 
external diversity reviews enrich the personalized features of item attributes. The 
existing methods [6, 7] only consider the fusion of the above specific types of 
external data in constructing item characteristics and capturing user preferences 
and do not fully mine and utilize all external data. At the same time, multi-type 
data correspond to different semantic spaces, and direct alignment causes the loss 
of effective information.

To this end, we propose a new multi-contrastive learning framework called MC-
CRS. First, we introduce a contrastive learning framework without text augmenta-
tion and try to improve it at the coding level by treating the text encoder and its 
perturbed version as two encoders, obtaining two related sentence-level representa-
tions for contrastive learning, and mining the hidden semantic information of the 
dialogue. The semantics of the original and generated sentences in this process 
are identical, only the generated Embedding is different. Second, we pre-train the 
recommendation module with structured KG and diversity reviews to comprehen-
sively understand the items’ characteristics. First, we extract word and entity knowl-
edge from multi-reviews of the item and adopt a contrastive learning approach to 
bridge the semantic gap between the item’s multi-reviews, word KG, and entity KG. 
Finally, we fine-tune the pre-training results of the recommendation module with 
rich dialogue data. The primary contributions of this paper can be summarized as 
follows:

•	 We emphasize the importance of contextual information by introducing a con-
trastive learning framework, SimT, without text augmentation that perturbs at 
the coding level to mine the hidden semantic information in dialogues.

•	 We propose an augmented conversation recommendation framework, MC-CRS, 
to provide users with accurate and diverse recommendation services by deeply 
mining conversation information and fusing multiple types of external data for 
data augmentation.

•	 We conduct extensive experiments to validate that MC-CRS outperforms other 
baseline models in recommendation and dialogue tasks.

2 � Related work

Due to its ability to dynamically capture user preferences through dialogue, CRS 
holds significant research value. In this section, we review related work from three 
perspectives: CRS, enhance CRS by utilizing external data, and contrastive learning.

Conversational recommender system CRS has garnered extensive attention 
because of its capability to capture dynamic user preferences through user feed-
back in real-time interactions to achieve accurate recommendations. Existing work 
mainly addresses the dialogue recommendation problem from two perspectives: One 
is attribute-based CRS [16, 17], which aims to complete the recommendation task in 
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the shortest number of turns [4]. The research centers on developing dialogue strat-
egy modules, typically trained through reinforcement learning [16, 18]. Another is 
open-ended CRS [3, 19], which focuses on incorporating item information into the 
response text, aiming to provide users with an accurate and smooth dialogue experi-
ence. It typically includes both a recommendation module and a dialogue module. 
Our work focuses on an extended study of the second recommendation approach, 
given that the contextual information contained in a dialogue is extremely limited 
[6], subsequent studies [7, 8, 20] introduced external data (e.g., KG and reviews) to 
augment the item representations and help CRS improve the performance of interac-
tive recommendations.

Enhance CRS by utilizing external data The use of KG incorporates item knowl-
edge and thus improves the quality of conversational recommendation. KBRD [2] 
introduced KG into a CRS and proposed a knowledge-based CRS for the first time. 
KGSF [6] simultaneously uses relational graph convolutional network (RGCN) 
[21] and graph convolutional network (GCN) [22] to learn the user’s structural and 
semantic knowledge on DBpedia [15] and ConceptNet [14], respectively, to solve 
the semantic gap problem with the help of mutual information. The above knowl-
edge-based CRS approach is limited because it can only model part of the structured 
relationships between item and its features and cannot capture item information 
comprehensively. External multi-reviews can reflect users’ emotional tendencies 
toward items and help generate personalized user recommendations. RevCore [7] 
proposes a review augmentation framework to extract entity knowledge from col-
lected item reviews to enrich item features. C2-CRS [8] uses a multi-granularity 
learning framework to design a coarse-to-fine semantic alignment approach to 
model user preferences. However, matching items with only a single review makes 
learning users’ personalized preferences difficult. Latter [3] proposes a framework 
for comprehensive learning of item features. However, its simple way of information 
fusion will cause loss to the original representation when multiple types of data are 
fused. Although the above studies utilize external data to improve the performance 
of CRS, they focus on utilizing external data, while conversation context informa-
tion, as a core component of CRS, has not been adequately modeled and mined.

Contrastive learning Contrastive learning allows learning a quality representa-
tion space from data [23]. The current mainstream practice is to construct sample 
pairs using data enhancement strategies to narrow the embeddings of positive sam-
ple pairs and increase the distance with negative samples. Contrast learning in the 
field of computer vision [24] generally corresponds to image clipping and deforma-
tion to form a positive sample, and in the field of natural language processing [25], 
researchers often de-phrase the text, re-translate using other languages, add Gauss-
ian noise, and dropout to constitute positive examples. Unlike the computer vision 
domain, enhancement or perturbation of natural language can easily change the 
semantics, and False Positive has a significant impact on the model [26, 27]. How 
we can construct new examples by adding perturbations while keeping the seman-
tics of the original example unchanged is a critical issue in contrastive learning.

In our research, we fully utilize contextual information and external data to 
learn the structural features of the item on the KG and the personalized features 
of the item in multi-reviews. We are internally introducing a contrastive learning 
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framework, SimT, that does not require augmentation to model contextual infor-
mation, and externally eliminating semantic gaps between different data with the 
help of contrastive learning.

3 � Preliminaries

The task of the CRS is to conduct multi-turn human–machine dialogue, and 
the agent learns user preferences according to contextual information so that 
users can get satisfactory item recommendations in at least T turns. The process 
mainly consists of two modules: (1) conversation module generates T turns of 
utterances, in each turn, the module can choose to directly recommend or con-
tinue to request, if the user successfully accepts the recommended item, then the 
conversation ends, otherwise it will continue to ask, until the maximum turn T is 
reached, and then automatically quit. (2) The recommendation module, accord-
ing to the user’s preference, selects a group of items that the user may be satis-
fied with for recommendation.

Dialogue contextual information The system mainly learns the user’s prefer-
ences from the user’s current dialogue, where user u ∈ U  comes from set U  , item 
i ∈ I  belongs to set I  , and word w ∈ W comes from vocabulary W . The dia-
logue context C is composed of n utterance turns, represented as: C = {st}

n
t=1

 , st 
represents the tth turn of utterances. Each utterance is composed of a series of 
contextual words st = {wj}

m
j=1

.
Word knowledge graph In CRS, item i is mainly recommended by learning 

user preferences from the entities and words mentioned by the user in the cur-
rent dialogues. Following previous work [6], we use the external lexical dataset 
ConceptNet [14] as a word-oriented KG Gv . It stores semantic facts as triples 
⟨w1, r,w2⟩ , where word w ∈ W reflects semantic knowledge in the dialogue, and 
r is a word relationship. Considering our CRS task, we extract words occurring 
in the dialogue corpus from ConceptNet.

Entity knowledge graph The structural relationship between items and enti-
ties is also significant. As shown in previous studies [2, 6], we introduce DBpe-
dia [15] as an entity-oriented KG Gn . In our definition, all items (such as mov-
ies) are also entities in E . The triples in DBpedia are represented by ⟨e1, r, e2⟩ , 
where e1, e2 ∈ E is an item or entity from the entity set E and r is the relationship 
between entities. We extract the entities mentioned by users in the conversation 
with the help of entity join technology [2]. With these entities as the central 
node, we select the one-hop neighbors of these nodes.

Multi-reviews for items Following previous work [7], we adopt phrase selec-
tion to select N appropriate sentences from the collected brief introductions or 
explanations of items as multi-reviews Ri = {r1, r2,… , rN} for item i. All multi-
reviews for items constitute the review dataset R and a review r ∈ R is com-
posed of text r = {wj}

m
j=1

.
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4 � Methods

In order to get high-quality recommendations, we propose a new multi-contras-
tive learning framework for CRS, called MC-CRS, which encodes rich external 
data separately from three parts: contextual information coding module, word KG 
coding module and entity KG coding module. The contextual information coding 
module is a simple contrastive learning framework without text augmentation and 
introduces contrastive learning methods to make up for the semantic gap between 
multiple types of external data. We divide the recommendation module into two 
stages: pre-training and fine-tuning. First, in the pre-training stage, the multi-
reviews of the item are taken as inputs, and the three-part encoder is used for cod-
ing learning to comprehensively understand the relationship between item and its 
features. Second, in the fine-tuning stage, the rich CRS dialogue data are taken as 
inputs, and the high-quality recommendations are realized after fine-tuning with 
the same framework as the pre-training. Next, we will introduce the structure 
of the recommendation module in the MC-CRS model of the MC-CRS model 
in detail, as shown in Fig. 1. It includes (1) contextual information encoder, (2) 
word/entity KG encoder, and (3) contrastive fusion stage. Considering that the 
recommendation module has the same architecture in the pre-training and fine-
tuning stages, we take the conversation context C as input (fine-tuning phase) in 
the following introduction.

Fig. 1   Schematic overview in our recommendation module in MC-CRS
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4.1 � Encode the contextual information

4.1.1 � Encode the dialogue contextual information

We use dialogue context C = {st}
n
t=1

 to record the information interaction between the 
user and the agent. The utterance st in the tth turn is composed of a series of contextual 
words st = {wj}

m
j=1

 . Usually, the utterance content in the same context C is closely 
related and represents the user’s preference together. We splice the utterance in the dia-
logue context C into a word sequence HC = {wC

k
}
Lc
k=1

 , where Lc represents the length of 
the word sequence of dialogue C. To obtain high-level semantic representation vectors 
in text, such as dialogue context, we utilize the BERT [28] model to encode contextual 
information. After work [3], we add a special token [CLS] before the text HC and input 
it into BERT together and finally use the output vector xCLS corresponding to this sym-
bol as the semantic representation x(C) of the whole dialogue C, as shown below:

where xCLS ∈ ℝ
dW is the representation of the token [CLS] after inputting the dia-

logue context to the BERT, which can be used to understand and represent the 
semantic information of the whole input sentence, x(C) ∈ ℝ

dW is the sentence-level 
representation of dialogue C, and dW is the dimension of the word vector.

4.1.2 � Simple text contrastive learning framework

Contrastive learning can help representation learning to ignore noise interference and 
obtain deeper semantic information. We want to use contrastive learning to model the 
original conversation information without adding additional cost. Traditional text con-
trastive learning may lead to semantic changes when inappropriately augmented.

Receiving inspiration from the research conducted by Xia et al. [29] on graph node 
contrastive learning framework, we introduce a simple text contrastive learning frame-
work, SimT, without text augmentation. After using different encoders to perturb the 
embedding representation of text data, we compare the semantic similarity between 
two perturbed encoders. We achieve contrastive learning by narrowing the vector rep-
resentations of the same semantics in the vector space. First, we construct the encoder 
BERT(⋅;�) and the perturbed encoder BERT(⋅;��) , performing operation 4.1.1. We take 
the embedded output of [CLS] token serves as the representation of the whole sentence 
and obtain two sentence-level representations x and x′ in the same dialogue context C, 
respectively:

(1)
[
xCLS, xw

C
1 , xw

C
2 ,… , x

wC
Lc

]
= BERT

([
CLS,wC

1
,wC

2
,… ,wC

Lc

])

(2)x(C) = xCLS

(3)x = BERT(C;�), x� = BERT(C;��)

(4)��
l
= �l + � ⋅ Δ�l;Δ�l ∼ N

(
0, �2

l

)
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where the parameter �′ of the perturbed encoder is obtained by using Eq. 4, �l and 
�′
l
 are the lth weight parameters of the encoder and the encoder after perturbation, 

respectively. � adjusts the degree of perturbation, and Δ�l represents the perturbation 
sampled from the normal distribution.

Chen et al.’s study [30] demonstrates that using a projection head can ensure that 
the embedding vectors of two encoders can be in the same space, improving the 
quality of representation. Here, we use a two-layer perceptron (MLP) to project to 
obtain h and h′:

We randomly select N groups of dialogues for training, and consider embeddings 
(hn, h

�
n
) obtained from the same dialogues under two different perturbations as ‘posi-

tive pair,’ and embeddings (hn, hi≠n) from different dialogues under the same per-
turbation view as negative sample pairs. The cosine similarity function, denoted as 
sim(h, h�) = h�h�∕‖h‖‖h�‖ , measures the extent of similarity between two instances. 
The contrast loss of the n th group of dialogues is defined as follows:

where � is the temperature parameter, hn and h′
n
 distribution represents the two 

embedding vector representations of the nth dialogue. After contrastive learning, we 
take the output h of the original encoder as the representation of the final contextual 
information h(C).

4.2 � Encoding external knowledge graph information

4.2.1 � Encoding entity‑oriented knowledge graph

Referring to previous work [2, 6, 31], we learn structured knowledge from DBpedia 
[15] to enrich the dialogue content. DBpedia KG links all entities appearing in dia-
logue C to obtain structured information between item entities. We use RGCN [21], 
to encode the characteristics of each node in the graph to capture rich relationship 
information between entities. Formally, the embedding n(l+1)

e
 of node e in the l+1th 

graph layer is calculated as follows:

where, n(l)
e
∈ ℝ

dE is the node representation of entity e at the lth layer, Nr
e
 represents 

the adjacent node set with e which there exists a relationship r, W(l)
r

 and W(l) are the 
learnable parameters at the lth layer, and Ze,r is the normalizing factor.

We take the representation nl
e
 at the lth layer as the final representation ne of 

entity e, the computation of all entity embeddings forms the entity matrix Ne . Using 

(5)h = MLP(x), h� = MLP(x�)

(6)LSimT = − log
exp (sim(hn, h

�
n
))∕�)

∑N

i=1,i≠n
exp (sim(hn, hi)∕�)

(7)n(l+1)
e

= �(
∑

r∈Re�∈Nr
e

1

Ze,r

W(l)
r
n
(l)

e�
+W(l)n(l)

e
)
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the self-attention mechanism as shown in Eq. 8, after weighting the entities accord-
ing to their importance, we get an entity knowledge representation n(C) of the user:

where � represents the attention weight vector employed for calculating the impor-
tance between entities, W� and b represent learnable parameters.

4.2.2 � Encoding word‑oriented knowledge graph

Learning structured knowledge in conversations helps to reflect user preferences, 
but it has shortcomings in generalization ability. We incorporate ConceptNet KG 
to facilitate the learning semantic relationships between words to address the prob-
lem above. Since ConceptNet contains a large amount of relational information that 
has little impact on recommendations, we do not consider relational information and 
choose to use GCN to capture rich semantic information at word-level. Specifically, 
given the dialogue C, we first use GCN to learn word embeddings on the knowledge 
graph Gv:

where, V(l) ∈ ℝ
V×dW is the representation matrix of nodes, A is the adjacency matrix 

of the graph, D is the diagonal matrix, and W(l) is the learnable matrix of the l layer. 
Then, the user’s knowledge semantic representation v(C) is calculated by self-atten-
tion similar to that in Eq. 8.

4.3 � Contrastive fusion based on data enhancement

In order to fully model user preferences, we previously captured context informa-
tion from different perspectives, including (1) conversational context representation 
h(C) (2) entity knowledge representation n(C) (3) knowledge semantic representation 
v(C) . However, there exists a disparity in meaning between these sets of information. 
In order to ensure the semantic space of multi-type context data remains consist-
ent, we need to fuse these three information representations effectively. As contras-
tive learning can identify common features among similar instances and differentiate 
the differences between different instances, we employ contrastive learning to learn 
the intrinsic characteristics of preference distribution across multi-types of data and 
their inherent correlations. We regard the three information representations of the 
same user u’s preference for (n(C), v(C)) , (v(C), h(C)) and (h(C), n(C)) as positive exam-
ples and require that their representations should be more similar than those of other 
users u′ . At the same time, we regard the representations of different users u′ in the 
same batch as negative examples of u. Given a batch of examples F  we calculate the 
sum of contrastive learning losses as follows:

(8)n(C) = Ne ⋅ �

(9)� = softmax(b⊤ ⋅ tanh
(
W𝛼Ne

)
)

(10)V(l) = ReLU(D−
1

2AD−
1

2V(l−1)W(l))
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where sim(⋅, ⋅) is a cosine similarity function to measure the correlation between two 
representations, � is a temperature hyperparameter, and u′ represents all different 
users in a batch of samples F  except u.

4.4 � Recommendation module

4.4.1 � Pre‑training recommendation module

In the previous chapter, we learned rich data representations on different external data 
using the corresponding encoders. In the recommendation task, we aim to suggest the 
top-K items to CRS users based on these representations. We divide the recommenda-
tion module into two parts: pre-training and fine-tuning. First, we conduct pre-training 
by combining structured knowledge graph and diversity reviews to understand the 
characteristics of items comprehensively. Specifically, we take multi-reviews of an 
item as input, and for a certain item i, we extract text and knowledge information from 
its multi-reviews Ri = {r1, r2,… , rN} . A review r ∈ ℝ

i consists of text Hr = {wk}
LR
k=1

 , 
and extracts the KG entities Er = {ej}

LE
j=1

 and KG words Vr = {vi}
LV
i=1

 involved in 
review r. The matching score between item i and its corresponding review ri is higher 
than that between other items and ri mark. First, the text contrastive Learning SimT 
encoder encodes the review r as h(r) , and RGCN and GCN, respectively, encode the 
KG entities and words extracted from the review as n(r) and v(r) . Subsequently, we use 
the contrastive learning method to bridge the semantic gap between multi-reviews of 
an item, word knowledge graph and entity knowledge graph. At this stage, the entity 
representation has assimilated personalized features of items along with structured 
semantic knowledge from both the review context and word KG. We take the entity 
representation n(r) after contrast fusion as the final fusion representation e(r) . Follow-
ing this, we compute the matching score between item i and the fusion representation 
e(r) of review r, and set the cross-entropy loss as:

where ni is the embedding of item i, N is the number of items in the conversation 
corpus, i is the index of the item, M is the number of multi-reviews correspond-
ing to the item, r is the review index, and LCL(qr, q

+
r
) is the loss of multi-type data 

alignment.

(11)Lrec_cl = LCL(n
(C), v(C)) + LCL(v

(C), h(C)) + LCL(h
(C), n(C))

(12)LCL(qu, q
+
u
) = − log

exp (sim(qu, q
+
u
)∕�)

∑
u,u�∈F;u≠u� exp (sim(qu, q

−
u�
)∕�)

(13)P(i|r) = softmax(e(r) ⋅ ni)

(14)Lrec_pt = −

N∑

i=1

M∑

r=1

pir ⋅ log
(
P(i|r)

)
+ �CL_pt ⋅

∑

(qr ,q
+
r
)

LCL(qr, q
+
r
)
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Algorithm  1   The pre-training recommendation module algorithm of MC-CRS 
model.

In the pre-training recommendation module, we need to learn three sets of param-
eters, namely SimT module, contrastive fusion module and recommendation mod-
ule, which are Θs , Θf  and Θr , respectively. We present the pre-trained recommenda-
tion module algorithm for the MC-CRS model in Algorithm 1.

4.4.2 � Fine‑tuning the recommendation module

After the pre-training, the model has a certain understanding of the relationship 
between items and their features. Then, we fine-tune the pre-training results of the 
recommendation module through rich conversation data to achieve high-quality rec-
ommendations. Similar to the fine-tuning step, we take the conversation C in the 
CRS dataset as input and obtain (1) the conversation context representation h(C) (2) 
the entity knowledge representation n(C) (3) the knowledge semantic representation 
v(C) . Then, through contrastive learning, we fuse the inherent features of the prefer-
ence distribution between multiple data as well as their internal correlations. The 
final output is the entity knowledge representation n(C) as the user preference repre-
sentation e(u) . Similarly, the matching score of each item i with e(u) is calculated as 
follows:

(15)P(i|C) = softmax(e(u) ⋅ ni)
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where K is the number of dialogues, j is the index of the dialogue, N represents the 
number of items, and i denotes their index, and LCL(qu, q

+
u
) is the loss of multi-type 

data alignment.
In the subsequent experiments, we will also demonstrate that employing pre-

training loss as a regularizer in the subsequent experiments, we will also demon-
strate that employing pre-training loss as a regularizer. The loss Lrec of the final 
training target of the recommendation module is expressed as follows:

4.5 � Conversation module

We will introduce how to generate smooth reply discourse in dialogue tasks. 
Inspired by KGSF [6], we establish an advanced response module using vari-
ous types of external data, incorporating multiple cross-attention layers into the 
standard transformer decoder, which helps to effectively inject useful informa-
tion from context and reviews into the reply. The following transformation chain 
can describe the implementation steps: generated word → dialogue context → 
multi-reviews. The equation can be abbreviated as follows:

where Yl is the output representation matrix of the lth layer of the decoder.
At the same time, we also need to include relevant entity information and 

keywords in the generated response. We employ a replication mechanism to aug-
ment the representation of a specific type of token, as follows:

where Pr1(⋅) represents the generation probability function on the vocabulary with 
the decoder output Yt as input, while Pr2(⋅) and Pr3(⋅) represent the replication prob-
abilities implemented in the original context and review, respectively, following the 
copy mechanism [32]. Then, we train the conversation module using cross-entropy 
loss:

where K is the number of conversation turns, st represents the tth turn of discourse in 
the conversation.

(16)Lrec_f t = −

K∑

j=1

N∑

i=1

pij ⋅ log (P(i|j)) + �CL_f t ⋅
∑

(qu,q
+
u
)

LCL(qu, q
+
u
)

(17)Lrec = Lrec_f t + �rec ⋅ Lrec_pt

(18)Yl = Decoder(Yl−1,C,R)

(19)Pr(yt|y1,… , yt−1) = Pr1(yt|Yt) + Pr2(yt|Yt,C) + Pr3(yt|Yt,R)

(20)Lgen = −
1

K

K∑

t=1

log(Pr
(
st|s1,… , st−1

)
)
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5 � Experiments

To evaluate the efficacy of MC-CRS, a set of experiments were carried out to 
address the following pivotal research inquiries (RQs):

•	 (RQ1) How does the performance of our model in conversational and recom-
mendation tasks compare to that of all baselines?

•	 (RQ2) How does various components of MC-CRS affect its performance?
•	 (RQ3) How does different hyperparameter configurations impact the perfor-

mance of MC-CRS?
•	 (RQ4) How does the MC-CRS’s multi-contrastive modules affect CRS perfor-

mance?

5.1 � Experimental settings

In this section, we will introduce the details of our experiments, encompassing our 
datasets, baseline models, and evaluation metrics.

5.1.1 � Datasets

We comprehensively evaluated our model on two widely used public real-world 
datasets, in Chinese (TG-ReDial [33]) and English (ReDial [5]). The ReDial data-
set focuses on conversations in the movie domain, where one party asks and the 
other party provides a recommendation. The dataset contains 1006 conversations 
involving 504 users and 51,699 movies. TG-ReDial is a topic-guided conversational 
recommendation dataset, where conversations not only involve movie recommenda-
tions but also cover multiple related topics, focusing on guiding the natural transi-
tion of conversations from non-recommendation scenarios to recommendation sce-
narios. It contains 10,000 conversations involving 1482 users and 33,834 movies. 
For both datasets, we experimented with a training, validation, and test sample ratio 
of approximately 8:1:1. To obtain review data for each movie, we scraped the top 15 
reviews for each movie from two well-known movie review websites, IMDB (for the 
ReDial dataset) and douban (for the TG-ReDial dataset).

5.1.2 � Evaluation metrics

We evaluated the recommendation task separately from the conversation task. In the 
recommendation task, we used Recall@k (R@k, k = 1, 10, 50 ) [5] to calculate the 
ratio between the top-K items recommended by the system and the ground truth rec-
ommendation. In the conversation task, we combined automatic and human evalu-
ation. The automatic evaluation metric was the Distinct n-gram ( n = 2, 3, 4 ) [34], 
which measures the diversity of generated discourse at the sentence level. The main 
purpose of our conversation component was to mimic real responses while provid-
ing a successful recommendation, so we invited three annotators to perform human 
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evaluation to evaluate our model more comprehensively. We mainly focused on the 
information, fluency, and relevance of the responses produced by the model and the 
baseline experiments [3]. Information evaluated whether the response contained rich 
entity knowledge, and relevance evaluated whether the response contained context-
related features. The evaluation score of each annotator ranged from 0 to 2, and we 
took the average score of the three people as the human evaluation result.

5.1.3 � Implementation details

We implemented our model using PyTorch and CRSLab, with a word-level repre-
sentation of 768 dimensions using the default settings of BERT, and an entity-level 
representation of 128 dimensions. Seven reviews were selected for each item in 
the experiment, and KG entities were extracted from the review text or conversa-
tion context using entity-linking techniques. In addition, the maximum length of the 
conversation and the review was set to 128. The number of layers for both R-GCN 
and GCN was set to 1 layer, and the normalization constant Ze,r of R-GCN was set 
to 1. We used the default parameter settings of the Adam optimizer. During the 
experiment, the batch size, learning rate, and the Lrec were set to 128, 0.001, and 
0.7, respectively. The temperature of contrast learning was set to 0.07. The baseline 
model followed its own implementation to set hyperparameters for optimal perfor-
mance and to ensure fair comparisons.

5.1.4 � Baselines

We chose representative recommendation or conversation models as benchmarks to 
evaluate the superiority of MC-CRS:

Transformer [35]: Generates conversational responses using a transformer-based 
encoder and decoder approach.

TextCNN  [36]: It encodes the current conversation and extracts user preferences 
from the dialogue context via a convolutional neural network (CNN)-based model.

ReDial [5]: This model collects the ReDial dataset and uses autoencoder learning 
to make recommendations in cold start settings.

KBRD [2]: This model enhances user preference representation to improve the 
performance of the recommendation system by introducing an external DBpedia 
KG.

KGSF [6]: It combines word-oriented and entity-oriented KG to enhance data 
representation and employs maximizing mutual information to align the semantic 
space of various elements within the ongoing discussion.

RevCore [7]: This model enhances the recommendation module and conversation 
generation module with user reviews of movies.

C2-CRS [8]: It designs a new coarse-to-fine contrastive learning framework to 
model user preferences.

LATTE [3]: It leverages multi-reviews and KGs to transform CRS into an expert 
in learning item characteristics, achieving high-quality recommendations.
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Among these baselines, TextCNN is a classical recommendation method, and the 
rest of the CRS methods only consider the current conversation without historical 
interaction records. We named our proposed model MC-CRS.

5.2 � Overall performance (RQ1)

5.2.1 � Evaluation on recommendation task

We conduct comparative experiments on the ReDial and TG-ReDial datasets to 
explore the effectiveness of MC-CRS in recommendation tasks, the results are pre-
sented in Table 1. First, the conversational recommendation method shows obvious 
advantages compared with non-CRS methods (e.g., TextCNN). This is because tra-
ditional recommendation methods [37, 38] such as TextCNN often ignore the inte-
gration of two core functions in CRS, the conversation module and the recommenda-
tion module, while CRS can better combine these two modules, thus providing users 
with more accurate and personalized recommendations. Second, the method using 
external data (i.e., KBRD, KGSF, RevCore, C2-CRS, and LATTE) is superior to the 
method without external data (i.e., TextCNN, ReDial). This is because the available 
information in a dialogue context is often sparse and difficult to extract and utilize 
fully. With the help of external KG or reviews and other data, we can more compre-
hensively predict users’ preferences. Third, in most cases, the method using both KG 
and reviews (i.e., RevCore, C2-CRS, LATTE) is superior to the method using only 
KG (i.e., KBRD and KGSF), which further demonstrates that the effective combi-
nation of external reviews enriches the dialogue content and enhance personalized 
representations of item features, thus improving the accuracy of recommendations. 
Finally, and most importantly, our MC-CRS method is significantly better than all 
baseline methods on the recommendation task. This indicates that MC-CRS uses 
multi-types of external information for data augmentation and builds a better user 
representation. The model uses multi-contrastive learning frameworks to enhance its 
effectiveness. On the one hand, method model can learn contextual information bet-
ter, while the other enables the model to effectively integrate multi-types of external 
data, accurately modeling the diverse preferences of users.

Table 1   Comparison of 
MC-CRS and 7 competitors 
on the recommendation task, 
a number marked with* 
indicates the model’s superior 
performance

ReDial TG-ReDial

 Models R@1 R@10 R@50 R@1 R@10 R@50

TextCNN 0.013 0.068 0.191 0.003 0.010 0.024
ReDial 0.024 0.140 0.320 0.000 0.002 0.013
KBRD 0.031 0.150 0.336 0.005 0.032 0.077
KGSF 0.039 0.183 0.183 0.005 0.030 0.074
RevCore 0.044 0.205 0.394 0.004 0.029 0.074
C
2-CRS 0.052 0.216 0.407 0.007 0.032 0.078

LATTE 0.050 0.208 0.397 0.005 0.031 0.076
MC-CRS  0.057*  0.221*  0.412*  0.009*  0.036*  0.082*
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5.2.2 � Evaluation on conversation task

To verify the effectiveness of our proposed method on the conversation genera-
tion task, we conducted automatic and human evaluations on the ReDial and TG-
ReDial datasets, respectively.

Automatic evaluation The results are shown in Table 2. Our model MC-CRS 
outperforms all baseline methods in all evaluation metrics compared to the base-
line can effectively generate diverse discourse. First, the relatively poor perfor-
mance of ReDial among all CRS methods further validates that the introduction 
of external knowledge graphs of entities and semantic similarity information can 
enhance contextual entity and item representations. At the same time, this entity 
information can also be used to guide the word probability distribution of the 
conversation module, thus contributing to the generation of high-quality replies. 
Second, the methods that use KG and reviews at the same time (i.e., RevCore, 
C2-CRS, LATTE) generally score higher on the distinct n-gram metric than the 
methods that do not use reviews. This result is because the information from 
reviews, as a richer and more easily accessible external resource, can effectively 
improve the diversity of replies generated by the system. Finally, RevCore exhib-
its poor performance compared to other methods utilizing knowledge graphs and 
reviews simultaneously. One possible reason is that it selects several reviews for 
each movie to guarantee the number without considering that the reviews may 
contain noise.

Human evaluation  We mainly focus on three aspects of human evaluation: 
informative, fluency, and relevance to evaluate the generated answers. The experi-
mental results in Table 3, clearly show that MC-CRS shows significant advantages 
in these three aspects, generating more fluent, contextually relevant, and informative 
discourse. One of the main reasons is that by integrating movie reviews and exter-
nal KG, MC-CRS can fully learn and understand the context information during the 
training process, and accurately capture the user’s interests and preferences, to inte-
grate more relevant information when generating responses.

Table 2   MC-CRS automatically evaluates the results of a conversation generation task with 7 competi-
tors, a number marked with* indicates the model’s superior performance

ReDial TG-ReDial

 Models Dist-2 Dist-3 Dist-4 Dist-2 Dist-3 Dist-4

Transformer 0.138 0.142 0.214 0.102 0.220 0.204
ReDial 0.215 0.238 0.351 0.185 0.228 0.347
KBRD 0.256 0.307 0.485 0.198 0.336 0.428
KGSF 0.273 0.364 0.523 0.242 0.386 0.495
RevCore 0.340 0.436 0.556 0.290 0.416 0.546
C
2-CRS 0.417 0.559 0.607 0.429 0.592 0.683

LATTE 0.445 0.571 0.635 0.437 0.653 0.761
MC-CRS  0.463*  0.647*  0.705*  0.441*  0.672*  0.805*
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5.3 � Ablation studies (RQ2)

To evaluate the effectiveness of each part of MC-CRS, we also conducted ablation stud-
ies based on different variants of the model, including (1) MC-CRS(no-C-F) to remove 
the multiple contrast learning module (contextual information contrast and fusion con-
trast); (2) MC-CRS(no-C) to remove the contextual information contrast learning mod-
ule; (3) MC-CRS(no-F) to remove the fusion multi-type data contrast learning module; 
(4) MC-CRS(no-PT) to remove the multi-review pre-training part; (5) MC-CRS(no-
CID) to remove the contextual information coding part; (6) MC-CRS(no-E-KG) to 
remove the structured data (i.e., entity knowledge graph); (7) MC-CRS(no-W-KG) to 
remove the structured data (i.e., word knowledge graph);

In Fig. 2, we used three different metrics to evaluate the recommendation accuracy 
of seven variants. The results indicate that deleting any type of data representation will 
decrease recommendation results, suggesting that multi-types of external data are ben-
eficial for enhancing data representation. First, the results show a significant decrease 
upon removing the multi-contrastive learning module, and the multi-type data fusion 
module in multi-contrastive is essential. This also confirms that using contrastive learn-
ing to fuse multi-type external data can effectively bridge the semantic divide among 
various data signals. Second, the pre-training part of removing multi-review produces 
a performance worse than our method. This indicates that our model is effective in pre-
training through multi-review and extracted KG entities. Contextual information cod-
ing module also significantly impacts our model, indicating that the original dialogue 
context remains a crucial source for user preference acquisition in conversation recom-
mendation. In the upcoming experiments, we will also substitute the multi-contrastive 
learning module (used for learning contextual information and fusing multi-type data) 
with the existing method to validate the efficacy of our model.

5.4 � Parameter sensitive analysis (RQ3)

5.4.1 � Choose the number of reviews

Item reviews represent the personalized impression of users on items. Our method 
realizes data augmentation with the help of users’ reviews on items and then learns 

Table 3   MC-CRS competes 
with 7 competitors on the 
dialogue generation task for the 
results of human evaluation, 
a number marked with* 
indicates the model’s superior 
performance

Model Informativeness Fluency Relevance

Transformer 0.95 0.90 0.23
ReDial 1.34 1.14 0.15
KBRD 1.02 1.29 0.26
KGSF 1.45 1.35 0.40
RevCore 1.36 1.46 0.37
C
2-CRS 1.41 1.53 0.62

LATTE 1.45 1.48 1.09
MC-CRS  1.47*  1.56*  1.21*
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the diversity features of items. Therefore, we need to select multi-reviews to pre-
train the recommendation module and use the KG and multi-reviews to capture the 
structural and personalized features of items. Here, we explore how the number of 
reviews affects the recommendation accuracy through experiments. The goal is to 
minimize the necessary reviews for the project while maintaining model efficiency. 
The number of reviews we select ranges from 0 to 15. The results of the experiment 
are displayed in Fig. 3a. In the process of the number of reviews gradually increas-
ing from 0 to 7, the model gradually understands the relationship between items and 
item features and the recommendation accuracy also shows a steady increase. After 
the number of reviews reaches 7, the recommendation accuracy tends to be stable, 
and there is almost no noticeable change. From the perspective of memory resource 
utilization and time efficiency, seven reviews are enough for the model to compre-
hensively model the relationship between items and item features, and achieve a sat-
isfactory recommendation effect for users.

5.4.2 � Fine‑tune parameters

In the recommendation module, we adopted a two-stage training strategy of pre-
training and fine-tuning. In these two stages, we used the loss of the pre-training 
stage as the regularization term of the fine-tuning stage to better guide the learning 
process of the model, so as to achieve the goal of recommending top-K items to 
users. In order to explore the influence of these two stages on the accuracy of rec-
ommendation, we adjusted the accuracy of the parameter �rec , whose value range is 

Fig. 2   The results of the ablation study for the recommendation task evaluation. C and F refer to the 
context information conversation module and the fusion conversation module, respectively; PT is the pre-
training part of the model; CID refers to the contextual information coding part; E-KG AND W-KG refer 
to the external structured data entity KG and word KG, respectively
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between 0 and 1, and the increment is set to 0.1. The results of the experiment are 
displayed in Fig.  3b. When �rec=0, i.e., without considering the pre-training step, 
the performance of the entire recommendation is the worst. This result fully proves 
the importance of the pre-training step. By learning the relationship between items 
and their features according to reviews and KG, the pre-training stage can provide 
effective a priori knowledge for the model and improve the accuracy of the model 
recommendation. With the accuracy of �rec increasing from 0 to 0.7, the success 
rate of recommendation shows an increasing trend. This phenomenon suggests that 
the proper utilization of pre-training loss enhances fine-tuning accuracy, resulting in 
improved model performance. After 0.7, the success rate of recommendation gradu-
ally stabilizes and is slightly down. The above result highlights the potential limita-
tions of relying too heavily on pre-training loss during the fine-tuning phase, which 
may impede the model’s learning capacity, which cannot fully adapt to the needs of 
specific tasks, thus reducing the accuracy of recommendation.

5.5 � Effectiveness of multiple contrastive learning modules (RQ4)

5.5.1 � Contrastive fusion of contextual information

In CRS, the dialogue context carries important user information. Accurately under-
standing the user’s emotions and intentions from the original natural language and 
obtaining an effective representation of the dialogue can improve the accuracy of 
recommendations and achieve long-term retention of users. In MC-CRS, we utilize 
the contrastive learning method SimT at the coding level to acquire and learn con-
textual information. In order to assess the efficacy of the module in the representa-
tion of context information, we replaced the module with two conventional methods 
for encoding context information and conducted a series of experiments.

As shown in Fig.  4, we used three measures on the ReDial dataset to evaluate 
recommendation accuracy in four modes, one of which does not consider the encod-
ing of contextual information. The final experimental results show that the encoding 
of context information without consideration is the worst, which also confirms that 

Fig. 3   Parameter sensitivity analysis and performance evaluation of MC-CRS on R@50 with varied 
review counts and �

rec
 parameters
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the learning and modeling of original dialogue are essential in CRS. The effect of 
our comparative method SimT is better than transformer [35] and BERT [28]. This 
shows that the method can mine the deep semantic information hidden in the dia-
logue and accurately model user preferences, thus effectively improving the perfor-
mance of dialogue recommendation. In most cases, BERT is better than transformer. 
This phenomenon may be caused by the fact that BERT only uses the encoder part 
of the transformer as its model structure. The decoder part not only fails to contrib-
ute to learning but may also interfere with it. Training both parts at the same time 
will also cost more computing power and time.

5.5.2 � Contrastive fusion of multiple types of information

As a result of the significant semantic variance across multiple data types, fusing 
the underlying semantics is the key to effectively utilizing information. In order 
to explore the effectiveness of contrastive learning in multi-information fusion 
in MC-CRS, we replace the information fusion module in this paper with the 
conventional information fusion mode in other CRS studies [1, 3]. These studies 
mainly design fusion models for specific types of external data, and the modeling 
and utilization of multi-type external data are not comprehensive. We apply it 
to multi-type data fusion with a slight change, including: (1) multi-head atten-
tion (MHA) [35], which takes the word representation in the current conversation 
(represented by H(c) ) as a query to simultaneously focus on the representation of 

Fig. 4   Accuracy of recommendations for different methods of encoding contextual information methods 
in ReDial and TG-ReDial datasets



MC‑CRS: enhanced conversational recommender system based… Page 21 of 24    153 

the external knowledge graph in the entity-level representation n(c) and the word-
level representation v(c) . Then, pooling layers (such as average pooling) are used 
to fuse the external user structure information and user conversation information. 
(2) Gate recurrent unit (GRU) [39], the entities v(c) and n(c) are reside in separate 
semantic spaces [6, 8, 34]. This necessitates the initial projection of word-level 
representations into the entity space, followed by using the GRU to combine both 
representations. Finally, user representations are obtained through multi-method 
representation learning. The results are depicted in Fig. 5, after conducting mul-
tiple experiments. The fusion performance of MHA is better than that of GRU. 
Using MHA can output the encoded representation information of the attention 
layer in different subspaces, thus improving the performance of the model. How-
ever, the word-level representation is projected into entity space before the pro-
cessing of GRU, which may cause the loss of effective information. The effect 
of multi-type information fusion with contrast learning in our model MC-CRS 
is better than the other two. This is because contrast learning can effectively 
close the natural semantic gap between session data and external data, expand 
to include more types of external data, and model and utilize multi-type external 
data. However, the other two directly align the semantic space, which will dam-
age the original representation performance.

Fig. 5   Accuracy of recommendations for different multi-type data fusion methods in ReDial and TG-
ReDial datasets
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6 � Conclusion and future work

In this paper, we propose an enhanced conversational recommendation approach 
founded on multi-contrastive learning. With the assistance of two external KGs 
and multi-reviews of the item, data augmentation is implemented, and contextual 
information is deeply excavated through internal and external contrastive learning 
mechanisms. Multi-types of external data are integrated to offer users precise and 
diverse recommendation services. The extensive experimental results fully validate 
the superiority of the proposed method on conversation and recommendation tasks.

In future work, the contrastive learning algorithm we introduce without data aug-
mentation can be flexibly applied to representation learning on other tasks. Addi-
tionally, we can extend the multi-type external data fusion method to other domains 
of CRS. Specifically, we will investigate how to utilize multi-type external data, 
especially multi-review information, to enhance the interpretability of recommen-
dation utterances in CRS, and explore how to efficiently enrich item reviews in the 
case of sparse data. Finally, we intend to integrate historical user-item interaction 
data to construct a more accurate model of user behavior.
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