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Abstract

Large foundation language models and001
Transformer-based neural language models002
have exhibited outstanding performance in003
various downstream tasks. However, there is004
limited understanding regarding how these005
models internalize linguistic knowledge, so006
various linguistic benchmarks have recently007
been proposed to facilitate syntactic evaluation008
of language models across languages. This009
paper introduces FrCoLA (French Corpus010
of Linguistic Acceptability Judgments),011
consisting of 25,153 sentences annotated with012
binary acceptability judgments and categorized013
into four linguistic phenomena. Specifically,014
those sentences are manually extracted from015
an official online resource maintained by016
a Québec Governments institution, and017
split into in-domain data splits. Moreover,018
we also manually extracted 2,675 from a019
second France-based organization source and020
created an out-of-domain hold-out split. We021
then evaluate the linguistic capabilities of022
three different language models for each of023
the seven linguistic acceptability judgment024
benchmarks. The results demonstrated that,025
for most languages, on average, fine-tuned026
Transformer-based neural language models are027
strong baselines on the binary linguistic accept-028
ability classification tasks. However, for the029
FrCoLA benchmark, on average, a fine-tuned030
Transformer-based model outperformed other031
methods tested.032

1 Introduction033

The introduction of large foundation language034

models (LLM) and Transformer-based neural lan-035

guage model (Vaswani et al., 2017), such as GPT-3036

(Brown et al., 2020) and LLaMA (Touvron et al.,037

2023), has led to major progress in natural lan-038

guage processing (NLP), substantially increasing039

the performance of most NLP tasks (Zhang et al.,040

2023). LLMs and Transformer-based neural lan-041

guage models were initially introduced for English042

(Kenton and Toutanova, 2019; Brown et al., 2020), 043

but many other languages were later introduced, 044

such as Norwegian (Kummervold et al., 2021), 045

Russian (Kuratov and Arkhipov, 2019) and French 046

(Martin et al., 2020). NLP research has approached 047

the competencies evaluation of various natural lan- 048

guage tasks of LLM with various benchmark cor- 049

pora such as the English benchmarks GLUE (Wang 050

et al., 2018), SuperGLUE (Wang et al., 2019), and 051

GLGE (Liu et al., 2021) to name a few. These 052

corpora are collections of resources for training, 053

evaluating, and analyzing natural language systems 054

(Gao et al., 2023; Chang et al., 2023). For example, 055

GLUE aims to benchmark an NLP system’s capa- 056

bilities for natural language understanding (NLU) 057

(Wang et al., 2018). At the same time, GLGE fo- 058

cuses on natural language generation (NLG) tasks 059

such as document summarization (Liu et al., 2021). 060

Recently, much effort has been put into creat- 061

ing linguistic acceptability resources to assess and 062

benchmark LLM linguistic competency, where re- 063

cent NLP research formulate linguistic competency 064

as a binary classification acceptability judgments 065

task (Cherniavskii et al., 2022; Proskurina et al., 066

2023). That is the ability, from a native speaker’s 067

perspective, to distinguish the correct form and 068

naturalness of an acceptable sentence from an un- 069

acceptable one (Chomsky, 2014). Recently, simi- 070

lar non-English resources have been proposed to 071

answer this question in typologically diverse lan- 072

guages such as Japanese (Someya et al., 2023), Nor- 073

wegian (Jentoft and Samuel, 2023), and Chinese 074

(Hu et al., 2023). However, the ability of LLMs 075

to perform linguistic acceptability judgments in 076

French remains understudied. 077

To this end, we introduce the French Corpus 078

of Linguistic Acceptability Judgments (FrCoLA)1, 079

a corpus consisting of 25,153 acceptability judg- 080

ment sentences, making it the second largest lin- 081

guistic acceptability resources available in the NLP 082

1Link removed for double-anonymized anonymity.
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literature. Specifically, the sentences were cre-083

ated by French-Canadian linguists and manually084

extracted from the “Banque de dépannage linguis-085

tique2” (BDL), an official online resource main-086

tained by the Québec Government.087

The main contributions of this work are there-088

fore 1) the creation and release of FrCoLA; 2)089

a set of experiments to assess the performance090

of Transformer-based models on FrCoLA; 3) a091

set of experiments using a monolingual and a092

cross-lingual Transformer-based model on English,093

Swedish, Italian, Russian, Chinese, Norwegian,094

Japanese and French, with the potential to open095

up novel multi-language research perspectives. It096

is outlined as follows: first, we study the available097

linguistic acceptability resources corpora and re-098

lated binary classification neural language model099

research in section 2. Then, we propose the Fr-100

CoLA in section 3, and in section 4 and section 5101

we present a set of experiments aimed at testing102

the performance of Transformer-based binary clas-103

sifiers on all the linguistic acceptability resources104

corpora. Finally, in section 6, we conclude and105

discuss our future work.106

2 Related Work107

2.1 Linguistic Acceptability Judgments108

Linguistic acceptability judgment constitutes a piv-109

otal component of human linguistic competence,110

underlying individuals’ inherent capacity to distin-111

guish the correct form and naturalness of an ac-112

ceptable sentence from an unacceptable one, even113

without formal grammar training. For instance, in-114

dividuals can inherently distinguish between two115

sentences and identify the one that is more accept-116

able or natural-sounding. This assessment is the pri-117

mary behavioural benchmark employed by genera-118

tive linguists to investigate the underlying structure119

of human language (Chomsky, 2014). Through an-120

alyzing linguistic acceptability judgments, linguists121

can learn about the linguistic rules that govern lan-122

guages and how these rules manifest themselves in123

native speakers’ speech.124

2.2 LLM Evaluation125

Historically, evaluation of LLMs and Tansformer-126

based neural language models has been conducted127

using metrics or benchmark corpora (Chang et al.,128

2023; Awasthi et al., 2023). The first approach129

2https://vitrinelinguistique.oqlf.gouv.qc.ca/banque-de-
depannage-linguistique

Accaptable Sentence Not Accaptable Sentence

The cats annoy Tim. The cats annoys Tim.

Table 1: Example of a minimal pair (Warstadt and Bow-
man, 2019).

relies either on task-agnostic metrics, such as per- 130

plexity (Jelinek et al., 1977) which measures the 131

quality of the probability distribution of words in a 132

given corpus by a model, or alternatively on task- 133

specific metrics, like the BLEU score that evaluates 134

a model’s performance for machine translation (Pa- 135

pineni et al., 2002). The second approach relies 136

on large corpora designed for NLU or NLG down- 137

stream tasks. For example, the GLUE benchmark 138

(Wang et al., 2018) is used to assess a model’s 139

NLU performance on tasks such as semantic simi- 140

larity, linguistic acceptability judgment and senti- 141

ment analysis. In contrast, GLGE (Liu et al., 2021) 142

evaluates language generation tasks such as sum- 143

marization and question answering. 144

2.2.1 LLM Linguistic Acceptability 145

Judgments Evaluation 146

Recently, NLP researchers started using linguis- 147

tic acceptability judgment tasks to assess the ro- 148

bustness of LLMs’ and Tansformer-based neural 149

language models against grammatical errors (Yin 150

et al., 2020; Miaschi et al., 2023) and to probe their 151

grammatical knowledge (Warstadt and Bowman, 152

2019; Zhang et al., 2021; Choshen et al., 2022; 153

Mikhailov et al., 2022). Two approaches are used 154

to perform this evaluation, namely minimal pairs 155

and binary classification acceptability judgments 156

(Wang et al., 2018; Warstadt and Bowman, 2019; 157

Chang et al., 2023). 158

In the first approach, a set of minimal pairs of 159

grammatically acceptable and unacceptable sen- 160

tences, such as the pair illustrated in Table 1, is 161

presented to an LLM that must decide which is 162

grammatically correct. By observing which sen- 163

tences the LLM assigns a higher correctness prob- 164

ability to, one can assess which grammatical phe- 165

nomena it is sensitive to (Warstadt and Bowman, 166

2019) Corpus such as BLiMP in English (Warstadt 167

and Bowman, 2019) and CLiMP in Chinese (Xi- 168

ang et al., 2021) have been proposed to enable the 169

evaluation of LLM on a wide range of linguistic 170

phenomena. 171

Concurrently, in the second approach, a set of 172

sentences that are either grammatical or ungram- 173
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Label Sentence

0 (Ungrammatical) Edoardo returned to his last year city
1 (Grammatical) This woman has impressed me

Table 2: Example sentences from the ItaCoLA dataset
(Trotta et al., 2021).

matical, such as the two shown in Table 2, are174

provided to an LLM which must perform a binary175

acceptability classification task (Warstadt et al.,176

2019). Corpora such as CoLA in English (Warstadt177

et al., 2019) and CoLAC in Chinese (Hu et al.,178

2023) have been proposed to assess LLMs’ capa-179

bilities to discriminate proper grammar from im-180

proper in their respective languages. Typically,181

these datasets comprise sentences collected from182

syntax textbooks and linguistics journals. However,183

as of yet no such corpus exists for French.184

3 FrCoLA: French Corpus of Linguistic185

Acceptability Judgments186

In this work, we introduce the French Corpus187

of Linguistic Acceptability Judgments (FrCoLA),188

which will be the first large-scale binary linguistic189

acceptability judgments task dataset for the French190

language and the second-largest such corpus in191

any language. FrCoLA consists of French sen-192

tences from the “Banque de dépannage linguis-193

tique” (BDL), an official online resource from194

the “Office québécois de la langue française”,195

an official provincial government public organi-196

zation in Canada. The BDL is a grammatical197

resource index that offers 2,667 articles divided198

into eleven categories, such as “Spelling” (or-199

thographe), “Grammar” (grammaire) and “Syntax”200

(syntaxe). These categories are further subdivided201

into sub-categories that address either a specific202

situation in the linguistic literature (e.g. how to use203

punctuation in a sentence) or a problematic linguis-204

tic situation (e.g. the use of borrowed words from205

English vocabulary). In these articles, the BDL ex-206

plains various linguistic phenomena that are correct207

or incorrect and uses examples written by French208

linguists to illustrate both cases. For example, the209

“grammar” category includes the “adverbs” (ad-210

verbes) sub-category that includes an article about211

the linguistic phenomenon of proper and improper212

use of the adverb “surrounding” (alentour). A snip-213

pet of that article is shown in Figure 1. It displays214

two examples of well-written sentences using the215

adverb (marked in green) and one example of an216

Figure 1: Snipped of the BDL article for the French
word “alentour”. The text is in French.

erroneous usage (marked in red). 217

3.1 Data Collection 218

Sentences in FrCoLa were collected manually from 219

the BDL online resource focusing on French gram- 220

mar. Specifically, we examined all its 2,667 arti- 221

cles and extracted 25,153 linguistic acceptability 222

judgment sentences. Each sentence was labelled 223

0 (ungrammatical) or 1 (grammatical) following 224

the BDL green/red colour scheme as illustrated in 225

Figure 1. Furthermore, since the BDL uses a fine- 226

grained category structure to sort various linguistic 227

phenomena, we collected these categories and as- 228

sociated them to labels according to the French 229

linguistic literature (Fagyal et al., 2006; Chesley, 230

2010; Boivin and Pinsonneault, 2020; Feldhausen 231

and Buchczyk, 2021), and labelled each extracted 232

sentence accordingly. Our linguistic phenomena la- 233

bels and their BDL-associated categories are listed 234

below, and Table 3 present FrCoLA statistics for 235

each one. 236

• Syntax : agreement violations, corruption 237

of word order, misconstruction of syntactic 238

clauses and phrases, incorrect use of apposi- 239

tions, violations of verb transitivity or argu- 240

ment structure, ellipsis, missing grammatical 241

constituencies or words. 242

BDL Categories: Editorial (Rédaction), Syn- 243

tax (Syntaxe), Punctuation (Ponctuation), Ty- 244

pography (Typographie), and Proper nouns 245

(Noms propres). 246

• Morphology : incorrect derivation or word 247

building, non-existent words. 248

BDL Categories: Ortograph (Ortographe), 249

Grammar (Grammaire), Abbreviations and 250
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symbols (Abréviations et symboles), and Pro-251

nunciation (Prononciation).252

• Semantic: incorrect use of negation, violation253

of the verb’s semantic argument structure.254

BDL Categories: Vocabulary (Vocabulaire).255

• Anglicism: word and syntactical structure bor-256

rowed from English grammar.257

BDL Categories: Anglicisms (Anglicisme).258

3.2 Analysis of FrCoLA259

In this section, we compare our FrCoLA dataset to260

all related corpora. Table 4 present, for each corpus,261

the language, and the number of sentences, percent-262

age of acceptable sentences and total vocabulary263

in the train, dev and test sets3 as well as for the264

entire corpus. The total vocabulary sizes were com-265

puted using language-specific SpaCy tokenizers266

(Honnibal et al., 2020) that split each sentence into267

individual words or punctuation. We can see that268

FrCoLA is the second largest corpus behind only269

NoCoLA, and is approximately twice the size of270

all the other corpora. Moreover, FrCoLA shares a271

similar frequency of acceptable sentences to CoLA,272

CoLAC and RuCoLA datasets, and like with the273

other corpora all splits have a similar frequency274

of acceptable sentences. Finally, we can see that275

FrCoLA has the third-largest vocabulary size com-276

pared to the other datasets.277

3.3 Out-of-Domain Hold-Out Split278

Like CoLA, RuCoLA, CoLAC, and JCoLA, our279

FrCoLA includes an out-of-domain hold-out data280

split in addition to the standard train, dev, and test281

dataset splits to assess whether a system trained282

with it might suffer from overfitting. The definition283

of out-of-domain varies depending on the corpus.284

In CoLA, the out-of-domain set includes sources285

of varying degrees of domain specificity and time286

period compared to those used for the main dataset287

(Warstadt and Bowman, 2019). For RuCoLA, they288

are sentences generated by an automatic machine289

translation system and paraphrase generation mod-290

els and annotated by a human annotator (Mikhailov291

3It is worth mentioning that for CoLA, RuCoLA and
JCoLA, their in-domain test set labels are not publicly avail-
able to reduce the risk of overfitting. Thus, like other related
work (Trotta et al., 2021; Cherniavskii et al., 2022), we use
their out-of-domain dev sets as the test sets. Also, CoLAC
does not offer a test set with a label or an out-of-domain dev
set. Thus, as per the authors’ recommendation, we have re-
sampled the in-domain train and dev set using a 60-10-30%
split using the seed 42 to create an in-domain test set.

et al., 2022). The JCoLA out-of-domain split com- 292

prises sentences from the Journal of East Asian 293

Linguistics, a source with typically more complex 294

linguistic phenomena than regular text (Someya 295

et al., 2023). We have used a similar approach to 296

JCoLA and CoLA; we have used an alternative and 297

substantially different source to build our out-of- 298

domain set. The source we picked is the Académie 299

française, a France-based organization founded in 300

1635 as a “society of scholars” in science and liter- 301

ature (Académie française, 2024). This organiza- 302

tion publishes a monthly online journal, La langue 303

française: Dire, Ne pas dire4 (“The French lan- 304

guage: What to say, and not say”), that presents 305

various articles on the proper and improper use of 306

the French language, sorted into three categories, 307

namely “neologisms and anglicisms” (néologismes 308

and anglicismes), “wrongful employment” (em- 309

plois fautifs), and “abusive extensions of meaning” 310

(extensions de sens abusives). We manually ex- 311

tracted all examples of grammatical and ungram- 312

matical sentences from the 1,013 articles in the 313

journal. In total, 2,675 sentences were extracted 314

and binary labelled. 315

We present in Table 5 the number of sentences, 316

vocabulary size and percentage of acceptable sen- 317

tences of all linguistic corpora with an out-of- 318

domain test set. However, since other corpora 319

do not distribute their hold-out labels, we could 320

not compute the percentage of acceptable sen- 321

tences. We also note that for JCoLA, the out-of- 322

domain hold-out split was unavailable in their of- 323

ficial dataset GitHub repository. Once again, we 324

can see that FrCoLA is the second largest corpus in 325

terms of number of sentences and vocabulary size, 326

with nearly as many sentences as RuCoLA. Com- 327

pared to the main FrCoLA corpus in Table 4, we 328

can see that the out-of-domain dataset comprises 329

a much less diverse vocabulary, making it well 330

distinct from the other splits. Finally, the out-of- 331

domain hold-out split has a percentage of accept- 332

able sentences nearly 15% lower than the overall 333

corpus, making it more robust to highlight overfit- 334

ting cases in machine learning models. 335

4 Experiments 336

We evaluate three neural-based methods for accept- 337

ability classification leveraging Transformer-based 338

architecture. 339

4https://www.academie-francaise.fr/dire-ne-pas-dire
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Category # Sen and % Acp Example

Syntax
5,152
77.56

Dès son arrivée, on s’empressa de lui poser des questions à propos de son voyage.
Dès en arrivant, on s’empressa de lui poser des questions à propos de son voyage.

Morphology
10,642
68.18

La journée était calme : point de vent, point de bruit, point de mouvement.
La journée était calme : point de vent, poing de bruit, point de mouvement.

Semantic
5,442
72.49

Quand la parade est passée, le vieil homme s’est levé pour aller voir à la fenêtre.
Quand la parade est passée, le vieil homme s’est levé debout pour aller voir à la fenêtre.

Anglicism
3,917
58.26

Sauront-ils répondre aux les besoins de l’enfant?
Sauront-ils rencontrer les besoins de l’enfant?

Table 3: Number of sentences (# Sen) and the percentage of acceptable sentences (% Acp) per category in FrCoLA
(all three splits), and example of a positive and a negative (bolded with error underlined) in each category.

Language
Train Dev OODD/Test Total

# Sen % Acp Vocab # Sen % Acp Vocab # Sen % Acp Vocab # Sen % Acp Vocab

CoLA (Warstadt et al., 2019) English 8,551 70.44 5,778 527 69.26 1,375 516 68.60 988 9,594 70.27 6,097
DaLAJ (Volodina et al., 2021) Swedish 7,682 50.00 6,841 890 50.00 1,799 888 50.00 1,661 9,460 50.00 7,884
ITACoLA (Trotta et al., 2021) Italian 7,801 84.39 5,825 946 85.41 1,844 1,888 84.21 1,888 9,722 84.47 6,402
RuCoLA (Mikhailov et al., 2022) Russian 7,869 74.52 19,057 983 74.57 4,140 1,804 63.69 9,353 10,656 72.69 26,382
CoLAC (Hu et al., 2023) Chinese 4,134 66.09 3,835 460 66.96 1,024 1,970 67.82 2,636 6,564 66.67 4,759
NoCoLA (Jentoft and Samuel, 2023) Norwegian 116,195 31.46 32,561 14,289 32.59 8,865 14,383 31.58 8,600 144,867 31.58 37,319
JCoLA (Someya et al., 2023) Japanese 6,919 83.38 3,730 865 83.93 1,483 684 73.28 896 8,469 82.62 4,146

FrCoLA (This work) French 15,846 69.49 18,350 1,761 69.51 5,369 7,546 69.49 12,690 25,153 69.49 22,131

Table 4: Comparison of FrCoLA and related corpora for number of sentences (# Sen), percentage of acceptable
sentences (% Acp), and total vocabulary (Vocab). “OODD” stands for out-of-domain data split (CoLA, RuCoLA
and JCoLA).

Out-of-Domain Hold-Out
# Sen Vocab % Acp

CoLA 533 1035 N/A
RuCoLA 2,789 12,211 N/A
CoLAC 931 1,168 N/A
JCoLA N/A N/A N/A

FrCoLA 2,675 1,651 53.91

Table 5: Comparison of FrCoLA with all related corpus
with an out-of-domain hold-out set for the number of
sentences (# Sen), the vocabulary size (Vocab) and the
percentage of acceptable sentences (% Acp).

4.1 Evaluation Metrics340

Following Warstadt et al. (2019), performance341

is measured using the accuracy score (Acc)342

and Matthews Correlation Coefficient (MCC)343

(Matthews, 1975). Accuracy on the dev set is344

used as the target metric for hyperparameter tuning345

and early stopping. We report the results averaged346

over ten restarts from different random seeds (i.e.347

42, 43, · · · , 50, 51).348

4.2 Models 349

4.2.1 Baseline 350

As a baseline, we evaluate a fine-tuned language- 351

specific pre-trained monolingual and a cross- 352

lingual neural language model using each available 353

linguistic acceptability judgment binary classifica- 354

tion benchmark dataset and FrCoLA. We used a dif- 355

ferent language-specific Transformed-based LLM 356

for each language, which was optimized using dif- 357

ferent tokenization methods and training corpus. 358

We detail the language-specific models used in our 359

experimentation in Appendix A. We use XLM- 360

RoBERTa-base (Conneau et al., 2020) as our cross- 361

lingual neural language model; the model details 362

are described in Appendix A. For each language, 363

we name these obtained models Monolingual 364

FT and Cross-Lingual FT, respectively. 365

4.2.2 State-Of-The-Art 366

The state-of-the-art approach to binary linguistic 367

acceptability judgments is the topological data anal- 368

ysis (TDA) proposed by Cherniavskii et al. (2022). 369

This approach extracts the attention maps of a fine- 370

tuned Transformers-based neural language model 371

to use as linguistic features to train a binary logistic 372

regression. The authors report that this approach 373

significantly outperformed previous approaches, in- 374
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creasing by up to 0.24 Matthew’s correlation co-375

efficient score on linguistic acceptability for three376

languages (English, Italian and Swedish). In our377

case, we use the attention maps from the monolin-378

gual models we fine-tuned as baselines. For each379

language, we name this model LA-TDA.380

4.3 Training Settings381

Each language model is fine-tuned using the train382

and dev split and evaluated using the test or out-of-383

domain valid split (OODD) (CoLA, RuCoLA and384

JCoLA) following the standard procedure under385

the HuggingFace library (Wolf et al., 2020). Each386

model is fine-tuned for four epochs and uses the387

AdamW optimizer (Loshchilov and Hutter, 2018),388

with a learning rate of 3e−5 and a weights decay389

of 1e−2. Since the corpora are unbalanced, we390

use a weighted balanced loss based on the training391

percentage of acceptable sentences. We use a batch392

size of 32 and the other default hyperparameters.393

For each language model, we use the default to-394

kenizer with a maximum sequence length of 64395

tokens without lowercasing during tokenization.396

5 Results and Discussion397

Table 6 presents the accuracy and the MCC of398

our three models for each benchmark dataset on399

the dev and test set, with bolded value indicat-400

ing the best score per benchmark. The table re-401

ports the average and one standard deviation over402

the ten restarts. We observe that, for most lan-403

guages, on average LA-TDA outperforms other404

fine-tuned methods, but not on all metrics and405

with a smaller margin than reported by Cherni-406

avskii et al. (2022). The two exceptions to this407

are CoLA and our FrCoLA. FrCoLA’s perfor-408

mance is always slightly better when using the409

fine-tuned Moolingual FT model. Consider-410

ing that LA-TDA is computed asymptotically in411

quadratic time (Cherniavskii et al., 2022), the per-412

formance gains seem marginal compared to the413

added computational expense. These results show414

that fine-tuned Transformer-based neural language415

models are strong baselines for the binary linguistic416

acceptability classification tasks.417

We present in Table 7 the accuracy and the MCC418

of our three models trained using FrCoLA over the419

dataset’s four categories. The table reports the aver-420

age and one standard deviation over the ten restarts.421

We can see that the category “anglicism” has the422

lowest performance. For the two approaches us-423

ing monolingual LLM (i.e. Monolingual FT 424

and LA-TDA), we hypothesize that this situation is 425

due to occurrences of anglicism in the LLM train- 426

ing dataset. Indeed, using word and syntactical 427

structure borrowed from English grammar is more 428

common over web-based (Laviosa, 2010; Planchon 429

and Stockemer, 2019; Solano, 2021; Šukalić et al., 430

2022) and even official educational text (S, imon 431

et al., 2021). Thus, fine-tuning the pre-trained LLM 432

model can be more challenging, considering that 433

the “anglicism” category contains the least exam- 434

ples. For the cross-lingual approach, since the LLM 435

has learned word representation over English dur- 436

ing training, we hypothesize that sentences using 437

English words or syntax are considered more prob- 438

able for the model; thus, it is more challenging for 439

the classifier to classify these examples correctly. 440

Finally, we present in Table 8 the accuracy and 441

the MCC of our three models trained using FrCoLA 442

but evaluated using our out-of-domain hold-out set. 443

The table reports the average and one standard de- 444

viation over the ten restarts. We can see that, once 445

again, the Moolingual FT model outperforms 446

the LA-TDA model. However, all three models 447

show significant performance drops, of nearly 22% 448

in accuracy and nearly 50% for the MCC. It shows 449

that the fine-tuned models have overfitted over the 450

train and dev dataset. 451

Out-of-Domain Hold-Out
Acc (%) MCC

Monolingual FT 62.69± 1.13 0.286± 0.020
Cross-Lingual FT 55.99± 4.36 0.107± 0.088
LA-TDA 61.36± 0.90 0.090± 0.019

Table 8: Acceptability binary classification result on the
FrCoLA out-of-domain hold-out set. The best score per
benchmark is bolded.

6 Conclusion and Future Works 452

This article introduced FrCoLA, the French Corpus 453

of Linguistic Acceptability Judgments, a dataset 454

comprising 15,846 sentences annotated with binary 455

acceptability judgments. It is the first such cor- 456

pus in French, and the second-biggest one in any 457

language. The sentences it comprises were man- 458

ually extracted from an official online linguistic 459

resource maintained by a Québec Government in- 460

stitution, and an additional out-of-domain dataset 461

was compiled from an equivalent French insti- 462

tution. We then evaluated the linguistic perfor- 463

mances of three fine-tuned models on FrCoLA and 464
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Model
Dev Test/OODD

Acc (%) MCC Acc (%) MCC

CoLA

Monolingual FT 83.61± 2.56 0.639± 0.030 80.89± 1.15 0.544± 0.025
Cross-Lingual FT 82.24± 1.35 0.575± 0.033 77.25± 2.42 0.452± 0.041
LA-TDA 84.91± 1.24 0.633± 0.031 80.70± 1.38 0.532± 0.034

DaLAJ

Monolingual FT 69.12± 1.53 0.411± 0.029 72.33± 1.40 0.467± 0.025
Cross-Lingual FT 55.18± 5.90 0.131± 0.144 55.21± 5.89 0.124± 0.137
LA-TDA 70.08± 1.24 0.411± 0.024 73.54± 1.05 0.475± 0.020

ITACoLA

Monolingual FT 83.29± 3.71 0.420± 0.051 83.45± 3.34 0.446± 0.050
Cross-Lingual FT 79.97± 6.22 0.105± 0.121 79.12± 5.99 0.117± 0.124
LA-TDA 87.51± 0.88 0.423± 0.050 86.59± 0.93 0.422± 0.054

RuCoLA

Monolingual FT 74.49± 2.56 0.352± 0.027 66.81± 3.56 0.379± 0.030
Cross-Lingual FT 71.84± 3.00 0.276± 0.038 56.81± 3.18 0.189± 0.026
LA-TDA 77.56± 0.61 0.337± 0.022 71.09± 0.92 0.382± 0.018

CoLAC

Monolingual FT 75.93± 1.35 0.444± 0.027 77.78± 1.43 0.482± 0.023
Cross-Lingual FT 73.37± 2.72 0.337± 0.022 71.09± 0.92 0.382± 0.018
LA-TDA 77.33± 1.79 0.469± 0.044 79.01± 0.86 0.502± 0.023

NoCoLA

Monolingual FT 77.90± 0.96 0.560± 0.009 77.90± 0.98 0.560± 0.009
Cross-Lingual FT 73.92± 1.40 0.504± 0.017 73.79± 1.37 0.505± 0.015
LA-TDA 81.58± 0.29 0.582± 0.007 82.01± 0.31 0.589± 0.009

JCoLA

Monolingual FT 81.34± 4.48 0.039± 0.062 73.17± 0.61 0.067± 0.111
Cross-Lingual FT 72.64± 8.11 0.262± 0.058 72.86± 4.61 0.328± 0.059
LA-TDA 83.49± 0.68 0.252± 0.051 75.30± 1.25 0.230± 0.070

FrCoLA

Monolingual FT 84.51± 0.78 0.619± 0.02 82.92± 0.61 0.578± 0.015
Cross-Lingual FT 70.67± 15.13 0.243± 0.263 69.91± 14.61 0.222± 0.240
LA-TDA 84.00± 0.48 0.606± 0.013 82.79± 0.45 0.574± 0.012

Table 6: Acceptability binary classification results and MCC by language. The best score per benchmark is bolded.
“OODD” stands for out-of-domain data split (CoLA, RuCoLA and JCoLA).
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Model
Category

Syntax Morphology Semantic Anglicism

Test Accuracy (%)

Monolingual FT 88.59± 0.60 81.76± 0.74 85.82± 0.40 74.36± 1.40
Cross-Lingual FT 83.31± 4.31 74.93± 4.70 79.84± 4.88 63.79± 4.66
LA-TDA 88.40± 0.23 81.49± 0.51 85.39± 0.53 74.18± 1.44

Test MCC

Monolingual FT 0.654± 0.018 0.563± 0.017 0.620± 0.011 0.506± 0.028
Cross-Lingual FT 0.403± 0.279 0.327± 0.226 0.378± 0.261 0.223± 0.156
LA-TDA 0.649± 0.009 0.555± 0.013 0.609± 0.014 0.405± 0.026

Table 7: Acceptability binary classification results and MCC for FrCoLA per category. The best score is bolded.

equivalent datasets in other languages. Our results465

demonstrated that Transformer-based neural lan-466

guage models achieve high results on the binary467

classification task and are strong baselines. When468

fined-tuned on FrCoLA, a Transformer-based neu-469

ral language model even outperforms the state-of-470

the-art TDA method proposed by Cherniavskii et al.471

(2022).472

In future works, we plan to extend our dataset473

linguistic phenomena granularity and generate the474

complementary grammatical or ungrammatical sen-475

tence of each sentence in the dataset to create the476

first French minimal pair benchmark dataset. More-477

over, we would also like to qualitatively explore478

the linguistic phenomena errors generated by the479

French fine-tuned Transformer-base model.480

Limitations481

All the sentences included in FrCoLA have been482

extracted from an official linguistic source on the-483

oretical syntax. Therefore, those sentences are484

guaranteed to be theoretically meaningful, mak-485

ing FrCoLA a challenging dataset. However, the486

categories extracted automatically from the official487

source are skewed. Indeed, as shown in Table 3,488

nearly 42% of the dataset comprises morphological489

linguistic phenomena.490

Ethical Considerations491

FrCoLA may serve as training data for binary lin-492

guistic acceptability judgment classifiers (Batra493

et al., 2021), which may benefit the quality of gen-494

erated texts. We acknowledge that such text genera-495

tion progress could lead to misusing LLMs for ma-496

licious purposes, such as disinformation or harmful497

text generation and online harassment (Weidinger498

et al., 2021; Bender et al., 2021). Nevertheless, 499

our corpus can be used to train adversarial defence 500

against such misuse and to train artificial text detec- 501

tion models (Lewis and White, 2023; Kumar et al., 502

2023). 503
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Dataset Transformer Model # Layers # Att Hds Hid St Dim Tokenization Training Dataset

CoLA bert-base-cased (Kenton
and Toutanova, 2019)

12 12 768 WordPiece (Kenton
and Toutanova,
2019)

BooksCorpus (Zhu et al., 2015) and
English Wikipedia (Wikimedia Foun-
dation, 2024)

DaLAJ bert-base-swedish-cased
(Malmsten et al., 2020)

12 12 768 SentencePiece
(Kudo and Richard-
son, 2018)

National Library of Sweden Corpus
(Malmsten et al., 2020)

ITACoLA bert-base-italian-cased
(Schweter, 2020)

12 12 768 Not specified OPUS Corpus (Tiedemann, 2016)

RuCoLA ruBert-base (Zmitrovich
et al., 2023)

12 12 768 BPE (Gage, 1994) Various Russian corpus (i.e. Rus-
sian Wikipedia and Russian news)
(Zmitrovich et al., 2023)

CoLAC bert-base-chinese (Cui
et al., 2021)

12 12 768 LTP (Che et al.,
2010) and Word-
Piece

Chinese Wikipedia

NoCoLA nb-bert-base (Kummer-
vold et al., 2021)

12 12 768 WordPiece Norwegian Colossal Corpus (Kum-
mervold et al., 2022)

JCoLA bert-base-japanese
(Suzuki and Takahashi,
2019)

12 12 768 MeCab (Kudo, 2005)
and WordPiece

Japanese Wikipedia

FrCoLA camembert-base (Martin
et al., 2020)

12 12 768 SentencePiece OSCAR (Ortiz Suárez et al., 2019)

Cross-lingual xlm-roberta-base (Con-
neau et al., 2020)

12 12 768 SentencePiece CommonCrawl (Wenzek et al., 2020)

Table 9: Details of the pre-trained transformer models used for each linguistic acceptability corpus. For each model,
it presents the number (#) of layers and attention heads (Att Hds) along with hidden states dimension (Hid St Dim),
tokenization and training dataset.
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