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Abstract001

Mental models play an important role in002
whether user interaction with intelligent sys-003
tems, such as dialog systems is successful or004
not. Adaptive dialog systems present the oppor-005
tunity to align a dialog agent’s behavior with006
heterogeneous user expectations. However,007
there has been little research into what men-008
tal models users form when interacting with a009
task-oriented dialog system, how these models010
affect users’ interactions, or what role system011
adaptation can play in this process, making it012
challenging to avoid damage to human-AI part-013
nership. In this work, we collect a new publicly014
available dataset for exploring user mental mod-015
els about information seeking dialog systems.016
We demonstrate that users have a variety of con-017
flicting mental models about such systems, the018
validity of which directly impacts the success019
of their interactions and perceived usability of020
system. Furthermore, we show that adapting021
a dialog agent’s behavior to better align with022
users’ mental models, even when done implic-023
itly, can improve perceived usability, dialog024
efficiency, and success. To this end, we argue025
that implicit adaptation can be a valid strategy026
for task-oriented dialog systems, so long as027
developers first have a solid understanding of028
users’ mental models.029

1 Introduction030

Adapting dialog agents’ behavior to users has long031

been an area of interest in dialog research. To this032

end, researchers have explored various strategies,033

e.g., language style (Ma et al., 2020), sense of hu-034

mor (Ritschel and André, 2018), recommendations035

(He et al., 2023), etc. The basic assumption under-036

lying this research is that such changes to a dialog037

agent’s behavior will lead to more successful or038

enjoyable interactions with users. However, this039

is not guaranteed. Bansal et al. (2019b) and Kim040

and Lim (2019) experimented with human-AI and041

human-dialog system interaction respectively, and042

found that adaptation can actually damage human- 043

agent partnership when done in a way which does 044

not align with users’ expectations. Therefore, in 045

order to develop successful adaptive dialog agents, 046

it is important to first have a good understanding of 047

what these user expectations are. 048

One way of understanding these is to measure 049

user mental models. Mental models refer to a per- 050

son’s cognitive representation for how or why they 051

believe a complex system (e.g., a dialog system) 052

works (Johnson-Laird, 1980; Halasz and Moran, 053

1983; Norman, 2014). Rather than trying to pro- 054

cess all details of such systems at once, users will 055

create a simplified representation of the system 056

in their mind (Clements, 2004). These models 057

can be arbitrarily simple – e.g., “the dialog sys- 058

tem can recognize keywords” – or complex – e.g., 059

“I would expect the chatbot to be able to answer 060

simple questions, where they can retrieve the an- 061

swers from my account information” – depending 062

on the user. These expectations and abstractions 063

are shaped both through interaction with the sys- 064

tem and through previous experience (Cho, 2018; 065

Rutjes et al., 2019). Research in human-computer 066

interaction and human-centered AI has found that 067

users’ mental models of a system play an impor- 068

tant role in predicting how they will interact with it 069

(Kim and Lim, 2019) and that accurate mental mod- 070

els generally lead to more successful interactions 071

(Kulesza et al., 2012; Bansal et al., 2019a). 072

Previous research into mental models of task- 073

oriented dialog systems generally focuses either on 074

single turn agents, like personal assistants (Luger 075

and Sellen, 2016; Cho, 2018; Tenhundfeld et al., 076

2022), or on collaborative game settings (Gero 077

et al., 2020; Weitz et al., 2021). However, these 078

domains only represent a small subset of dialog 079

interactions. Additionally, they do not consider the 080

potential of adaptation to influence such interac- 081

tions. While there have been a limited number of 082

studies looking at mental models in other domains 083
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(Wang et al., 2021; Brachman et al., 2023), to our084

knowledge, the only research exploring users’ men-085

tal models around adaptive dialog agents was per-086

formed by Kim and Lim (2019). In their work, the087

researchers focused specifically on the scenario of088

users actively trying to teach an adaptive agent,089

with the assumption that an implicitly adaptive090

agent could be poorly accepted by users. How-091

ever, as such a teacher role imposes an additional092

cognitive load on users, the goal of this paper is to093

explore how users perceive and react to implicitly094

adaptive, task-oriented dialog agents. Concretely,095

we investigate the following research questions:096

RQ1: What role do users’ mental models play in097

task-oriented dialog?098

• RQ1.1: What mental models do users have099

about task-oriented dialog systems before100

starting an interaction?101

• RQ1.2: How do these mental models affect102

interaction with a dialog system?103

RQ2: What role does adaptation have on user men-104

tal models and interaction?105

• RQ2.1: How does interaction with an adap-106

tive dialog system change user mental mod-107

els compared to interaction with non-adaptive108

baselines?109

• RQ2.2: Does implicit adaptation in line with110

user mental models affect success, trust, and111

usability?112

To answer these questions, we implement three113

different types of task-oriented dialog system in the114

domain of business travel. We then recruit 66 par-115

ticipants to take part in a user evaluation. Each user116

interacts with either an implicitly adaptive dialog117

agent based on (Väth et al., 2023), or one of two118

non-adaptive baselines, representing both extremes119

of the adaptive agent’s behavioral spectrum. We120

probe users for their mental models before and after121

they interact with the dialog system, analyzing how122

these affected their interaction, how their mental123

models were updated through the interaction, and124

how successful each interaction was.125

Our main contributions are: 1) Demonstrating126

that users have a wide variety of (contradictory) ex-127

pectations for how to interact with an information-128

seeking dialog system. 2) Showing users’ mental129

models have a significant effect on how they in-130

teract with a dialog system, highlighting the need131

for adaptive systems. 3) Demonstrating that im-132

plicit adaptation can be done without negatively133

impacting mental models, and may in some cases134

improve user expectations. 4) Showing that im- 135

plicit adaptation in line with users’ mental models 136

is not only rated more usable, compared to non- 137

adaptive baselines, but also significantly increases 138

dialog success. 5) Creating a new, publicly avail- 139

able dataset for studying mental models consisting 140

of collected dialogs augmented with self-reported 141

mental models (pre- & post interaction) and logs 142

of each user’s interactions. 143

2 Related Work 144

2.1 Adaptive Dialog Systems 145

Research into adaptive dialog systems aims to align 146

their behavior to users in order to improve interac- 147

tion experience. This research can focus on text- 148

level adaptions or even adapting the agent’s un- 149

derlying behavior. Text-level adaptation includes 150

changing the dialog agent’s linguistic style, e.g., 151

adjusting the chatbot’s utterances to match a user’s 152

emotional state (Ma et al., 2020), personality (Yang 153

et al., 2018; Firdaus et al., 2023), or even adapt- 154

ing the complexity of language to a user’s domain 155

familiarity (Janarthanam and Lemon, 2014). Be- 156

havioral adaptation approaches may rely on ad- 157

ditional social cues, e.g., laughter (Ritschel and 158

André, 2018), requiring users to intentionally fine- 159

tune the dialog system’s behavior (Chen and Pu, 160

2012; Narducci et al., 2018), or try to implicitly 161

intuit cues for adaptation directly from the users’ 162

behavior (Väth et al., 2023). 163

Trying to implicitly adapt an intelligent agent’s 164

behavior without a good understanding of users’ 165

mental models, however, can lead to a mismatch in 166

user expectations and lead to less successful human- 167

agent interactions (Weld et al., 2003; Bansal et al., 168

2019b) and confusion (Zimmerman et al., 2007). 169

At the same time, asking users to directly provide 170

feedback during the interaction interrupts the ex- 171

perience, which can make the dialog less natural. 172

Furthermore, asking for such feedback places addi- 173

tional cognitive load on the user, which is contrary 174

to the goal of intelligent systems, namely to reduce 175

a user’s cognitive load (Höök, 2000). 176

2.2 Mental Models of Dialog Agents 177

With the increasing popularity of dialog agents, 178

there has been a corresponding need to understand 179

user’s mental models, and how they influence in- 180

teractions with such systems. To date, the bulk 181

of this research has focused on either single-turn, 182

virtual assistants (Cho, 2018; Luger and Sellen, 183
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2016; Zamora, 2017; Tenhundfeld et al., 2022) or184

user interactions in cooperative games (Gero et al.,185

2020; Weitz et al., 2021; Zhu and Villareale, 2021).186

These studies have provided valuable insights into,187

e.g., the breadth of mental models users form about188

such systems (Cho, 2018) and how previous expe-189

rience can shape user expectations and outcomes190

(Weitz et al., 2021). However, they represent only191

a small subset of types of dialog systems (Zhang192

et al., 2020; Valizadeh and Parde, 2022) and do not193

consider the role of adaptation.194

Wang et al. (2021) in contrast, chose to explore195

mental models around how students interacted with196

a virtual teaching assistant over a period of two197

months. During this study, they found that it is pos-198

sible to link linguistic information from students199

inputs with their self-reported mental models over200

the course of the interaction. This finding supports201

our choice of adaptive agent, which infers a user’s202

preferred interaction style from their input text.203

To the best of our knowledge, Kim and Lim204

(2019) are the only study which explores user men-205

tal models around an adaptive dialog agent. They206

investigated a co-adapting agent, where the user ex-207

plicitly tried to teach new behavior to a simulated208

personal assistant in a Wizard-of-Oz study. They209

found that users formed one of two main mental210

models of the agent, either viewing it on a tech-211

nical or a social level, which greatly influenced212

how/what they attempted to teach it. However, the213

mental models probed were intrinsically linked to214

the user’s role as teacher. We seek to expand on this215

research and explore user mental models in a more216

standard adaptive setting, where the dialog system217

implicitly updates its behavior without requiring218

users to take on an additional co-adapting role.219

3 Implementation220

We choose to investigate the mental models of users221

in an information seeking setting, as this represents222

a common use case of modern dialog agents. For223

the adaptive agent, we make use of the modified224

Conversational Tree Search (CTS) agent proposed225

by Väth et al. (2024), an open-source, adaptive dia-226

log system for the domain of business travel. For227

the non-adaptive baselines, we use a handcrafted228

dialog system and an FAQ system as they repre-229

sent two of the most common interaction styles for230

information seeking systems.231

Figure 1: Illustration of the CTS agent behavior (Väth
et al., 2023). The agent adapts its behavior based on
user expectations implicitly encoded in their input.

3.1 Adaptive Dialog System: CTS 232

In the CTS task (Väth et al., 2023), subject-area 233

experts define a static dialog tree which encodes 234

the possible conversation flows. Nodes in the tree 235

represent system utterances and edges the possible 236

user responses. The CTS agent is then trained on 237

questions from users with different expectations, 238

e.g, inputting a concrete question and getting a 239

concrete answer or inputting a vague question and 240

being asked follow-up questions/ given more back- 241

ground information until a concrete information 242

need can be identified. The agent uses reinforce- 243

ment learning to adapt its behavior based on a 244

user’s input text, outputting or skipping over nodes 245

in the graph as appropriate. 246

The extreme ends of the CTS agent’s behavior 247

can thus be modeled as a non-adaptive handcrafted 248

dialog system (asking every node in the tree) or as 249

an FAQ system (directly giving an answer), with 250

the CTS agent able to adaptivly model the full spec- 251

trum of behavior between. An illustration of this 252

can be seen in Figure 1, where different types of 253

user inputs lead to different dialog system behavior. 254

In this work, we follow the architecture and train- 255

ing process outlined in (Väth et al., 2024); details 256

in Appendix A. All code is publicly available1. 257

3.2 Baseline: Handcrafted Dialog System 258

The handcrafted dialog agent (HDC) follows the 259

dialog tree node-by-node, outputting node-text to 260

1GPL-3.0: www.removed-for-anonymity.github.com
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the user at every step. If the user is asked a ques-261

tion, their response is then compared to the set262

of pre-defined answers associated with that node.263

The agent then moves to the neighboring node con-264

nected by the answer with the highest similarity to265

the user’s input (equivalent to ex. A in Figure 1).266

To compare results with the adaptive agent, we use267

the same dialog tree and the same state-of-the-art268

similarity model (Reimers and Gurevych, 2019) for269

encoding answers and user utterances.270

3.3 Baseline: FAQ System271

For the FAQ system, a user can input a specific272

question which will be matched against each of the273

nodes in the dialog graph. The most similar node is274

then immediately returned to the user as the answer275

to their question (equivalent to ex. B in Figure 1).276

Again, we use the same dialog tree and similarity277

model.278

4 Dataset: RDMM279

The REIMBUSE Dialog Mental Models (RDMM)280

dataset is a new dialog corpus, consisting of real281

user interaction logs with all three dialog systems282

(section 3), surveys of each user’s mental model of283

a chatbot before and after the interaction, and con-284

tent analysis annotations (section 6). All three sys-285

tems were trained on the REIMBURSE-En dataset286

(Väth et al., 2024), for the domain of business travel287

reimbursement. The dataset is publicly available1.288

For this corpus, we collect 188 dialogs from hu-289

mans interacting with either the HDC baseline, the290

FAQ baseline, or the adaptive CTS agent. Each291

dialog covers one of 14 different user information292

goals taken from the dialog graph, representing293

open-questions, general questions, and personal-294

ized questions (section 5). Below is an example295

dialog with the CTS agent:296

GOAL: You want to know how the reim-297

bursement process works for a research298

semester. You plan to bring your family299

with you.300

USER: my family are coming with me, how301

do i get reimbursed for research semester302

SYSTEM: How long will your research303

semester last?304

USER: 1 month305

SYSTEM: Your business trip must be planned306

as though you were traveling alone (with-307

out your family). Provide receipts [...]308

FAQ HDC Adaptive
# Dialogs 61 66 61
# Successful dialogs 35 29 47
Avg. # Turns/dialog 2.3 13.3 7.4
Avg. # Words in Initial Input 10.2 8.2 8.7
Avg. # Words / Utterance 10.2 5.4 6.4

Table 1: Corpus statistics for collected dialogs; numbers
rounded to one decimal.

As the dialog interaction style between agents 309

was quite different, dialogs with each system var- 310

ied, e.g., in terms of dialog length and user utter- 311

ance length. Dialog statistics are shown in Table 1. 312

Each dialog in the corpus is also labeled with 1) 313

the type of dialog system, 2) the information goal, 314

3) dialog length, 4) the end condition (success or 315

failure), and 5) subjective user ratings for dialog 316

length and quality of answer. 317

We further provide annotations of 1) each user’s 318

mental model of a dialog system before the interac- 319

tion, 2) their mental model of the system after the 320

interaction, and 3) their usability and trust ratings 321

after the interaction. Additional dialog examples 322

can be seen in Appendix B and examples of mental 323

model annotations can be seen in Table 2. 324

5 Study Design 325

We recruited participants from the United States, 326

Great Britain, Australia, and Canada via the crowd- 327

sourcing platform Prolific 2, paying at a rate of 328

9£/hr. Interactions lasted on average 20 minutes. 329

Each participant was randomly assigned to interact 330

with one of the three dialog systems. We chose a 331

between subjects design, as we did not want to in- 332

fluence users by exposing them to multiple dialog 333

systems. 334

Participants were asked to complete a pre-survey, 335

giving information about their domain familiarity 336

and what mental models they had of dialog sys- 337

tems in general, before completing three different 338

dialogs with their assigned system. They were 339

given no instruction on how they should interact 340

with the dialog system. 341

The first dialog, each participant was randomly 342

assigned an “open” goal. Open goals represented 343

general topics in the dialog tree rather than any 344

specific node and were intended to represent the 345

information need of a user new to the domain. For 346

example: “you want to find out information on how 347

to book a business trip.” As we did not anticipate 348

2https://prolific.com
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many users to be familiar with business travel reg-349

ulations, we hoped to use these goals as a way to350

help familiarize participants with the domain.351

For the second dialog, participants were ran-352

domly assigned an “easy” goal. Easy goals rep-353

resented an information need associated with a spe-354

cific node in the graph, but did not require infor-355

mation about a user’s specific case to be answered.356

For example, “You want to know you can get reim-357

bursed for a taxi”.358

For the final dialog, participants were randomly359

assigned to a “hard” goal. Hard goals also repre-360

sented information associated with a specific node361

in the graph, but required personalized details about362

the user’s planned trip in order to answer. “You363

want to know how much money you can get reim-364

bursed for accommodation on your trip to France.365

You plan to stay with your brother”.366

Finally, users were asked to complete a post-367

survey with information about their mental model368

of the dialog system they interacted with and im-369

pressions of the interaction.370

6 Evaluation Methods371

To understand their backgrounds, we asked par-372

ticipants to provide information about their age,373

gender, experience with dialog systems, and experi-374

ence with business travel. All surveys can be found375

in Appendix E.376

RQ1.1: Mental Models of Dialog Systems As377

it is inherently difficult to measure mental models378

without also influencing them (Rowe and Cooke,379

1995), we take two complementary approaches.380

The first approach is a series of open-ended ques-381

tions acting as a stand-in for think-aloud questions382

one would ask during a laboratory study (Friedman383

et al., 2018). We asked users about their expecta-384

tions for both what type of input a task-oriented385

dialog system can understand and what type of an-386

swers it can generate, e.g., “How would you phrase387

your input to the chatbot? Is this similar or differ-388

ent to how you would use a search engine or ask a389

real person?”.390

The second approach was a series of Likert scale391

items asking users to rate how much they agreed392

with each statement. The first four statements re-393

lated to their expectations for what type of input a394

dialog agent could understand and the second four395

to their expectations for what type of responses396

they could receive from a dialog system. E.g., “In397

general I think that a chatbot can only give high- 398

level/general answers to questions”. 399

Each of the free response questions was analyzed 400

using the standard content analysis technique Hsieh 401

and Shannon (2005). Following this technique, 402

utterances are annotated with a fixed set of labels 403

generated from the collected data, allowing trends 404

to emerge from qualitative feedback. 405

RQ1.2: Effect of Mental Models on Interaction 406

To assess what role mental models had on the in- 407

teraction, we measured the objective length and 408

success of each dialog. Additionally, we asked 409

users to rate the perceived length of the dialog on 410

a scale from 1 (much too short) to 5 (much too 411

long), as well as to rate their perception of the qual- 412

ity of how successful the dialog was on a scale 413

from 1 (question not at all answered) to 4 (question 414

completely answered). 415

RQ2.1: Effect of Adaptation on Mental Mod- 416

els Similar to how we measured mental models 417

before the interaction, we asked users to both fill 418

out free response and Likert items after the interac- 419

tion. However, in this case, free-response questions 420

were based around the retrospective technique pro- 421

posed by Hoffman et al. (2018) and all questions 422

were focused specifically on the interaction with 423

the dialog system assigned to the user, rather than 424

their perceptions of a generic dialog system. Free 425

response answers were again processed using con- 426

tent analysis. 427

RQ2.2: Effect of Adaptation on Success, Trust, 428

and Usability To evaluate user trust, we use the 429

reliability and trust subscales from the Trust in 430

Automation (TiA) questionnaire (Körber, 2018). 431

These subscales consist of six and two questions 432

respectively, each rated on a five point Likert scale 433

(1: strongly disagree to 5: strongly agree). 434

To measure perceived system usability, we use 435

the four item Universal Measure of User Expe- 436

rience (UMUX) (Finstad, 2010). For measuring 437

success, we use the same objective and subject 438

measures as in RQ1.2. 439

7 Pilot Study 440

To validate our experimental design, we recruited 441

9 participants between the ages of 20 to 49. Based 442

on the feedback from this pilot study, we were able 443

to fix technical errors in the study implementation 444

and verify that the time needed by participants was 445

in line with our estimates. 446
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8 Main Study447

For the main study, we recruited 66 participants448

from the USA, UK, Australia, and Canada. Three449

participants were removed for not adhering to the450

task protocol or due to technical errors, resulting451

in a total of 63 participants across the three groups452

(CTS: 20, FAQ: 21, HDC: 22), and 188 dialogs.453

Of the participants, 20 were male, 42 were fe-454

male, and 1 person identified as other. Their ages455

ranged from 20 to 69. On average, participants456

had some familiarity with dialog systems (3 on457

a 5-point Likert item) and limited familiarity with458

business travel (1.9 on a 5-point Likert item). There459

were no statistically significant differences in the460

distributions of gender, age, or previous experience461

between the three conditions.462

9 Results & Discussion463

In the following, we evaluate users as having a464

certain mental model if they rated that expectation465

with a value of 3 or higher in the pre-/post-survey.466

9.1 RQ1.1: Mental Models467

We explore user mental models both quantitatively468

and qualitatively.469

Quantitative Analysis Looking at the user ex-470

pectations in Figure 2, we group user mental mod-471

els into four categories about how they can interact472

with the system: expecting to 1) be able to give473

natural language input, 2) only give keyword input,474

3) only be able to ask specific questions, and 4) be475

able to ask a general question which the system476

then clarifies. We also group expectations about477

system behavior into expecting 1) only general an-478

swers, 2) personalized answers to a user’s exact479

situation, 3) direct answers (single-turn dialog),480

and 4) a long dialog with many questions before481

getting an answer. Here, we find there is no one482

expectation shared between all users, either for pos-483

sible user inputs or system responses. Even in cases484

where most users expect a certain behavior, there485

is still a sizable minority who do not.486

Qualitative Analysis To get a more granular un-487

derstanding of users’ expectations, we also per-488

formed qualitative analysis. Most answers fell into489

one of five categories (see Table 2): expectations490

about 1) the style of their input text, 2) the content491

of their input text 3) the style of the system’s an-492

swer text 4) the content of the system’s answer text,493

and 5) about the general dialog interaction.494

Figure 2: Distribution of mental models for what type
of input a dialog system can understand (left 4 columns)
and how it can respond (right 4 columns).

We find that users have very different, and in 495

many cases contradictory, expectations for how 496

they should interact with a dialog agent, and how 497

the agent, in turn, should behave. The contradictory 498

nature of these mental models further supports the 499

need for reliable adaptive dialog systems. 500

9.2 RQ1.2: Effect of Mental Models on 501

Interaction 502

To understand how these mental models translate to 503

actual user interactions, we look for any statistically 504

significant differences between users who share a 505

(quantitative) mental model and those who do not 506

in terms of objective measures, i.e., dialog length 507

and success, and subjective measures, i.e., usability, 508

reliability, and trust. 509

Using standard t-tests, we find that all 8 expecta- 510

tions had a statistically significant effect (p < 0.05) 511

on either objective or subjective evaluation metrics. 512

These effects depended on the dialog system users 513

interacted with (Table 3). For example, user expect- 514

ing a multi-turn interaction or personalized answers 515

were less successful when interacting with an FAQ 516

system than those who did not. Those expecting 517

multi-turn dialogs additionally found the FAQ sys- 518

tem significantly less usable. Conversely, users 519

of the HDC system who expected that they could 520

phrase general questions and the dialog system 521

would help narrow down their information need 522

were more successful on all of these same metrics 523

than those who expected to need a specific ques- 524

tion. For the adaptive and HDC dialog systems, 525

the expectation that the dialog system would only 526

recognize keywords and the expectation that users 527

needed to be able to phrase a specific question also 528
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Table 2: Main and sub-categories resulting from content analysis. For every sub-category (highlighted in bold), an
example of participants’ free-form feedback is given. Every example response is from a different participant.

A1 I would phrase it much like asking a real person (like a person)
A2 I would be more specific and direct with a chatbox than I would with a real person (precise language)
A3 I would use key terms, not necessarily full sentences. (keywords)
A4 I would use the chatbot like a search engine (like a search engine)
B1 If the question is simple and commonly asked (simple Questions)
C1 I would expect to get very general information from a chatbot that could be found on a companies website. (generic information)
C2 They should be able to provide prices, they should be able to provide the best options for you as a customer. (Personalized)
C3 and 100% correct in the information I am being given. (correct/accurate)
C4 Technically correct but perhaps not for the context - I would expect to check facts. (questionable accuracy)
D1 I would expect the level of information to be detailed and to a high level of knowledge (highly detailed)
D2 I would expect a clear, precise answer (concise)
D3 with sources I can verify myself if I doubt the accuracy of the information. (with sources)
D4 I would expect to get a similar style to what I might get from a real person nowadays. (casual/friendly)
D5 I would expect a formal answer (stilted/formal)
E1 to save me time from having to browse through all the terms, rules and contracts myself. (fast interaction)
E2 and that it would be correct as long as I used the correct terms to ask. (quality dependent on question)
E3 Unable to always answer my question. Sometimes go round in circles trying to get the information required (unreliable)
A = User input style, B = User input content, C = Dialog agent output content, D = Dialog agent output style, E = Interaction

Mental models Length Success Usability Reliability Trust
Natural language CTS CTS
Only Keywords CTS, HDC HDC

Only Specific Questions CTS CTS CTS, HDC
Vague Questions HDC HDC HDC HDC

Only General Answers CTS
Personalized Answers CTS, HDC FAQ

Single-Turn Interaction FAQ
Multi-Turn Interaction FAQ CTS, HDC, FAQ CTS, HDC, FAQ CTS, FAQ

Table 3: Significant effects (p < 0.05) of mental models
on objective and subjective metrics per dialog system.

influenced success and usability.529

In general, we found the greatest impacts of men-530

tal models in cases where a mismatch existed be-531

tween user expectations and dialog system behav-532

ior. These results are line with work by Kulesza533

et al. (2012) and Bansal et al. (2019a).534

9.3 RQ2.1: Effect of Adaptation on Mental535

Models536

Mental models Adaptive FAQ HDC
Natural language 0.10 0.02 -0.64
Only Keywords 0.20 -0.05 0.23

Only Specific Questions -0.75** -0.29 0.09
Vague Questions + Clarification 0.35 -2.35*** -0.64

Only General Answers 0.10 1.15** 0.27
Personalized Answers 0.65* -0.57 -0.14

Single-Turn Interaction -0.30 0.38 -0.55
Multi-Turn Interaction 0.28 -1.52** 0.27

Table 4: Change in mental models before and after the
interaction for each system. *p < 0.05; **p < 0.01;
***p < 0.001.

When looking at changes in users’ mental mod-537

els after interacting with the adaptive system (see538

Table 4), we find that users’ models for the adap-539

tive agent remain largely constant, except for two540

cases where the agent exceeded their expectations.541

This suggests that the adaptive system was able542

to shape its behavior to match the users’ expected 543

interaction styles. In contrast, FAQ users had to 544

update models related both to interaction and to 545

system answers after interacting with their dialog 546

systems. While users from the HDC group also had 547

no significant changes to their mental models, this 548

seems to be due to negative expectations being met. 549

Looking at the qualitative feedback, for example, 8 550

out of the 22 participants who interacted with the 551

HDC system did not think that the dialog system 552

was able to understand their input, compared to 0 553

participants from the adaptive system group. 554

From this, we see that the adaptive agent is able 555

to implicitly adapt in a way that remains in line 556

with user expectations. Furthermore, our results 557

show that through this adaptation, it is possible 558

for an adaptive agent to overcome users’ negative 559

preconceptions. 560

9.4 RQ2.2: Effect of Adaptation on Usability, 561

Trust, & Task Success 562

We evaluate both the objective success and length 563

of the dialog and the users’ subjective perception 564

of these metrics. Additionally, we look at the ef- 565

fects adaptation has on the quality of each dialog, 566

comparing user ratings for usability, reliability, and 567

trust for each type of dialog system. 568

On objective measures (Table 5), the adaptive 569

agent is significantly more successful (77.05%) 570

than either the FAQ (57.38%) or HDC (43.94%) 571

system (p < 0.05 and p < 0.001 respectively; 572

Tukey test), while at the same time, requiring sig- 573

nificantly (p < 0.001) fewer turns (7.38 turns) than 574

the HDC policy (13.32 turns). Compared to the 575

FAQ system, where dialogs were rated as too short 576
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Model # Turns Success Perceived
Length

Answer
Satisfaction

Adaptive 7.38 77.05 2.92 2.87
FAQ 2.26 57.38 2.28 2.61
HDC 13.32 43.94 3.08 2.41

Table 5: Average objective and subjective performance
metrics per dialog system. Perceived length is measured
on a 5-point scale, perceived quality on a 4-point scale.

Model Trust Reliability Usability
Adaptive 3.16 2.96 62.83

FAQ 2.83 2.79 57.73
HDC 2.61 2.42 36.93

Table 6: Averaged trust, reliability, and usability ratings.
The adaptive agent and the FAQ system were signifi-
cantly more usable (p < 0.05) than the HDC system.

(2.28 out of 5), the adaptive system (2.92 out of 5)577

was subjectively perceived to have a more appropri-578

ate dialog length (Tukey test; p < 0.001). While579

these differences hold for all types of goals, the580

benefit of adaptation is most apparent for dialogs581

which required a personalized answer. Here, the582

adaptive agent leads to successful dialogs 57.89%583

of the time, FAQ system 25.00%, and HDC sys-584

tem 22.73%. All models struggle with these harder585

goals, but the adaptive agent performs significantly586

(Tukey test; p < 0.05) better.587

When taken together, these results suggest that588

adapting to the user’s interaction style has a pos-589

itive effect, not only increasing task success (es-590

pecially in more complex cases), but also creating591

a comfortable middle-ground between too short592

single-turn FAQ and too long handcrafted dialogs.593

When looking at the user trust, reliability, and us-594

ability ratings in Table 6, we see that both the FAQ595

and adaptive systems were rated significantly more596

usable (p < 0.05 Tukey test) than the handcrafted597

dialog policy. This supports the results from Sec-598

tion 9.4, and suggests that the burden of answering599

follow-up questions in the adaptive agent – and thus600

extending the dialog length– is no higher for users601

than that of the single-turn dialog scenario in the602

FAQ setting. Although the adaptive agent scores603

higher in trust and reliability, the effects were not604

found to be significant, perhaps in part due to the605

users’ relative unfamiliarity with the domain and606

the corresponding difficulty of determining if a607

given response was correct or not. However, in608

contrast to previous work (Bansal et al., 2019a),609

it does suggest that implicit adaptation does not610

necessarily degrade human-AI performance.611

10 Conclusion 612

In this work, we investigate what mental models 613

users have about information seeking dialog sys- 614

tems, how these mental models impact users’ inter- 615

actions with (adaptive) dialog systems, how these 616

mental models are updated through such interac- 617

tion, and how adaptation affects user trust and us- 618

ability ratings. We additionally provide a new cor- 619

pus of dialogs, self-reported mental models, and 620

content analysis annotations, which can be used for 621

studying mental models and their implications for 622

interaction with task-oriented dialog agents. 623

We find that users form a variety of mental mod- 624

els about how they can interact with a dialog agent 625

and that these mental models were often contra- 626

dictory between users, e.g, that input should be 627

as specific as possible vs. general questions were 628

better. We further find that users had varying ex- 629

pectations for how the system could answer, e.g., 630

asking follow-up questions or directly returning 631

an answer. These mental models significantly im- 632

pacted how users engaged with the dialog system 633

and how successful they were at finding the in- 634

formation they were looking for, highlighting the 635

importance of aligning dialog system functionality 636

with user expectations. 637

Furthermore, we demonstrate that the implicit 638

adaptation carried out by the dialog agent largely 639

did not update users’ mental models, with the ex- 640

ception of even improving two negative expecta- 641

tions users had about limitations of a dialog system. 642

Rather, the adaptive agent was able to implicitly 643

update its behavior to align better with the users’ 644

mental models. Adapting in this way significantly 645

improved objective evaluation metrics, i.e. dialog 646

success and dialog efficiency, as well as the sub- 647

jective metrics: usability, perceived length, and 648

perceived answer quality. 649

In summary, while (Bansal et al., 2019a) found 650

implicit adaptation to be harmful, we conclude that 651

implicit adaptation in line with user expectations 652

can significantly improve both the success and us- 653

ability of a dialog agent. Additionally, in contrast 654

to the results of Kim and Lim (2019), we find that a 655

teaching period may not be required before proac- 656

tive adaptation can take place, so long as that adap- 657

tation is aligned with users’ expectations. This, 658

however, only serves to underline the importance 659

of first understanding user mental models either 660

through direct evaluation or implicitly deriving this 661

information from user input. 662
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11 Limitations663

While we tried to recruit a diverse background of664

participants, the study was conducted in English665

with participants living in English-speaking coun-666

tries, which may bias the results. Additionally,667

we explore only one possible axis of adaptation,668

namely how many follow-up questions/ how much669

additional information should be asked or skipped670

before delivering users an answer. However, dur-671

ing our analysis of users’ mental models before the672

interaction, we found that there are multiple axes in673

which users have contradicting expectations, e.g.,674

level of answer detail, linguistic style of dialog sys-675

tem output, etc. In the future it would be interesting676

to explore how each of these axes affect the dialog677

interaction, either individually or in combination.678

12 Ethical Considerations and Risks679

Before starting the study, we performed power anal-680

ysis to ensure that we would have enough power681

to detect an effect if one were present, so as to682

not waste the time of any participants who took683

part in the study. To ensure that users could give684

informed consent, we provided a detailed descrip-685

tion of the task and research objectives both on686

the crowdsourcing platform and once they had ac-687

cepted the task. In respect of participant privacy,688

we specifically did not collect personally identi-689

fying data from any users. To this end, we store690

all logs and survey responses using an anonymous691

hash generated based on a given username, rather692

than with the username itself. In this way, users693

could log in again if they needed to take a break694

in the middle of the interaction, but we had no695

way of directly linking any recorded results to, e.g.,696

users’ Prolific account identifiers. To ensure that697

participants were fairly compensated, we followed698

best practices recommended by the crowdsourcing699

platform paying users at 9£/hr, which was in-line700

with minimum wage in the countries we recruited701

participants from at the time of the experiment. We702

additionally used our pilot study to verify that our703

estimated time was below the median time we se-704

lected when advertising the task, meaning most705

participants had a higher hourly wage.706

In terms of risks, the goal of this paper is to lay707

a ground-work for creating more effective adaptive708

dialog agents. However, this does have the possible709

risk of creating chatbots which could also be used710

to more effectively replace human jobs.711
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A Adaptive Dialog Agent Implementation916

The CTS agent was published under the GPL-3.0 license, making our use of it as the basis for our adaptive917

agent consistent with its intended use.918

A.1 Conversational Tree Search Task919

Given a dialog tree (e.g. Figure 1), the goal of the CTS task is to efficiently traverse this tree in order to920

answer a user’s information need (Väth et al., 2023). A Reinforcement Learning policy is trained to either921

output text at the current node (e.g., asking a question or giving information), or to skip that node and922

directly move to a neighbouring node..923

In order to model different styles of user interaction (general domain exploration vs specific questions),924

there are two goal settings within this task framework:925

• Guided Dialog: This models scenarios where a user has a vague information goal. Rather than926

posing a concrete question, the user needs to be guided through the dialog graph, exploring the927

domain.928

• Free Dialog: Free dialog, in contrast, models users who have a concrete information need and expect929

the system to be able to answer it as directly as possible. If the system is not sure about an upcoming930

decision, it may choose to ask follow-up questions to increase its understanding of the user’s goal.931

Each turn serves to clarify the goal or skip closer to the answer.932

A.2 Evaluation Objectives933

The objective dialog metrics and the rewards for the RL agent were taken from the modified evaluation934

method in (Väth et al., 2024), which draws a concrete goal for users in both types of dialog instead of the935

original method (Väth et al., 2023), which only considered turn-wise goals (agent only needs to navigate936

to the correct follow-up node) for guided-mode. In short, the evaluation objectives used in this paper are:937

• Free Mode: In free mode, the objective is to maximize both task success (reaching a final, pre-drawn938

goal node) and the skip ratio (percentage of nodes in the dialog which are skipped instead of outputted939

to the user).940

• Guided Dialog: For guided dialog, the objective is to maximize task success while minimizing the941

skip ratio.942

A.3 RL Model Parameters and Training Resources943

Parameter Value
Layer type Linear

Activation (after each layer except in Dialog Mode Classifier Head) SELU
Shared Layer Neurons (one value / layer) 8096, 4096, 4096

Value Function Layer Neurons (one value / layer) 2048, 1024
Advantage Function Layer Neurons (one value / layer) 4096, 2048, 1024

Dialog Mode Classifier Neurons (one value / layer) 256, 1
Dropout (after each layer) 25%

The agent was trained on a single RTX 3090 GPU. In total, we required approximately 840 total hours944

including parameter tuning and training.945
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A.4 RL Training Parameters 946

The following parameters were used to train the CTS agent (chosen through manual tuning) with perfor- 947

mance measured against a user simulator:

Parameter Value
Optimizer Adam

Learning Rate 1e−4

λ 0.1
Maximum Training Dialog Turns 2M

Max. Gradient Norm 1.0
Batch Size 256

γ 0.99
Exploration fraction of Training Turns 0.99

Exploration Scheme ϵ-greedy
ϵ start 0.6
ϵ end 0.0

Training frequency (w.r.t. dialog turns) 3
Training start (w.r.t. dialog turns) 1280

DDQN Target Network update frequency (w.r.t. training steps) 15
Q-Value clipping 10.0
Munchausen τ 0.03
Munchausen α 0.9

Munchausen Clipping −1
Evaluation frequency (w.r.t. dialog turns) 10000

Evaluation dialogs 500

Table 7: RL Training Parameters

948
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B Dialog Corpus Examples949

The following show full examples of dialogs from the corpus. Here we show two dialogs for each goal950

type and from each type of system. We show two dialogs for each chosen goal (each from the same type951

of dialog system) to demonstrate how different users tried to interact with an information seeking dialog952

agent.953

B.1 Open Goal - CTS Agent954

B.1.1 Ex. 1955

DIALOG: USER: 6d91b06047716a0a0b2c2cd86fdc78 | POLICY: cts | GOAL-TYPE: OPEN956

GOAL TEXT: You want to know how to book a hotel957

USER: book a trip958

SYSTEM: Are you going on an intracity trip or a business trip?959

USER: business trip960

SYSTEM: Did you get written permission from your supervisor?961

USER: yes962

SYSTEM: What country are you traveling to?963

USER: USA964

SYSTEM: What city are you traveling to?965

USER: LA966

SYSTEM: For all business trips (even for short trips or ones lasting only a single day) outside the967

country to EU-countries, Iceland, Norway, Liechtenstein or Switzerland, you will need to fill968

out an A1 Form , which must be brought with you when you leave the country. You will need to969

fill out a new A1 for each business trip you take. Filling the form out once, does not allow it to970

apply for subsequent trips you take.971

SYSTEM: Please check the current COVID-19 travel warnings travel restrictions from the foreign972

ministry and the RKI. Business trips to high risk areas or virus variation areas are not generally973

not allowed. In In extreme cases, authorization can be given by the leadership of Department 4974

(Administrative Department).975

SYSTEM: COVID-19: Business trips should be reduced to an absolute minimum and are only976

allowed when they are absolutely necessary. The decision for necessity can be made by the977

leaders of the administrative department (see Hygiene concept, 2.4).978

SYSTEM: Are you planning to extend your trip with private travel?979

USER: no980

SYSTEM: Which topic do you want to know more about?981

USER: accommodation982

SYSTEM: If the trip is being paid for by a third party (not from the university) or was offered to be983

paid for by one, no money can be reimbursed.984

SYSTEM: Where do you plan to stay?985

USER: hotel986

SYSTEM: It is required that the bill is addressed to your employer with your name entered as the987

guest.988

SYSTEM: In the United States you have a budget of up to 90C (or 120C in cities with a population989

of more than 100,000 or generally/seasonally high hotel prices) for accommodations, so long as990

you present proof of a paid invoice.991

SYSTEM: Exceeding the accommodation allowance can be allowed on a case-by-case basis when992

justified as necessary, e.g., If there were no cheaper hotels near the event location A cheaper993

hotel farther away would have resulted in higher transportation costs.994

SYSTEM: Resort taxes may be applied to trips outside of Germany.995

DIALOG END: SUCCESS996

DIALOG LENGTH: 16997

SUBJECTIVE QUALITY: 2998

14



SUBJECTIVE LENGTH: 3 999

B.1.2 Ex. 2 1000

DIALOG: USER: d7ea9d8d7835bb048db356e91cfce9 | POLICY: cts | GOAL-TYPE: OPEN 1001

GOAL TEXT: You want to know how to book a hotel 1002

USER: Tell me how to book a hotel 1003

SYSTEM: What country are you traveling to? 1004

USER: USA 1005

SYSTEM: Are you planning to extend your trip with private travel? 1006

USER: No 1007

SYSTEM: Hotels can be booked using the university’s partner travel agency, through a booking 1008

portal, or booked directly The contact for the partner travel agency can be found here. The 1009

university recommends these hotels. 1010

DIALOG END: SUCCESS 1011

DIALOG LENGTH: 4 1012

SUBJECTIVE QUALITY: 3 1013

SUBJECTIVE LENGTH: 3 1014

B.2 Easy Goal - FAQ Agent 1015

B.2.1 Ex. 1 1016

DIALOG: USER: 7addf36ad46517524764cd73b84d5b | POLICY: faq | GOAL-TYPE: EASY 1017

GOAL TEXT: You want to know if you can be reimbursed if you need to book a taxi during your trip. 1018

USER: If I need to book a taxi during my trip, can I be reimbursed? If so, how should I do this? 1019

SYSTEM: A taxi is only reimbursable if there is a business related reason or a pressing personal 1020

reason, e.g.: insufficient public transportation, Health reasons, Disability. 1021

DIALOG END: SUCCESS 1022

DIALOG LENGTH: 1 1023

SUBJECTIVE QUALITY: 3 1024

SUBJECTIVE LENGTH: 2 1025

B.2.2 Ex. 2 1026

DIALOG: USER: 266f4afc0f4957543ecd710668a801 | POLICY: faq | GOAL-TYPE: EASY 1027

GOAL TEXT: You want to know if you can be reimbursed if you need to book a taxi during your trip. 1028

USER: hello 1029

SYSTEM: Thank you for using the business travel chatbot.Please let us know about your experience 1030

by filling out a quick survey, that way we can improve our performance and your experience. 1031

: RESET 1032

USER: hello i would like some information please 1033

SYSTEM: Please use the country database to inform yourself about possible Risks related to your 1034

trip. It is required to confirm that you have checked this information and gotten necessary 1035

advice as part of your travel application. Your supervisor will confirm this when signing the 1036

form giving you permission to travel. 1037

DIALOG END: FAILURE 1038

DIALOG LENGTH: 1 1039

SUBJECTIVE QUALITY: 1 1040

SUBJECTIVE LENGTH: 1 1041

15



B.3 Hard Goal - HDC Agent1042

B.3.1 Ex. 11043

DIALOG: USER: ba401ddeae9aef6345d8c3dbddb3bf | POLICY: hdc | GOAL-TYPE: HARD1044

GOAL TEXT: You want to know how much money you can get for your accommodations.1045

<ul><li>You are traveling to France for your next trip</li><li>You plan to stay with your1046

brother in his apartment. </li></ul>1047

USER: Book a trip1048

SYSTEM: Are you going on an intracity trip or a business trip?1049

USER: what is the difference between an intracity business trip and business trip?1050

SYSTEM: Business trips are business related travel outside of the city. The following are not business1051

trips: Company outings, Trips for a side job, Travel to a continuing education training (if it is1052

done out of private interest)1053

SYSTEM: Intracity business trips are business related travel within the city.1054

: RESET1055

USER: Book a trip1056

SYSTEM: Are you going on an intracity trip or a business trip?1057

USER: intracity business trip1058

SYSTEM: Did you get verbal permission from your supervisor?1059

USER: yes1060

SYSTEM: Do you want to know more about booking Transportation or about ancillary costs?1061

USER: incidental costs1062

SYSTEM: Which incidental costs ocurred during your trip or do you anticipate occurring1063

USER: accomodation1064

SYSTEM: Meals which are part of a conference are reimbursable, as long as the conference is being1065

attended out of business interests.1066

: RESET1067

USER: book a trip1068

SYSTEM: Are you going on an intracity trip or a business trip?1069

USER: business trip1070

SYSTEM: Did you get written permission from your supervisor?1071

USER: yes1072

SYSTEM: What country are you traveling to?1073

USER: (PRE-NLU) France1074

SYSTEM: What city are you traveling to?1075

USER: Paris1076

SYSTEM: For all business trips (even for short trips or ones lasting only a single day) outside the1077

country to EU-countries, Iceland, Norway, Liechtenstein or Switzerland, you will need to fill1078

out an A1 Form , which must be brought with you when you leave the country. You will need to1079

fill out a new A1 for each business trip you take. Filling the form out once, does not allow it to1080

apply for subsequent trips you take.1081

SYSTEM: Please check the current COVID-19 travel warnings travel restrictions from the foreign1082

ministry and the RKI. Business trips to high risk areas or virus variation areas are not generally1083

not allowed. In In extreme cases, authorization can be given by the leadership of Department 41084

(Administrative Department).1085

SYSTEM: COVID-19: Business trips should be reduced to an absolute minimum and are only1086

allowed when they are absolutely necessary. The decision for necessity can be made by the1087

leaders of the administrative department (see Hygiene concept, 2.4).1088

SYSTEM: Are you planning to extend your trip with private travel?1089

USER: yes1090
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SYSTEM: (A private extension to a trip must remain in proportion to the length of business-related 1091

travel. Business interests must remain the priority. For questions, please contact the travel 1092

department. 1093

SYSTEM: Which topic do you want to know more about? 1094

USER: accomodation 1095

SYSTEM: If the trip is being paid for by a third party (not from the university) or was offered to be 1096

paid for by one, no money can be reimbursed. 1097

SYSTEM: Where do you plan to stay? 1098

USER: with family 1099

SYSTEM: Outside of Germany, you are entitled to 30C if you are staying with friends or family. 1100

DIALOG END: SUCCESS 1101

DIALOG LENGTH: 14 1102

SUBJECTIVE QUALITY: 4 1103

SUBJECTIVE LENGTH: 4 1104

B.3.2 Ex. 2 1105

DIALOG: USER: 3531297f0bd32d54dcc23e8e8a50ad | POLICY: hdc | GOAL-TYPE: HARD 1106

GOAL TEXT: You want to know how much money you can get for your accommodations. 1107

<ul><li>You are traveling to France for your next trip</li><li>You plan to stay with your 1108

brother in his apartment. </li></ul> 1109

USER: how much am i entitled to claim for accomodation 1110

SYSTEM: What emergency are you experiencing? 1111

USER: not an emergency, but accommodation costs 1112

SYSTEM: What do I do in an emergency on a business trip? Please call the number listed on 1113

the Emergency-Card : +123456789. The Emergency-Card is also available in business card 1114

format. For more information, please enquire with the business travel department or your 1115

institute. This phone number is for emergencies only! Do not distribute it. Emergency App24/7 1116

Emergency calling, Text chat, Video advice per the Emergency call Business App for iOS 1117

and AndroidDownload link: Notfall-AppQR-Code:Registration code: Note: distributing the 1118

registration code to third parties is strictly prohibited. 1119

SYSTEM: Do you have any further questions? 1120

USER: yes 1121

SYSTEM: What topic do you have questions about? You can either click on an answer from the 1122

suggested topics or enter your own text. 1123

USER: how much can i get back for accommodation costs? 1124

DIALOG END: FAILURE 1125

DIALOG LENGTH: 5 1126

SUBJECTIVE QUALITY: 1 1127

SUBJECTIVE LENGTH: 1 1128
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C Data Agreement1129

Before beginning the experiment, users were provided with a data agreement. Although we did not collect1130

any personally identifying data, we wanted to make sure that users were aware of what they would be1131

asked to do, the purpose of the research, what data we would collect and how the data would be processed.1132
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D Study Instructions 1133

During the interaction, users were provided with the following interface, on the right side they had an 1134

information goal for which they should find an answer. On the left side, they had a window with their 1135

conversation with the chatbot. Once they felt they had found an answer to their question, they could click 1136

on the button underneath the goal to move on to the next dialog. 1137
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E Interaction Surveys1138

E.1 Pre-Interaction Survey1139

The survey given to users before the interaction can be seen below. Here they were asked general questions1140

about their demographics, previous experience with the domain and chatbots. Users were also asked Likert1141

and free-response questions about their expectations for an information seeking chatbot. In particular1142

about how they expected to be able to input text and and how they expected the chatbot to answer.1143
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E.2 Post-Dialog Survey 1144

After each interaction, users were asked to rate their perception of the dialog length on a five-point Likert 1145

scale and their perception of how well their question was answered on a four-point Likert scale. 1146
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E.3 Post-Interaction survey1147

The survey given to users after interacting with their assigned style of chatbot can be seen below. Users1148

were asked to provide free-form feedback about how well their interactions were met as well as to answer1149

the same Likert questions about their mental model of a chatbot that they had answered prior to the1150

interaction. Users were also asked to fill out a usability questionnaire (Finstad, 2010) and the trust and1151

reliability subscales from the Trust in Automation questionnaire (Körber, 2018) as well as answering1152

free-form questions on their experience and perception of the chatbot.1153
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