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Abstract

Style embeddings are useful for stylistic anal-001
ysis and style transfer; however, only English002
style embeddings have been made available.003
We introduce Multilingual STYLEDISTANCE004
(MSTYLEDISTANCE), a multilingual style em-005
bedding model trained using synthetic data and006
contrastive learning. We train the model on007
data from nine languages and create a multilin-008
gual STEL-or-Content benchmark (Wegmann009
et al., 2022) that serves to assess the embed-010
dings’ quality. We also employ our embed-011
dings in an authorship verification task involv-012
ing different languages. Our results show that013
MSTYLEDISTANCE embeddings outperform014
existing models on these multilingual style015
benchmarks and generalize well to unseen fea-016
tures and languages. We make our models and017
datasets publicly available.1018

1 Introduction019

Style embedding models seek to embed texts with020

similar style closer in the embedding space regard-021

less of their content. Style embeddings are useful022

for tasks like style transfer and authorship attribu-023

tion, but only exist for English (Wegmann et al.,024

2022; Patel et al., 2024b). Multilingual style em-025

beddings could also serve to automatically evaluate026

style preservation in machine translation. Models027

like XLM-RoBERTa (Conneau et al., 2019) and E5028

(Wang et al., 2024) create multilingual represen-029

tations for semantic tasks, but have not addressed030

style mainly due to the scarcity of style datasets.031

We propose a procedure, called multilingual032

STYLEDISTANCE (MSTYLEDISTANCE), to train033

style embeddings using contrastive learning with034

synthetic data in multiple languages. Early work035

on style representations learning often involved036

unlabeled social media data (Hay et al., 2020; Weg-037

mann et al., 2022; Rivera-Soto et al., 2021; Patel038

et al., 2023), but Patel et al. (2024b) showed that039

1The URL will be made available upon publication.

Figure 1: MSTYLEDISTANCE is trained using con-
trastive learning from synthetic positive and negative
examples of ~40 style features in 9 languages to form
both multilingual and cross-lingual training triplets.

a contrastive learning objective with synthetic ex- 040

amples (sentence pairs with similar content and 041

different style) can generate high quality style rep- 042

resentations for English. We create MSYNTHSTEL, 043

a synthetic dataset of paraphrases addressing vari- 044

ous style features in nine languages, and use it to 045

create our multilingual style embeddings. 046

In order to evaluate their quality, we contribute 047

a new multilingual and cross-lingual STEL-or- 048

Content (SoC) evaluation benchmark which, fol- 049

lowing the original SoC evaluation task (Wegmann 050

et al., 2022), measures the ability of a model to 051

embed sentences with the same style closer in the 052

embedding space than sentences with the same 053

content. We show that MSTYLEDISTANCE embed- 054

dings outperform other representations on these 055

evaluations, and demonstrate their usefulness in a 056

downstream setting addressing a multilingual au- 057
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thorship verification task. We publicly release our058

model, data, and evaluation benchmarks.059

2 Multilingual Synthetic Data060

We extend the Patel et al. (2024b) dataset to nine061

languages (L): Arabic, German, Spanish, French,062

Hindi, Japanese, Korean, Russian, and Chinese.2063

Style Feature Selection We use the set of 40 fea-064

tures addressed in Patel et al. (2024b), leaving out065

features not applicable to specific languages. For066

example, articles are not relevant for Chinese and067

Japanese so the corresponding features have been068

discarded. Our set of features (F ) includes syntac-069

tic features (e.g., active/passive voice, contractions,070

frequent use of function words), emotional and cog-071

nitive features (e.g., words indicating sentiment or072

cognitive processes), stylistic and aesthetic features073

(e.g., metaphors, formal tone), social and interper-074

sonal features (e.g., polite or offensive tone), graph-075

ical and digital features (e.g., capitalization, emojis,076

numerical digits), temporal and aspectual features077

(e.g., focus on present or future).3078

Data Generation For each retained feature f ∈079

F for a language l ∈ L, we generate 100 pairs of080

positive (pos) and negative (neg) examples (para-081

phrases). In each pair, pos is a sentence that con-082

tains the style feature (e.g., a formal sentence or a083

metaphorical one) while neg does not. This is il-084

lustrated in Figure 1 for the feature “Active Voice”.085

Features that cannot be removed completely (e.g.,086

“usage of articles”) are present with higher fre-087

quency in pos than in neg examples.088

Using the same prompting workflow as Pa-089

tel et al. (2024b), we generate sentence pairs by090

prompting GPT-4 with the DataDreamer library091

and an attributed prompt (Yu et al., 2023) illus-092

trated in Figure 2 (OpenAI et al., 2024; Patel et al.,093

2024a). For diversity, a “Topic” for each generation094

is sampled by extracting a random sentence from a095

random document in the C4 corpus (Raffel et al.,096

2020), and prompting GPT-4 to identify the topic.097

For further details on all prompts, see Appendix B.098

We experiment with two approaches to multilin-099

gual data generation. In our first approach, sentence100

pairs are directly generated in each l ∈ L using a101

language-specific instruction in the prompt, as illus-102

trated in Figure 2. In our second approach, English103

2These languages were chosen because they align with the
linguistic background of our annotators.

3A full list of features and details is given in Appendix A.

Generate a pair of active and passive Russian sentences with
the following attributes:

1. Topic: Brake parts and components
2. Length: 15-20 words
3. Point of view: second-person
4. Tense: past
5. Type of Sentence: Exclamation

Figure 2: Example prompt for generating a pair of sen-
tences in Russian.

sentence pairs are generated using the prompting 104

workflow and then translated into each target lan- 105

guage l ∈ L.4 We generate data using both meth- 106

ods and conduct human validation on a random 107

10% split in order to determine the best approach 108

for each language. Each sentence pair for a style 109

feature creates two annotation task instances. For 110

each task instance of a given style feature and the 111

positive or negative sentence, we asked annotators5 112

to provide: 1) a judgment on if the style feature is 113

present in the sentence, and 2) a rating of the flu- 114

ency. We only considered instances annotated by 115

at least three annotators. Inter-annotator agreement 116

was α = 0.4247 (Krippendorff, 2011). More details 117

on the annotation can be found in Appendix C. 118

We calculate an aggregate “feature presence” ac- 119

curacy score for each l ∈ L by calculating whether 120

the average feature presence score over all anno- 121

tations is higher for the positive sentence than for 122

the negative sentence in a pair.6 We calculate an 123

aggregate fluency score by taking an average of the 124

fluency scores that each annotator gave each text.7 125

We selected the best approach (direct generation 126

v.s. English → MT) for each l ∈ L as the one that 127

produced the most fluent sentences, or the highest 128

feature presence score if both produced similarly 129

fluent generations. The direct approach was se- 130

lected for all languages in L except for Japanese 131

and Hindi. Our final average feature presence and 132

fluency scores over all l ∈ L, with the best gen- 133

eration approach selected for each l, are 0.79 and 134

0.93, respectively, both above random chance (0.5). 135

Detailed results by language are given in Appendix 136

D. 137

4We use DeepL for all languages except for Hindi which
is not supported, where we use Google Translate instead.

5MS and undergraduate students native speakers of a lan-
guage, who were offered extra credit for participation.

6We assign 1 for “Yes”, 0.5 for “Possibly”, and 0 for “No”.
7We assign a score of 1 for "Fluent", 0.67 for “Mostly

Fluent”, 0.33 for “Mostly Disfluent”, and 0 for “Disfluent”.

2

https://www.deepl.com
https://translate.google.com


Data Validation Following Patel et al. (2024b),138

we also perform automatic validations of the gen-139

erated data. We validate whether our parallel ex-140

amples are indeed paraphrases by computing their141

average cosine similarity8 (Reimers and Gurevych,142

2019). For comparison, we calculate the similarity143

of gold-standard paraphrases in the multilingual144

dataset compiled by Scherrer (2020)9 for each lan-145

guage. The average similarity of our parallel exam-146

ples is 0.91 which is comparable to that calculated147

on the Scherrer (2020) natural data (0.88), indicat-148

ing that our pairs are reasonable paraphrases. We149

measure topic diversity across generated sentences150

for a l ∈ L using the metric proposed by Yang et al.151

(2024) which relies on cosine distance.10 For com-152

parison, we also compute the diversity score for153

texts from Scherrer (2020). Again, the two scores154

are comparable (0.83 vs. 0.85), showing that our155

examples approach the diversity of natural data.156

Detailed results can be found in Appendix D.157

3 Training MSTYLEDISTANCE158

Following the contrastive training approach of Patel159

et al. (2024b), we construct feature-specific triples160

for each language l ∈ L which contain: an anchor161

text (a); a text with the same style as a but different162

content (pos); a distractor text (neg) which is a163

paraphrase of a or pos, but different in style from a.164

We use the multilingual xlm-roberta-base as our165

base model and train with a triplet loss (Conneau166

et al., 2019; Schroff et al., 2015). We ensure half167

of our triplets are cross-lingual, i.e. the pos and168

neg texts are randomly sampled from a different169

language than the anchor text. Full training details170

can be found in Appendix E.171

4 Evaluation172

STEL-or-Content (SoC) Benchmark In order173

to evaluate our style embeddings, we construct a174

multilingual version of the SoC benchmark (Weg-175

mann et al., 2022).11 SoC measures the ability of176

a model to embed sentences with the same style177

closer in the embedding space than sentences with178

the same content. We construct our multilingual179

SoC benchmark by sampling 100 pairs of paral-180

lel pos-neg examples for each language from four181

8We use paraphrase-multilingual-mpnet-base-v2.
9We sample 100 rows of paraphrases from Scherrer (2020).

10In this case, we only evaluate the pos sentence which
contains the style feature for each pair.

11The English SoC benchmark covered formality, complex-
ity, number usage, contraction usage, and emoji usage.

ground-truth datasets covering four style features 182

and 22 languages: simplicity (Ryan et al., 2023), 183

formality (Briakou et al., 2021), toxicity (Demen- 184

tieva et al., 2024), and positivity (Mukherjee et al., 185

2024).12 Each instance in our multilingual SoC 186

benchmark consists of a triplet (a, pos, neg) con- 187

structed as explained in Section 3. However, fol- 188

lowing Wegmann et al. (2022), the distractor text 189

in our SoC benchmark is always a paraphrase of 190

pos. A model tested on this benchmark is expected 191

to embed a and pos closer than a and neg. We rate 192

a model by computing the percent of instances it 193

achieves this goal for across all instances. We form 194

test instances for each f ∈ F in a language corre- 195

sponding to all possible triplets, resulting in 4,950 196

instances for each language-style combination. 197

We also construct a cross-lingual SoC bench- 198

mark that addresses embeddings’ ability to cap- 199

ture style similarity across languages. This can 200

be useful, for example, to evaluate style preserva- 201

tion in translations. We construct the benchmark 202

with the XFormal dataset (Briakou et al., 2021), 203

which includes parallel data in French, Italian and 204

Portuguese. We again create triplets as described 205

above, but instead of using pos and neg texts from 206

the same language as the anchor (a), we sample 207

them from a different language than a. We end up 208

with 19,800 instances for each style in each lan- 209

guage. Appendix F contains illustrative examples 210

from each benchmark. 211

SoC Evaluation Results The results obtained by 212

MSTYLEDISTANCE on the multilingual and cross- 213

lingual SoC benchmarks are presented in Table 214

1. As no general multilingual style embeddings 215

are currently available, we compare with a base 216

multilingual encoder model xlm-roberta-base 217

(Conneau et al., 2019) as well as a number of 218

English-trained style embedding models applied 219

in zero-shot fashion to multilingual text: Wegmann 220

et al. (2022), STYLEDISTANCE embeddings (Pa- 221

tel et al., 2024b), and LISA (Patel et al., 2023). 222

MSTYLEDISTANCE embeddings outperform these 223

models on multilingual and cross-lingual SoC tasks 224

confirming its suitability for multilingual applica- 225

tions. The other models perform slightly better than 226

the untrained xlm-roberta-base but still worse 227

than MSTYLEDISTANCE. 228

12Combined, these datasets cover the following languages:
Amharic, Arabic, Bengali, German, English, Spanish, French,
Hindi, Italian, Japanese, Magahi, Malayalam, Marathi, Odia,
Punjabi, Portuguese (Brazil), Russian, Slovenian, Telugu,
Ukrainian, Urdu, and Chinese.
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Model Simplicity Formality Toxicity Positivity Formality (cross-lingual)
Wegmann et al. (2022) 0.23 0.63 0.19 0.23 0.45
STYLEDISTANCE 0.21 0.67 0.15 0.18 0.49
xlm-roberta-base 0.12 0.16 0.09 0.07 0.19
LISA 0.15 0.09 0.09 0.21 0.27
MSTYLEDISTANCE 0.36 0.71 0.37 0.30 0.53

Table 1: Performance on the multilingual and cross-lingual STEL-or-content benchmarks, averaged across languages
for each style feature. MSTYLEDISTANCE leads in cross-lingual and overall performance.

PAN 2013 PAN 2014 PAN 2015 Average

Model Greek Spanish Greek Spanish Dutch Greek Spanish Dutch Greek Spanish Dutch Overall

Wegmann et al. (2022) 0.66 0.87 0.56 0.54 0.59 0.47 0.61 0.59 0.56 0.67 0.59 0.61
STYLEDISTANCE 0.61 0.62 0.48 0.51 0.65 0.47 0.73 0.59 0.52 0.62 0.62 0.59
LISA 0.51 0.64 0.46 0.56 0.62 0.48 0.66 0.48 0.48 0.62 0.55 0.55
MSTYLEDISTANCE 0.41 0.78 0.53 0.56 0.63 0.58 0.53 0.38 0.64 0.73 0.60 0.66

Table 2: Results on the PAN 2013-2015 AV shared task for Greek, Spanish, and Dutch. We report performance
separately on each PAN dataset and average performance across datasets for the same language. We use the standard
ROC-AUC metric for AV.

Features Tested m avg c avg Retained Perf (%)
m c

In-Domain 0.38 0.53 100% 100%
Out of Domain 0.31 0.44 75% 74%
Out of Distribution 0.31 0.40 75% 62%
No Language Overlap 0.35 0.52 89% 97%

Table 3: MSTYLEDISTANCE embeddings under three
generalization conditions on the multilingual (m avg)
and cross-lingual (c avg) STEL-or-Content tasks.

Ablation Experiments Following (Patel et al.,229

2024b), we run several ablation experiments to230

evaluate how well our model generalizes to unseen231

style features and languages. In the In-Domain232

condition, all style features are included in the train-233

ing data for every language. To test generalization234

to unseen style features, in the Out of Domain235

condition, any style feature directly equivalent to236

those features tested in the Multilingual and Cross-237

lingual SoC benchmarks are excluded from the238

training data. Out of Distribution further removes239

any style features indirectly similar or related to240

those tested in the benchmarks. Finally, No Lan-241

guage Overlap removes the languages present in242

the benchmark from the training data, in order to243

test generalization to new languages. Our results244

are given in Table 3 where we measure how much245

of the performance increase on SoC benchmarks246

over the base model is retained, despite ablating247

training data. The results indicate that our method248

generalizes reasonably well to both “out of domain”249

and “out of distribution” style features, and very250

well to languages not in the training data. Further251

details on features and languages ablated and full 252

results are provided in Appendices G and H. 253

Downstream Task Following Patel et al. 254

(2024b), we also evaluate our MSTYLEDISTANCE 255

embeddings in the authorship verification (AV) 256

task, where the goal is to determine if two 257

documents were written by the same author using 258

stylistic features (Koppel and Winter, 2014). We 259

use the datasets released by PAN13 between 2013 260

and 2015 in Greek, Spanish, and Dutch. Our results 261

are given in Table 2. MSTYLEDISTANCE vectors 262

outperform existing English style embedding 263

models on Spanish and Greek, while Dutch shows 264

similar performance to English STYLEDISTANCE. 265

We hypothesize that the linguistic proximity 266

(West Germanic roots) of the two languages helps 267

STYLEDISTANCE to generalize to Dutch. 268

5 Conclusion 269

We introduced a novel approach to learning multi- 270

lingual style embeddings from synthetic examples, 271

and contribute a two benchmarks for evaluating 272

the quality of multilingual style representations. 273

We show that MSTYLEDISTANCE embeddings are 274

able to distinguish style from content better than 275

other English and multilingual embeddings, and 276

generalize well to unseen features and languages. 277

The authorship verification evaluation shows that 278

MSTYLEDISTANCE embeddings also offer strong 279

performance on multilingual downstream tasks. 280

13https://pan.webis.de
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Limitations281

Our synthetic data generation approaches rely on282

direct generation or machine translation techniques,283

both of which have limitations for languages other284

than English. Most of the languages included285

in our multilingual and cross-lingual STEL-or-286

Content and authorship evaluations are not really287

low-resource, so our evaluations may not reflect288

performance in languages with less resources. Fur-289

thermore, our approach only targets the 33-40 style290

features (depending on the language) we generated291

data for, and cannot account for the wide range292

of possibilities for style. While these drawbacks293

may limit our approach, our ablation experiments294

show strong generalization capabilities to unseen295

languages and style features indicating promising296

generalized performance.297

Ethical Considerations298

This work demonstrates the potential of using syn-299

thetic data for creating style embeddings in lan-300

guages lacking such resources, increasing access to301

broader communities. However, it is important to302

recognize that the synthetic data generated by large303

language models may reflect and reinforce existing304

biases inherent in these models (Patel et al., 2023).305

While our approach shows significant promise, on-306

going efforts should ensure that such synthetic307

datasets are evaluated for fairness and bias to pro-308

mote more equitable outcomes.309
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A Style Features and Definitions517

The style features addressed in our experiments518

included most of the 40 style features in the Patel519

et al. (2024b) dataset. In Table 9, we list the 40 style520

features with an ‘Excluded in’ column indicating521

the languages where each feature is not applicable522

and was therefore omitted from our dataset.523

B Generation Prompts and Details524

Below we detail the structure of our prompts and525

inference parameters used for two multilingual syn-526

thetic data generation methods.527

B.1 Extracting Topics from C4528

We use the same topic extraction method as Patel529

et al. (2024b), which is derived from the C4 dataset530

(Raffel et al., 2020), to identify 50,000 topics531

through zero-shot prompting with GPT-4 (OpenAI532

et al., 2024). These 50,000 fine-grained, unique533

topics ensure that each sentence pair has a distinct534

context across various features and languages. We535

perform topic sampling with a temperature set-536

ting of 1.0 and top_p = 0.0.537

What is the fine-grained topic of the following538
text:539
{sentence} Only return the topic.540

The fine-grained topic is used as part of the at-541

tributed prompt in Section B.3 to ensure diverse542

generations.543

B.2 Generating Positive and Negative544

Example Sentences for Each Style545

We use the same prompt as Patel et al. (2024b) to546

generate positive and negative example sentences547

in English. We then translate these sentence pairs548

into the target languages using the DeepL API. The549

only exception is Hindi, which we translate using550

Google Translate API due to DeepL’s limited lan-551

guage support.552

B.3 Direct Generating Positive and Negative553

Example Sentences for Each Style554

Feature into Target Language555

For direct generation in target language method556

(method 2), we use the following prompt with557

temperature setting of 1.0 and top_p = 1.0558

Generate a pair of {target language} sentences with559
and without sarcasm with the following attributes:560
1. Topic: {topic}561

2. Length: {sentence_length} 562
3. Point of view: {point_of_view} 563
4. Tense: {tense} 564
5. Type of Sentence: {sentence_type} 565

566
Ensure that the generated sentences meet the 567
following conditions: 568
1. There is no extra information in one sentence 569
that is not in the other. 570
2. The difference between the two sentences is 571
subtle. 572
3. The two sentences have the same length. 573
{special_conditions_for_style_feature} 574

575
Use Format: 576
With sarcasm: [sentence in {target language}] 577
Without sarcasm: [sentence in {target language}] 578

579
Your response should only consist of the two sentences, 580
without quotation marks. 581

C Human Annotation Details 582

Figure 3: Instances from the annotation interface.
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Language
Baseline
Feature
Presence

Feature
Presence

Baseline
Fluency Fluency Baseline

Diversity Diversity Baseline
Similarity Similarity

ar 0.5 0.7475 0.5 0.9526 0.8278 0.8245 0.9232 0.9156
de 0.5 1.0000 0.5 0.7708 0.8345 0.8341 0.8799 0.9171
es 0.5 0.8125 0.5 0.9853 0.8449 0.8478 0.8567 0.9298
fr 0.5 0.7391 0.5 0.9855 0.8483 0.8404 0.8573 0.9224
hi 0.5 0.7595 0.5 0.9958 0.8588 0.8253 0.9468 0.8903
ja 0.5 0.6667 0.5 0.8889 0.8528 0.8321 0.8514 0.8761
ko 0.5 0.8000 0.5 0.8972 0.8540 0.8214 0.8652 0.9286
ru 0.5 0.8000 0.5 0.8972 0.8542 0.8097 0.8713 0.9171
zh-hans 0.5 0.7475 0.5 0.9526 0.8571 0.8220 0.8729 0.9322

Average 0.5 0.7859 0.5 0.9251 0.8480 0.8286 0.8805 0.9144

Table 4: Human and synthetic evaluations on our synthetic dataset.

We show above in Figure 3 an instance from the hu-583

man annotation interface. We first asked annotators584

whether a given style feature was present in a sen-585

tence in their chosen language. We also provided586

a definition for each style feature to help annota-587

tors in their decision. The annotators then had to588

rate the fluency of the sentence be selecting one of589

“Fluent”, “Mostly Fluent”, “Mostly Disfluent”, or590

“Disfluent”.591

Our annotators are undergraduate and graduate592

students from a NLP class and were offered extra593

credit for their participation in the study. Each in-594

stance was annotated by at least three annotators:595

three for languages with fewer native speakers such596

as Arabic and Russian; over ten for languages with597

a large number of native speakers, such as Chi-598

nese. We used Krippendorff’s Alpha (Krippendorff,599

2011) to measure inter-annotator agreement, which600

indicated moderate agreement of 0.4247± 0.1719.601

D Dataset Evaluation602

In Table 4, we show the full results of human603

and synthetic evaluations on our synthetic dataset.604

Our synthetic dataset is comparable to a reference605

dataset compiled by Scherrer (2020) on feature606

presence, fluency, diversity, and similarity. Note607

that baselines shown for feature presence and flu-608

ency are just 0.5 to represent random guessing.609

E Training Details610

Table 5 contains details for our hyperparameters for611

training. More exact training details can be found612

in the source code provided in the supplementary613

materials for this work.614

Hyperparameter Value

Model xlm-roberta-base

Hardware 4x or 8x NVIDIA RTX
A6000

Distributed Protocol PyTorch FSDP
Data Type torch.bfloat16

Loss Function TripletLoss (Schroff
et al., 2015)

Triplet Loss Margin 0.1

LoRA (Hu et al., 2021)
all-linear, r=8,

lora_alpha=8,
lora_dropout=0.0

Optimizer adamw_torch
Learning Rate 1e-4
Weight Decay 0.01
Learning Rate Scheduler linear
Warmup Steps 0
Batch Size 384
Train-Validation Split 90/10%
Early Stopping Threshold 0.0
Early Stopping Patience 1 epoch

Table 5: Hyperparameters selected for contrastive learn-
ing training experiments.

F Instances from the Multilingual and 615

Cross-lingual SoC Benchmarks 616

In our multilingual SoC benchmark, anchor (a) has 617

the same style and different content from a positive 618

example (pos), and the same content but different 619

style from a negative example (neg). The anchor 620

and the pos and neg sentences are in the same 621

language. The tested model needs to successfully 622

pair a with pos (rather than a and neg). Cross- 623

lingual SoC has the same setup as multilingual 624

SoC, except that the pos and neg examples are 625

in a different language than the anchor. Figure 4 626

contains instances of each benchmark. 627

9



Ablation Condition Ablated Features and Languages

Out-of-Domain
Ablated Style Features: Usage of Formal Tone, Usage of Contractions, Usage of Numerical Substitution,

Complex Sentence Structure, Usage of Positive Tone, Usage of Offensive Tone,
Usage of Polite Tone

Out-of-Distribution

Ablated Style Features: Usage of Formal Tone, Usage of Polite Tone, Fluency in Sentence Construction,
Usage of Only Uppercase Letters, Usage of Only Lowercase Letters, Incorpora-
tion of Humor, Usage of Sarcasm, Usage of Contractions, Usage of Numerical
Substitution, Usage of Text Emojis, Usage of Emojis, Presence of Misspelled
Words, Complex Sentence Structure, Usage of Long Words, Usage of Polite
Tone, Usage of Offensive Tone

No Language Overlap
Ablated Languages: ar (Arabic), de (German), es (Spanish), fr (French), hi (Hindi), ja (Japanese), ru

(Russian)

Table 6: Style features and languages ablated for Out-of-Domain, Out-of-Distribution, and No Language Overlap,
the three ablation conditions in our ablation study.

Multi-lingual SoC Cross-lingual SoC

Features Tested Simplicity Formality Toxicity Positivity Formality Retained Perf (%)
m c

In-Domain 0.36 0.71 0.37 0.30 0.53 100% 100%
Out of Domain 0.29 0.63 0.31 0.23 0.44 75% 74%
Out of Distribution 0.33 0.39 0.26 0.32 0.40 75% 62%
No Language Overlap 0.27 0.51 0.41 0.32 0.52 89% 97%

Table 7: Full results of the ablation study for MSTYLEDISTANCE embeddings on the SoC benchmarks.

Figure 4: Instances from our multilingual and cross-
lingual SoC benchmarks. For multilingual SoC, the
anchor is in the same language as the pos and neg sen-
tences. For cross-lingual SoC, the anchor is in a differ-
ent language from the pos and neg sentences.

G Style Feature and Language Ablation 628

Details 629

Full ablation results can be found in Table 6. 630

H Ablation Full Results 631

Table 7 contains full results of the ablation study 632

for MSTYLEDISTANCE embeddings on the SoC 633

benchmarks under three generalization conditions: 634

Out of Domain, Out of Distribution, and No Lan- 635

guage Overlap. For multilingual SoC, we use all 636

four style features: simplicity, formality, toxicity, 637

and positivity. For the cross-lingual variant, we 638

only use formality. 639
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I Full SoC Results 640

Language Wegmann et al.
(2022)

STYLEDISTANCE xlm-roberta-base LISA MSTYLEDISTANCE

Simplicity

de 0.23 0.06 0.00 0.00 0.24
en 0.26 0.32 0.05 0.00 0.36
fr 0.29 0.33 0.22 0.12 0.46
it 0.21 0.15 0.08 0.03 0.48
ja 0.09 0.05 0.01 0.48 0.14
pt-br 0.10 0.07 0.04 0.03 0.15
ru 0.26 0.24 0.07 0.15 0.38
sl 0.43 0.43 0.46 0.39 0.69

average 0.23 0.21 0.12 0.15 0.36

Formality

fr 0.70 0.81 0.16 0.06 0.82
it 0.64 0.63 0.18 0.10 0.69
pt-br 0.56 0.57 0.15 0.11 0.62

average 0.63 0.67 0.16 0.09 0.71

Toxicity

am 0.35 0.29 0.24 0.21 0.53
ar 0.05 0.04 0.02 0.10 0.18
de 0.01 0.02 0.01 0.00 0.28
en 0.56 0.48 0.09 0.08 0.51
es 0.26 0.20 0.13 0.05 0.35
hi 0.15 0.09 0.09 0.15 0.37
ru 0.18 0.16 0.13 0.09 0.61
uk 0.07 0.05 0.04 0.02 0.25
zh 0.05 0.02 0.04 0.07 0.23

average 0.19 0.15 0.09 0.09 0.37

Positivity

bn 0.27 0.13 0.04 0.23 0.32
en 0.21 0.20 0.03 0.19 0.18
hi 0.11 0.10 0.04 0.14 0.22
mag 0.09 0.08 0.08 0.13 0.41
ml 0.32 0.28 0.10 0.27 0.39
mr 0.19 0.18 0.03 0.17 0.22
or 0.27 0.19 0.08 0.24 0.35
pa 0.18 0.15 0.06 0.17 0.23
te 0.39 0.34 0.20 0.29 0.40
ur 0.24 0.20 0.08 0.28 0.26

average 0.23 0.18 0.07 0.21 0.30

Formality (cross-lingual)

fr-it 0.47 0.51 0.22 0.28 0.53
fr-pt 0.45 0.48 0.19 0.29 0.52
it-fr 0.48 0.53 0.18 0.26 0.53
it-pt 0.41 0.45 0.19 0.27 0.52
pt-fr 0.46 0.53 0.17 0.27 0.53
pt-it 0.42 0.47 0.21 0.27 0.52

average 0.45 0.49 0.19 0.27 0.53

Table 8: Full performance on the multilingual and cross-lingual STEL-or-content benchmarks. For the cross-lingual
SoC evaluation, "a-b" means that the anchor sentences were all in language a and alternative sentences were all in
language b. MSTYLEDISTANCE leads in cross-lingual and overall performance.
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Style Feature Positive and Negative Prompts Style Feature Definition Excluded In

Usage of Conjunctions Positive: With conjunctions
Negative: Less frequent conjunc-
tions

The "Usage of Conjunctions" text style feature refers to the use of words that
connect clauses or sentences. Conjunctions are words like "and", "but", "or",
"so", "because", etc. They are used to make sentences longer, more complex,
or to show the relationship between different parts of a sentence.

Usage of Numerical Substitution Positive: With number substitution
Negative: Without number substitu-
tion

Numerical substitution refers to the practice of replacing certain letters in words
with numbers that visually resemble those letters. For example, replacing the
letter ’e’ with the number ’3’ in the word ’hello’ to make it ’h3llo’. This is a
common feature in internet slang and informal digital communication.

Arabic, Hindi, Japanese,
Korean, Chinese

Usage of Words Indicating Affective
Processes

Positive: Affective processes
Negative: Cognitive processes

The text style feature "Usage of Words Indicating Affective Processes" refers
to the use of words that express emotions, feelings, or attitudes. These could
be words that show happiness, sadness, anger, fear, surprise, or any other
emotional state. The presence of such words in a text indicates that the writer
is expressing some form of emotional reaction or sentiment.

Usage of Metaphors Positive: With metaphor
Negative: Without metaphor

The "Usage of Metaphors" text style feature refers to the presence of phrases
or sentences in the text that describe something by comparing it indirectly to
something else. This is often done to make a description more vivid or to
explain complex ideas in a more understandable way. For example, saying
"time is a thief" is a metaphor because it’s not literally true but it helps to
convey the idea that time passes quickly and can’t be regained.

Usage of Long Words Positive: Long average word length
Negative: Short average word length

The "Usage of Long Words" text style feature refers to the frequency or
prevalence of long words, typically those with more than six or seven letters,
in a given text. This style feature is often used to measure the complexity or
sophistication of the text. If a text has many long words, it is said to have a
high usage of long words.

Arabic, Japanese, Ko-
rean, Chinese

Usage of Uppercase Letters Positive: With uppercase letters
Negative: Without uppercase letters

The usage of uppercase letters as a text style feature refers to the frequency or
manner in which capital letters are used in a text. This could be for emphasis,
to denote shouting or strong emotions, or to highlight specific words or phrases.
It’s not just about the start of sentences or proper nouns, but also about other
uses of capital letters in the text.

Arabic, Hindi, Japanese,
Korean, Chinese

Usage of Articles Positive: With articles
Negative: Less frequent articles

The "Usage of Articles" text style feature refers to how often a text uses words
like "a", "an", and "the". These words are called articles and they are used
before nouns. This feature measures the frequency of these articles in a given
text.

Arabic, Hindi, Japanese,
Korean, Russian, Chi-
nese

Usage of Text Emojis Positive: Text Emojis
Negative: No Emojis

The text style feature "Usage of Text Emojis" refers to the inclusion of emoti-
cons or smileys in the text. These are combinations of keyboard characters that
represent facial expressions or emotions, such as :-D for a big grin or happy
face. The presence of these symbols in a text indicates the use of this style
feature.

Usage of Nominalizations Positive: With nominalizations
Negative: Without nominalizations

Nominalizations refer to the use of verbs, adjectives, or adverbs as nouns in a
sentence. This style feature is often used to make sentences more concise or
formal. For example, "the investigation of the crime" is a nominalization of
"investigate the crime".

Frequent Usage of Function Words Positive: With function words
Negative: Less frequent function
words

The text style feature "Frequent Usage of Function Words" refers to the regular
use of words that have little meaning on their own but work in combination
with other words to express grammatical relationships. These words include
prepositions (like ’in’, ’at’, ’on’), conjunctions (like ’and’, ’but’, ’or’), articles
(like ’a’, ’an’, ’the’), and pronouns (like ’he’, ’they’, ’it’).

Usage of Self-Focused Perspective
or Words

Positive: Self-focused
Negative: Third-person singular

The "Usage of Self-Focused Perspective or Words" text style feature refers to
the use of words or phrases that focus on the speaker or writer themselves. This
includes the use of first-person pronouns like "I", "me", "my", "mine", and
"myself", or statements that express the speaker’s personal thoughts, feelings,
or experiences.

Usage of Formal Tone Positive: Formal
Negative: Informal

The "Usage of Formal Tone" text style feature refers to the use of language
that is polite, impersonal and adheres to established conventions in grammar
and syntax. It avoids slang, contractions, colloquialisms, and often uses more
complex sentence structures. This style is typically used in professional,
academic, or official communications.

Usage of Emojis Positive: With Emojis
Negative: No Emojis

The "Usage of Emojis" text style feature refers to the inclusion of emojis, or
digital icons, in a text. Emojis are often used to express emotions, ideas, or
objects without using words. If a text contains emojis, it has this style feature.

Usage of Offensive Language Positive: Offensive
Negative: Non-Offensive

The "Usage of Offensive Language" text style feature refers to the presence
of words or phrases in the text that are considered rude, disrespectful, or
inappropriate. These can include swear words, slurs, or any language that
could be seen as insulting or derogatory.

Usage of Present Tense and Present-
Focused Words

Positive: Present-focused
Negative: Future-focused

The text style feature "Usage of Present Tense and Present-Focused Words"
refers to the use of verbs in the present tense and words that focus on the
current moment or situation. This means the text is primarily discussing events,
actions, or states that are happening now or general truths. It’s like the text is
talking about what is happening in the present time.

Presence of Misspelled Words Positive: Sentence With a Few Mis-
spelled Words
Negative: Normal Sentence

The text style feature "Presence of Misspelled Words" refers to the occurrence
of words in a text that are not spelled correctly according to standard dictionary
spelling. This could be due to typing errors, lack of knowledge about the correct
spelling, or intentional for stylistic or informal communication purposes.

Incorporation of Humor Positive: With Humor
Negative: Without Humor

The "Incorporation of Humor" text style feature refers to the use of language,
phrases, or expressions in a text that are intended to make the reader laugh
or feel amused. This could include jokes, puns, funny anecdotes, or witty
remarks. It’s all about adding a touch of comedy or light-heartedness to the
text.
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Style Feature Name Positive and Negative Prompts Style Feature Definition Excluded In

Usage of Personal Pronouns Positive: With personal pronouns
Negative: Less frequent pronouns

The "Usage of Personal Pronouns" text style feature refers to the use of words
in a text that refer to a specific person or group of people. These words include
"I", "you", "he", "she", "it", "we", and "they". The presence of these words in
a text can indicate a more personal or direct style of communication.

Fluency in Sentence Construction Positive: Fluent sentence
Negative: Disfluent sentence

"Fluency in Sentence Construction" refers to the smoothness and ease with
which sentences are formed and flow together. It involves using correct gram-
mar, appropriate vocabulary, and logical connections between ideas. A text
with this feature would read smoothly, without abrupt changes or awkward
phrasing.

Usage of Only Uppercase Letters Positive: All Upper Case
Negative: Proper Capitalization

The usage of only uppercase letters style feature refers to the practice of writing
all the letters in a text in capital letters. This means that every single letter in
the text, whether at the beginning, middle, or end of a sentence, is capitalized.
It’s like the ’Caps Lock’ key on your keyboard is always turned on while
typing the text.

Arabic, Hindi, Japanese,
Korean, Chinese

Usage of Self-Focused Perspective
or Words

Positive: Self-focused
Negative: Inclusive-focused

The "Usage of Self-Focused Perspective or Words" text style feature refers to
the use of words or phrases that focus on the speaker or writer themselves. This
includes the use of first-person pronouns like "I", "me", "my", "mine", and
"myself", or statements that express the speaker’s personal thoughts, feelings,
or experiences.

Usage of Pronouns Positive: With pronouns
Negative: Less frequent pronouns

The "Usage of Pronouns" text style feature refers to the frequency and types of
pronouns used in a text. Pronouns are words like ’he’, ’she’, ’it’, ’they’, ’we’,
’you’, ’I’, etc., that stand in place of names or nouns in sentences. This feature
can indicate the level of personalization, formality, or perspective in a text.

Usage of Words Indicating Cogni-
tive Processes

Positive: Cognitive process
Negative: Perceptual process

The text style feature "Usage of Words Indicating Cognitive Processes" refers
to the use of words that show thinking or mental processes. These words
can express understanding, knowledge, belief or doubt. For example, words
like ’think’, ’know’, ’believe’, ’understand’ are used to indicate cognitive
processes.

Complex Sentence Structure Positive: Complex
Negative: Simple

The "Complex Sentence Structure" text style feature refers to sentences that
contain multiple ideas or points, often connected by conjunctions (like ’and’,
’but’, ’or’) or punctuation (like commas, semicolons). These sentences often
include dependent clauses, which are parts of the sentence that can’t stand
alone as a complete thought, alongside independent clauses, which can stand
alone. In simpler terms, if a sentence has more than one part and these parts
are linked together in a way that they give more detailed information or express
multiple thoughts, it has a complex sentence structure.

Positive Sentiment Expression Positive: Positive
Negative: Negative

Positive Sentiment Expression is a text style feature that refers to the use of
words, phrases, or expressions that convey a positive or optimistic viewpoint
or emotion. This could include expressions of happiness, joy, excitement, love,
or any other positive feelings. The text is considered to have this feature if it
makes the reader feel good or positive after reading it.

Usage of Numerical Digits Positive: With digits
Negative: Less frequent digits

The "Usage of Numerical Digits" text style feature refers to the presence and
use of numbers in a text. This includes any digit from 0-9 used alone or
in combination to represent quantities, dates, times, or any other numerical
information.

Usage of Words Indicating Affective
Process

Positive: Affective process
Negative: Perceptual process

The "Usage of Words Indicating Affective Process" text style feature refers to
the use of words that express emotions, feelings, or attitudes. These words can
show positive or negative sentiments, like happiness, anger, love, or hate. If a
text uses a lot of these words, it means the writer is expressing a lot of emotion
or personal feelings.

Usage of Active Voice Positive: Active
Negative: Passive

The usage of active voice in a text style feature refers to sentences where the
subject performs the action stated by the verb. In other words, the subject is
active and directly involved in the action. For example, in the sentence "The
cat chased the mouse", ’the cat’ is the subject that is actively doing the chasing.

Usage of Only Lowercase Letters Positive: All Lower Case
Negative: Proper Capitalization

The style feature "usage of only lowercase letters" refers to the practice of
writing all words in a text with small letters only, without using any capital
letters. This means that even the first word of a sentence, proper nouns, or
the pronoun ’I’ are not capitalized. It’s like writing a whole text without ever
pressing the shift key on your keyboard.

Arabic, Hindi, Japanese,
Korean, Chinese

Frequent Usage of Common Verbs Positive: With common verbs
Negative: Less frequent common
verbs

The text style feature "Frequent Usage of Common Verbs" refers to the regular
use of basic action words in a text. These are often simple, everyday verbs that
are widely used in language, such as ’is’, ’have’, ’do’, ’say’, ’go’, etc. If a text
frequently uses these common verbs, it has this style feature.

Usage of Prepositions Positive: With prepositions
Negative: Less frequent preposi-
tions

The "Usage of Prepositions" text style feature refers to the use of words that
link nouns, pronouns, or phrases to other words within a sentence. These words
often indicate location, direction, time, or manner. Examples of prepositions
include words like "in", "at", "on", "over", "under", "after", and "before".

Usage of Self-Focused Language Positive: Self-focused
Negative: Audience-focused

The "Usage of Self-Focused Language" text style feature refers to the use of
words or phrases that focus on the speaker or writer themselves. This includes
the use of first-person pronouns like "I", "me", "my", "mine", and "myself".
It’s a way of writing or speaking where the person is often referring to their
own thoughts, feelings, or experiences.

Usage of Certain Tone Positive: Certain
Negative: Uncertain

This text style feature refers to the use of a confident tone in writing, where
the author avoids using uncertain words or phrases such as ’I think’, ’might’,
or ’seems’. This results in a text that appears more assertive and sure of the
information being presented.

Usage of Present-Focused Tense and
Words

Positive: Present-focused
Negative: Past-focused

The "Usage of Present-Focused Tense and Words" text style feature refers to
the use of verbs in the present tense and words that focus on the current moment
or situation. This means the text is primarily discussing events, actions, or
states that are happening right now or generally true.
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Style Feature Name Positive and Negative Prompts Style Feature Definition Excluded In

Usage of Sarcasm Positive: With sarcasm
Negative: Without sarcasm

The "Usage of Sarcasm" text style feature refers to the presence of statements
or expressions in the text that mean the opposite of what they literally say,
often used to mock or show irritation. This style is often characterized by irony,
ridicule, or mockery, and is used to express contempt or to criticize something
or someone in a humorous way.

Usage of Self-Focused Perspective
or Words

Positive: Self-focused
Negative: You-focused

The "Usage of Self-Focused Perspective or Words" text style feature refers to
the use of words or phrases that focus on the speaker or writer themselves. This
includes the use of first-person pronouns like "I", "me", "my", "mine", and
"myself", or statements that express the speaker’s personal thoughts, feelings,
or experiences.

Frequent Usage of Punctuation Positive: With frequent punctuation
Negative: Less Frequent punctua-
tion

The text style feature "Frequent Usage of Punctuation" refers to the regular
and abundant use of punctuation marks such as commas, periods, exclamation
points, question marks, etc., in a piece of text. This style feature is present
when the writer often uses these symbols to structure their sentences, express
emotions, or emphasize certain points.

Usage of Polite Tone Positive: Polite
Negative: Impolite

The "Usage of Polite Tone" text style feature refers to the use of respectful
and considerate language in a text. This can include using words like ’please’,
’thank you’, or phrases that show deference or respect to the reader. It’s about
making the text sound courteous and respectful, rather than demanding or rude.

Usage of Contractions Positive: With contractions
Negative: Without contractions

The "Usage of Contractions" text style feature refers to the use of shortened
forms of words or phrases in a text. These are typically formed by omitting
certain letters or sounds and replacing them with an apostrophe, such as "don’t"
for "do not" or "I’m" for "I am". If a text frequently uses such shortened forms,
it has this style feature.

Arabic, Hindi, Japanese,
Korean, Russian, Chi-
nese

Frequent Usage of Determiners Positive: With determiners
Negative: Less frequent determiners

The text style feature "Frequent Usage of Determiners" refers to the regular
use of words that introduce a noun and give information about its quantity,
proximity, definiteness, etc. These words include ’the’, ’a’, ’an’, ’this’, ’that’,
’these’, ’those’, ’my’, ’your’, ’his’, ’her’, ’its’, ’our’, ’their’. If a text often
uses such words, it has this style feature.

Table 9: 40 style features, with the ‘Excluded in’ column indicating that a particular feature was omitted from our
dataset due to its inapplicability to a specific language.
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