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Abstract

Linguistic steganalysis (LS) tasks aim to ef-001
fectively detect stegos generated by linguis-002
tic steganography. Existing LS methods over-003
look the distinctive user characteristics, lead-004
ing to weak performance in social networks.005
The limited occurrence of stegos further com-006
plicates detection. In this paper, we propose007
the UP4LS, a novel framework with the User008
Profile for enhancing LS performance. Specif-009
ically, by delving into post content, we explore010
user attributes like writing habits, psycholog-011
ical states, and focal areas, thereby building012
the user profile for LS. For each attribute, we013
design the identified feature extraction mod-014
ule. The extracted features are mapped to high-015
dimensional user features via deep-learning016
networks from existing methods. Then the lan-017
guage model is employed to extract content018
features. The user and content features are019
integrated to optimize feature representation.020
During the training phase, we prioritize the dis-021
tribution of stegos. Experiments demonstrate022
that UP4LS can significantly enhance the per-023
formance of existing methods, and an over-024
all accuracy improvement of nearly 25%. In025
particular, the improvement is especially pro-026
nounced with fewer stego samples. Addition-027
ally, UP4LS also sets the stage for studies on028
related tasks, encouraging extensive applica-029
tions on LS tasks.030

1 Introduction031

Linguistic steganography is an information conceal-032

ment technique that involves embedding secrets033

within texts and transmitting these texts through an034

open channel. This technology leads to slight differ-035

ences in distributions like semantic and statistical036

compared to "covers" (natural texts) (Zhang et al.,037

2021)(Yang et al., 2019a)(Zhou et al., 2021). Lin-038

guistic steganalysis (LS) tasks aim to extract such039

slight differences to determine whether texts are040

"stegos" (texts generated by linguistic steganogra-041

phy schemes). Two types of LS methods have been042

proposed: manual construction (Taskiran et al., 043

2006)(Xiang et al., 2014) and automatic extraction 044

(Yang et al., 2019b)(Yang et al., 2020)(Zou et al., 045

2021)(Wen et al., 2022)(Yang et al., 2022)(Wang 046

et al., 2023a). The former focuses on the develop- 047

ment of effective manual features, such as word 048

associations (Taskiran et al., 2006) and word dis- 049

tributions (Xiang et al., 2014), which are inter- 050

pretable and targeted for extraction. These fea- 051

tures are specifically extracted to capture the dif- 052

ferences between covers and stegos, resulting in 053

excellent performance on the specific LS tasks. The 054

latter employs deep-learning models to extract high- 055

dimensional features automatically. These features 056

have a robust capacity to quantify steganographic 057

embedding, resulting in superior performance on 058

the broad LS tasks. Therefore, in recent years re- 059

searchers have focused on this type of method. 060

Recent LS work has been proposed with novel 061

motivations. To improve the performance of ideal 062

stegos, Zou et al. (Zou et al., 2021) used LSTM 063

and self-attention to extract global content features 064

and capture the most critical features among these 065

global features, greatly improving the performance. 066

To effectively detect stegos in few-shot scenarios, 067

Wang et al. (Wang et al., 2023a) and Wen et al. 068

(Wen et al., 2022) designed methods to achieve ex- 069

cellent performance. Xue et al. (Xue et al., 2022b) 070

and Wang et al. (Wang et al., 2023b) employed 071

transductive learning and reinforcement learning 072

to detect stegos in distribution-change scenarios 073

effectively. To reduce the inference time and model 074

size, Xue et al. (Xue et al., 2022a) constructed a 075

framework and used a new loss function to guide 076

the training, and Wang et al. (Wang et al., 2023c) 077

proposed a variable parameter scale layer to adapt 078

to text of different lengths, reducing training time 079

while maintaining performance. 080

Social networks are regarded as one of the pri- 081

mary channels for transmitting stegos. Due to their 082

convenience and diverse applications, they have 083
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Figure 1: Detection performances of existing LS meth-
ods in datasets with various ratios. The box plot de-
picts the overall performance of these methods on 10
user datasets, as introduced in Section 3.1. In each
box, the solid circles represent extreme value in 10 per-
formances, while the hollow squares represent average
value in 10 performances, as marked by the labels.

gained immense popularity, hence the demand for084

LS within this environment has surged. To evaluate085

the detection effectiveness of existing LS in social086

networks, we utilize six prevailing LS methods:087

FETS (Yang et al., 2019b), TS-CSW (Yang et al.,088

2020), RLS-DTS (Wang et al., 2023b), Zou (Zou089

et al., 2021), SSLS (Xu et al., 2022), and LSFLS090

(Wang et al., 2023a). The experimental datasets091

consist of covers posted by Twitter users and stegos092

generated by the ADG (Adaptive Dynamic Group-093

ing) algorithm (Zhang et al., 2021). This algorithm094

is known for its strong concealment capabilities in095

both theory and practice. During the evaluation, we096

varied the ratios of cover:stego from 50:1 to 500:1097

in the training sets, while ensuring a uniform ratio098

of 1:1 in the testing sets. Further details about the099

experimental settings can be found in Section 3.1.100

Figure 1 illustrates the detection performance of101

existing LS methods in datasets with various ratios.102

The results in Figure 1 show that the perfor-103

mance of the existing methods is insufficient, and104

the performance decreases notably with an increas-105

ing ratio. This phenomenon is because social net-106

work posts exhibit unique user characteristics influ-107

enced by various user attributes, resulting in strong108

personalization. These user characteristics are dif-109

ficult to imitate in stegos. However, existing LS110

methods ignore users’ personalized characteristics,111

resulting in limited effective detection in social net-112

works. Moreover, compared to the vast quantity113

of covers in social networks, the quantity of ste-114

gos is exceedingly small, which poses a substantial115

challenge for detection.116

In this work, we propose the UP4LS, which en- 117

hances the performance of existing methods in LS 118

tasks. UP4LS leverages the potential user attributes 119

reflected in post content, thereby creating user pro- 120

files and extracting user features. At the same 121

time, BERT is employed to extract content features. 122

Then the content features are guided and learned 123

by user features, and the two types of features are 124

concatenated, further improving feature representa- 125

tion. UP4LS increases sensitivity to stegos during 126

training, enabling the model to capture the distri- 127

bution of a few stegos more effectively. To facil- 128

itate the transplantation of existing methods, the 129

deep-learning feature extraction modules in these 130

methods are retained. The remaining components 131

can be modified according to UP4LS. UP4LS not 132

only improves the performances of prevailing LS 133

methods, but also offers a platform for related-task 134

methods on the LS tasks. 135

Our main contributions are outlined below. 136

• To our knowledge, UP4LS is the first work 137

on LS tasks using user profiles. We develop 138

user profiles tailored for LS by analyzing user 139

attributes like habits, psychology, and focus. 140

Specific feature extraction is designed for ev- 141

ery user attribute to extract user features. 142

• To improve feature representation, we employ 143

attention mechanism to guide the learning of 144

content features by user features. Then the 145

learning features are concatenated with con- 146

tent features to obtain the final LS features. 147

• To evaluate UP4LS’s performance, we col- 148

lected posts from multiple users and curated 149

datasets with various ratios. Results show that 150

UP4LS not only improves the performances 151

of existing LS methods but also opens new 152

avenues for related-task methods on LS tasks. 153

2 Methodology 154

2.1 UP4LS Overall 155

Almost all existing LS methods are primarily fo- 156

cused on capturing statistical differences in content 157

like semantics and grammar (Yang et al., 2020)(Xu 158

et al., 2022)(Wang et al., 2023c)(Peng et al., 2023). 159

However, these methods usually overlook the sub- 160

jective aspects of human expression in writing. As 161

a result, their effectiveness tends to be suboptimal 162

when applied to social networks. Indeed, users on 163
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Figure 2: The overall architecture of UP4LS. UP4LS architecture mainly consists of two modules: "User Profile
Construction" and "Feature Extraction & Fusion". "(b) Existing Methods" provides the overall architecture
of existing methods. UP4LS takes in texts as input, a mixture of covers and stegos. The output is the judgment
results of these texts. Initially, the user profile for LS is constructed based on potential user attributes reflected in
their posts. This user profile is divided into three types of user attributes: "Habit", "Psychology", and "Focus".
Subsequently, corresponding features are extracted based on these user attributes. The deep-learning extraction
(called "Encoder") in existing methods is used to map these features to high-dimensional user features. On this
basis, these user and content features are fused by mutual attention, and "Classifier" is employed for detection. To
enhance the performance of existing methods, these methods only need to retain the "Encoder" component, and
the rest is modified according to UP4LS.

social networks often reveal potential attributes in164

their posts. UP4LS examines deeply these user at-165

tributes. The user profile for LS is constructed and166

the user features are obtained. Figure 2 illustrates167

the overall architecture of UP4LS.168

2.2 User Profile Construction169

User Profile for LS. From a macro perspective,170

the construction of the general user profile can ef-171

fectively improve decision-making effects by an-172

alyzing user characteristics and behaviors (Mehta173

et al., 2022)(Cai et al., 2023). Currently, there174

are no steganography schemes that can combine175

content and user behavior (Li et al., 2022) for infor-176

mation hiding. Therefore, we focus on the content177

of user posts itself. We aim to build a user profile178

reflecting habits, psychology, and focus. Figure 3179

illustrates the specific user profile for LS.180

Information density

Habit

User

Editing style
Text complexity

Text richness
Subjectivity

Emotion
Exaggeration

Topics of posts

Psychology

Focus
Discussions on topics

Figure 3: The specific user profile constructed by three
user attributes for LS.

Habit. It involves the "information density",181

"editing style", "text richness", and "text complex-182

ity". Users exhibit the unique writing style within183

their posts. This uniqueness often stems from the184

user’s growth background, cultural upbringing, and 185

life experience. Each user’s distinctive upbringing 186

adds personalization to the expression. 187

Psychology. It involves the "subjectivity", "emo- 188

tion", and "exaggeration". Subjectivity in a post 189

can reveal a user’s opinion tendencies. Some users 190

may display strong subjectivity when expressing 191

their opinions, while some users may prioritize 192

objective facts. The degree of exaggeration em- 193

bodied in a post can reveal a user’s specific style. 194

Analyzing psychology helps obtain personalized 195

characteristics such as long-term and short-term 196

emotional dispositions. 197

Focus. It involves the "topics of posts" and "dis- 198

cussions on topics". Users’ areas of focus often 199

reflect their knowledge and interests. This selective 200

focus can indicate their social role, professional 201

background, or current life stage. 202

In the subsequent sections, we will design spe- 203

cific feature extraction modules for these user at- 204

tributes. These modules will play an important role 205

in LS tasks in social networks. 206

2.3 Feature Extraction & Fusion 207

User Features. Current steganography struggles 208

to imitate user characteristics, which results in dif- 209

ferences between covers and stegos in this dimen- 210

sion. Capturing these differences and extracting 211

such features can improve LS performance. 212

To better capture these differences, we designed 213

a feature extraction module for each user attribute 214
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Figure 4: Distribution of covers and stegos in user feature space. Taking 4 users as examples, their usernames are
presented in the upper left corner of each subfigure. For more details about the user datasets, please see Section 3.1.
We use t-distributed Stochastic Neighbor Embedding (t-SNE) (L, 2014) to reduce the dimensionality and visualize
the user features of texts. The green and orange marks represent the user feature distribution of covers and stegos.
Each subfigure contains three small figures, which are the feature distribution of "Habit", "Psychology", and
"Focus" attributes. It is worth noting that the user features in this figure are not backpropagated and optimized,
they are directly extracted in one go. This figure serves to show the rationality and effectiveness of user features
for LS tasks in social networks.

within the user profile. These modules include215

"Habit Extraction", "Psychology Extraction", and216

"Focus Extraction". Figure 4 illustrates the distribu-217

tion of covers and stegos in user feature space, and218

this figure explains that user features are reasonable219

and effective for LS tasks.220

Habit Extraction. This is the first module for221

these extraction modules. It aims to capture various222

aspects of writing habits, encompassing factors223

like "Information density", "Editing style", "Text224

richness", and "Text complexity". Users usually225

reflect their underlying writing habits when editing226

posts, and it is difficult for existing steganography227

to completely imitate these habits.228

"Information density" is captured by analyzing229

the scale and distribution of nouns, pronouns, and230

verbs within the text.231

"Editing style" is determined by examining the232

scale and distribution of function words (Yoshimi233

et al., 2023)(Liang et al., 2023)(Rönnqvist et al.,234

2022), such as prepositions, determiners, and coor-235

dinating conjunctions. Prior research in other fields236

has shown the feasibility of distinguishing individ-237

ual editing styles by analyzing function words.238

"Text richness" is evaluated by capturing the239

scale and distribution of adjectives and adverbs.240

To perform this analysis, we use Python’s NLTK1241

library for part-of-speech tagging, enabling us to242

1https://www.nltk.org/

count the scale and distribution of various words 243

based on the tagging results. For more detailed 244

information about part-of-speech tag categories, 245

please refer to the Learntek2 documentation. 246

"Text complexity" is quantified by calculating 247

sentence length, word length, and scale and dis- 248

tribution of symbols. Typically, spoken texts ex- 249

hibit simplified grammar, shorter sentences, and 250

shorter word lengths. Increased usage of punc- 251

tuation marks within a sentence indicates more 252

pauses, leading to a higher degree of fragmenta- 253

tion and a stronger oral language nature. Con- 254

versely, a more pronounced written style features 255

a reduced frequency of punctuation marks, there 256

is ffrag = 1/count(punc),punc = {, .; ?! · · · } . 257

Figure 5 illustrates the working principle of the 258

"Habit Extraction". 259

Psychology Extraction. It is the second module 260

for these extraction modules. To analyze "Sub- 261

jectivity" and "Emotion", we employ Python’s 262

TextBlob3 library. This library provides a set of 263

APIs that simplify common text analysis tasks. In 264

recent years, TextBlob has gained significant at- 265

tention for its outstanding performance in senti- 266

ment analysis (Mirzaei et al., 2023)(Otieno et al., 267

2023). During emotional calculations, TextBlob 268

2https://www.learntek.org/blog/categorizing-pos-tagging-
nltk-python/

3https://textblob.readthedocs.io/en/dev/
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uses a dictionary that encompasses parameters like269

"polarity", "subjectivity", and "intensity". This dic-270

tionary identifies words, phrases, and symbols in271

texts related to emotional polarity and subjectivity.272

Given a text input, it returns a named tuple rep-273

resenting sentiment and subjectivity as "(polarity,274

subjectivity)". The formulas of the "Emotion" and275

"Subjectivity" functions are shown below.276

Emotion =

K∑
i=0

(−0.5)n × Si_adverb × Spunc

K/Semoticon
, (1)277

278 Si_adverb = max(−1,min(Si × Sadverb, 1)), (2)279

280
Subjectivity = max(0,min(

K∑
i=0

S′
i × S′

adverb, 1)), (3)281

282
where, K is the number of words related to283

emotional polarity and subjectivity in the text.284

Si_adverb, Spunc, and Semoticon represent the emo-285

tional value of adverbs, punctuation, and expres-286

sions of various degrees. S′i and S′adverb represent287

the subjective value of the current emotional word288

and emotional adverb. n represents the number289

of negative words related to the current emotional290

vocabulary. The features of "Exaggeration" are cap-291

tured by analyzing the frequency of interjections.292

Consider that users may have different habits293

when expressing emotions, resulting in varying de-294

grees of exaggeration in text. The use of inter-295

jections is a significant feature (Dingemanse and296

Liesenfeld, 2022)(Cathcart et al., 2003). In this pa-297

per, we define interjections as words that are longer298

than four letters but have fewer than half the num-299

ber of unique letters in total length. The formula300

for identifying interjections is shown below.301

fexag =

{
0, else

1
c(ti)

, len(ti) > 4&c(tri ) ≥ len(ti)
2

, (4)302

where, c(·) is the count, and tri is the repeated char- 303

acter ti. 304

Focus Extraction. It is the last module for these 305

extraction modules. We employ Latent Dirichlet 306

Allocation (LDA) to analyze the "Topics of posts". 307

LDA is an unsupervised clustering algorithm based 308

on Bayesian principles (Zhang et al., 2022). Given 309

a collection of document D = {D1, D2, · · · , Dj} 310

and a predefined number of topics, denoted as k, 311

LDA iteratively traverses the corpus and uses Gibbs 312

sampling to update the assigned topic of each word. 313

The algorithm ultimately generates a topic-word co- 314

occurrence frequency matrix. The process outputs 315

the Dirichlet distribution of each document Dj on 316

potential topics, that is, a probability distribution 317

pj on all topics. 318

In social networks, users often include hyper- 319

links when commenting on or sharing hot topics. 320

These hyperlinks, typically consisting of irregular 321

character strings, are unlikely to be present in the 322

vocabulary list. Furthermore, since stego is gen- 323

erated based on the word list, the probability of 324

a hyperlink string appearing within it is very low. 325

Therefore, we use the presence of hyperlinks as a 326

direct criterion to analyze "Discussions on topics". 327

Encoder. The features extracted by extraction 328

modules are concatenated, and the "Encoder" maps 329

these features to high-dimensional user features. 330

For existing methods, the "Encoder" is the deep- 331

learning module such as LSTM (Zou et al., 2021) 332

and CNN (Xu et al., 2022). This is the focus of the 333

model design and the main source of method advan- 334

tages. The "Encoder" of these methods is described 335

in the corresponding references. To enhance the 336

performance of these methods, the "Encoder" is 337

retained, and the rest is modified by UP4LS. 338

Content Features. In previous studies, re- 339

searchers used language embedding, such as 340

Word2Vec (Mikolov et al., 2013), GloVe (Penning- 341

ton et al., 2014), and BERT (Devlin et al., 2018), 342

to extract semantic features. Then, models like 343

LSTM and CNN are used to capture various fea- 344

tures. These features are mainly at the content 345

level. Given that BERT offers better representa- 346

tion, we employ BERT to extract content features. 347

The text ti undergoes character, position, and seg- 348

ment encodings. These encodings are added to 349

obtain E0. Then, E0 is fed into an L-layer Trans- 350

former (Vaswani et al., 2017). The content features 351
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Fcontent are got. The formula is shown below.352

Fcontent = EL = Trmenc(E
L−1), (5)353

Feature Fusion. Since user features Fuser and354

Fcontent are not the same dimension, direct con-355

catenating may result in insufficient performance.356

We use the mutual attention to interact with them.357

The attention matrixAttn is obtained. UP4LS then358

concatenates Attn and Fcontent to get the final LS359

features F . The formulas are shown below.360

F = Concat(Attn, Fcontent), (6)361

362 Attn =
Q×KT
√
dk

=
Fuser × FcontentT√

dFcontent

, (7)363

where, dFcontent is the dimension of Fcontent and T364

is the transpose operation.365

2.4 Classifier & Training366

UP4LS uses a Softmax classifier to transform F367

into a probability vector to determine whether the368

given texts are stegos. During the training phase,369

UP4LS optimizes loss calculation with weighting370

adjustments (Lin et al., 2017). The formulas of the371

loss functions are shown below.372

loss(pt) = −αt(1− pt)γ log(pt), (8)373

374 pt =

{
p, y = 1

1− p, y = 0
, (9)375

where, γ is the adjustment factor, y is the label of376

the actual sample, p is the probability, and αt is the377

loss weight of the stego.378

3 Experiments379

In this section, we present the UP4LS’ performance.380

To ensure fairness and reliability in comparisons381

between methods, each experiment was repeated382

five times for every dataset, and the results were383

averaged to provide the evaluation. Experiments384

are run on the NVIDIA GeForce RTX 3090 GPU.385

3.1 Settings386

Dataset. We constructed four datasets with vari-387

ous ratios of cover:stego. The ratios are 50:1, 100:1,388

200:1, and 500:1 in the training sets. The lower389

rounding way was adopted. The ratio is 1:1 in all390

testing sets. Datasets are divided into training and391

testing sets of 4:1.392

In each dataset, covers come from posts by 10393

Twitter users, the posts of each user are indepen-394

dent of each other. Stegos are generated by the high-395

performance steganography ADG (Zhang et al.,396

2021), which first trains a model based on the posts 397

of each user, and then the stegos are generated by 398

this model and algorithm. ADG security has been 399

rigorously analyzed through proof and practice. In 400

each ratio, every method is performed in these 10 401

datasets, and the 10 performances are got. Table 1 402

shows the specific information of the dataset. 403

Table 1: The specific information of the datasets.

No. Name Num of covers Payload of stegostraining testing
U1 ArianaGrande 2,325 580 3.88
U2 BarackObama 2,291 572 4.20
U3 BritneySpears 2,194 548 5.06
U4 Cristiano 1,940 485 4.54
U5 Ddlovato 1,703 425 4.78
U6 JimmyFallon 2,455 613 3.91
U7 Justinbieber 1,660 414 4.12
U8 KimKardashian 2,351 587 4.85
U9 Ladygaga 1,840 459 5.18

U10 Selenagomez 2,243 560 4.39

Baselines. The baselines consist of two parts, 404

that is LS-task and related-task baselines. 405

The LS-task baselines include: 406

non-BERT-based: 1. FETS (Yang et al., 2019b), 407

which has shown superior performance compared 408

to manual constructive methods, and 2. TS_RNN 409

(Yang et al., 2019c), which exhibits excellent per- 410

formance on multiple ideal datasets. 411

BERT-based: 3. Zou (Zou et al., 2021), which 412

achieved state-of-the-art performance at that time, 413

4. SSLS (Xu et al., 2022), which displays remark- 414

able performance on mixed sample sets, and 5. LS- 415

FLS (Wang et al., 2023a), which achieves high 416

performance in the few-shot ideal data. 417

The related-task baselines include: 418

Fine-grained emotion classification tasks: 6. Hy- 419

pEmo (Chen et al., 2023), which employs hyper- 420

bolic space to capture hierarchical structures. It 421

performs best when the label structure is complex 422

or the relationship between classes is ambiguous. 423

Hierarchical text classification tasks: 7. HiTIN 424

(Zhu et al., 2023), which uses a tree isomorphism 425

network to encode the label hierarchy. It performs 426

well in large-scale hierarchical classification tasks. 427

Given these methods’ widely recognized perfor- 428

mance on specific tasks. 429

Hyperparameters. UP4LS uses the "Bert-base- 430

cased" model with 12 layers and 768-dimensional 431

units. The attention incorporates 4 heads with di- 432

mensions of 128. γ is 5, the topic number of the 433

LDA is 2. The detailed hyperparameter settings of 434

the "Encoder" can be found in the corresponding 435

6



papers. Adam (Kingma and Ba, 2014) is employed436

with an initial learning rate of 5e-5.437

Evaluation metrics. Accuracy (Acc) and the F1438

score are used to evaluate the models’ performance.439

These formulas are shown below.440

Acc =
TP + TN

TP + FP + TN + FN
,

F1 = 2× (P× R)/(P+R),
(10)441

where, TP, FP, TN, and FN are the quantity of true442

positive, false positive, true negative, and false neg-443

ative examples. P and R are precision and recall.444

3.2 Comparison experiments445

3.2.1 LS-task baselines446

Figure 6 shows the comparison between the LS-447

task baselines and the corresponding baseline us-448

ing UP4LS. The overall improvement degree by449

UP4LS is shown in Table 2.450
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Figure 6: Acc and F1 comparison between the LS-task
baselines and the corresponding baseline using UP4LS.
The vertical axis on the top half is Acc, and the vertical
axis on the bottom half is F1. The horizontal axis is
the baselines’ name. The ratios are shown in the lower
right corner of each subfigure. The blue box and the red
box represent the overall performance of the baselines
without and with UP4LS on the 10 user datasets. In
each box, the solid circle represents the extreme value
among the 10 performances, and the hollow square rep-
resents the average value among the 10 performances,
with specific values numbers. The complete data are
shown in Table 5 to Table 9 in Appendix A.

The results of Figure 6, Table 2, and the related451

tables in Appendix A show that: UP4LS can sig-452

nificantly improve the performance of the LS-task453

baselines in each ratio of user datasets. The overall 454

improvement in Acc and F1 performance reached 455

24.88% and 51.16%. In the datasets with extremely 456

large ratios, the overall improvement is the most, 457

improvement of Acc by 28.99% and F1 by 65.59%. 458

The reason for the improvement is that UP4LS 459

captures user features. UP4LS can effectively cap- 460

ture the distributions in the few stego samples, and 461

R can be greatly increased so that F1 is improved. 462

3.2.2 Related-task baselines 463

Figure 7 shows the comparison between the related- 464

task baselines and the corresponding baseline using 465

UP4LS. The overall improvement by UP4LS is 466

shown in Table 3. 467
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Figure 7: Acc and F1 comparison between the related-
task baselines and the corresponding baseline using
UP4LS. The meanings of every part in this figure are
the same as those in Figure 6. The complete data are
shown in Table 10 and Table 11 in Appendix A.

The results of Figure 7, Table 3, and the related 468

tables in Appendix A show that: UP4LS can signif- 469

icantly improve the performance of the related-task 470

baselines in each ratio of user datasets. 471

3.3 Ablation experiment 472

To verify the effectiveness of user features, the 473

ablation experiment compares the performance of 474

content features (BERT only) with that of user and 475

content features (that is UP4LS). The average per- 476

formance of 5 LS baselines+UP4LS is used as the 477

performance of user and content features. Figure 8 478

illustrates the results of the ablation experiment. 479

The results of Figure 8 and the related tables 480

in Appendix A show that: User features can im- 481

prove the performance of baselines. As the ra- 482

tio increases, the degree of improvement shows 483
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Table 2: Acc and F1 improvement degree of the LS-task baselines by UP4LS in the 10 user datasets. For example,
when the ratio is 50:1, UP4LS improves the average Acc performance of FETS by 45.40%, which is 95.59%-
50.19%=45.40% in Figure 6. The complete data are shown in Table 5 to Table 9 in Appendix A.

∆ (%) ((Baselines+UP4LS) – Baselines) FETS TS_RNN Zou SSLS LSFLS Avg (∆ of Baselines)

50:1 Acc 45.40 46.65 5.94 6.30 2.49 21.36
F1 94.62 96.23 7.33 7.69 2.82 41.74

100:1 Acc 43.07 43.25 12.92 11.02 9.70 23.99
F1 92.51 92.68 17.69 15.51 13.22 46.32

200:1 Acc 38.80 38.64 16.83 16.60 15.06 25.19
F1 86.91 86.81 27.66 29.91 23.60 50.98

500:1 Acc 32.74 33.26 27.26 28.03 23.68 28.99
F1 78.31 79.55 59.77 60.93 49.37 65.59

Avg (∆ of Ratios) Acc 40.00 40.45 15.74 15.49 12.73 24.88
F1 88.09 88.82 28.11 28.51 22.25 51.16

Table 3: Acc and F1 improvement degree of the related-
task baselines’ performances by UP4LS in various user
datasets at different ratios. The complete data are
shown in Table 10 and Table 11 in Appendix A.

∆ (%) HypEmo HiTIN Avg (∆ of Baselines)

50:1 Acc 4.79 8.77 6.78
F1 5.55 10.48 8.02

100:1 Acc 10.15 16.27 13.21
F1 13.54 26.50 20.02

200:1 Acc 15.06 18.14 16.60
F1 24.33 33.78 29.06

500:1 Acc 26.86 30.61 28.74
F1 61.20 70.92 66.06

Avg (∆ of Ratios) Acc 14.22 18.45 16.34
F1 26.16 35.42 30.79
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Figure 8: Acc and F1 comparison without and with
user features. The horizontal axis represents the ratios,
and the vertical axis represents Acc or F1. The orange
box represents the overall performance using only con-
tent features. The red box represents the overall perfor-
mance using user and content features. The complete
data are shown in Table 12 in Appendix A.

an increasing trend. This is attributed to user fea-484

tures reflecting the user’s style to a certain extent.485

Even with a small quantity of stegos, more compre-486

hensive user features can be captured. Therefore,487

combining user and content features has a stable488

performance than using only content features.489

3.4 Experiments with sufficient stegos490

In addition, we also discussed the scenario with491

sufficient stegos. Table 4 shows the Acc compari-492

son of LS-task baselines and these methods using493

UP4LS in 10 user datasets with sufficient stegos.494

Table 4: Acc comparison of LS-task baselines and cor-
responding methods using UP4LS in datasets with suf-
ficient stegos. Bold values represent the best Acc. The
complete data are shown in Table 13 in Appendix A.

Acc (%) Avg (10 Users)
Baselines Baselines+UP4LS

FETS 74.95 99.08
TS_RNN 93.93 99.10

Zou 98.67 99.09
SSLS 98.69 99.10

LSFLS 99.00 99.17

The results of Table 4 show that: when the stegos 495

are sufficient, UP4LS can still improve the perfor- 496

mance of baselines to a high level. The average 497

performance exceeds 99.00% for every baseline. 498

4 Conclusion 499

In this paper, we propose UP4LS, which lever- 500

ages the user profile for enhancing LS. UP4LS 501

has explored three types of user attributes and ex- 502

tracted user features by the designed extraction 503

modules. Experiments show that UP4LS can sig- 504

nificantly enhance LS performance in social net- 505

works. Related-task methods can perform their 506

effect by using UP4LS on LS tasks. To ensure the 507

extraction-targeted user features, we specifically 508

extracted these features and mapped them to high- 509

dimensional space using deep-learning models. 510

In future, we will design LS methods with user 511

behavior. It detects covert communications more 512

directly. Meanwhile, with the development of LLM 513

such as LLaMA2, we will design LLM steganog- 514

raphy to enhance concealment. In addition, stegos 515

in social networks may be generated and mixed by 516

multiple steganography. There is little research on 517

the detection of these stegos. Therefore, we will 518

also delve into the research of these works next. 519
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Limitations520

This paper constructs the user profile and extracts521

user features that are beneficial to detect stegos.522

While this research improves the performance of523

existing methods, it still faces certain limitations524

and potential risks: (1) User profile completeness:525

Although we strive to comprehensively analyze526

user attributes, the given user profile may not en-527

compass all aspects like user metadata. Moreover,528

exploring extraction from other user behaviors529

could potentially uncover additional attributes ben-530

eficial to LS. (2) The broad advantage in ideal531

data: In ideal data, UP4LS has potential risks in532

improving performance. There are slight or even no533

user attributes reflected in these data. User features534

hardly improve the performance in these data.535
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Table 5: The detection performance of FETS baseline with and without UP4LS in different datasets. Bold val-
ues are the degree of improvement of the baseline after using UP4LS. Red values are the average performance
improvement of UP4LS for this baseline in different user datasets with different ratios.

FETS (Yang et al., 2019b) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 50.09 50.00 50.27 50.52 50.47 50.00 50.24 50.26 50.00 50.00 50.19
F1 0.34 0.00 1.09 2.04 1.86 0.00 0.96 1.02 0.00 0.00 0.73

Baseline+UP4LS Acc 95.09 95.98 96.26 96.91 96.24 98.12 87.20 95.06 97.28 97.77 95.59
F1 95.12 95.86 96.14 96.96 96.09 98.14 85.40 94.81 97.29 97.72 95.35

∆
Acc 45.00 45.98 45.99 46.39 45.77 48.12 36.96 44.80 47.28 47.77 45.40
F1 94.78 95.86 95.05 94.92 94.23 98.14 84.44 93.79 97.29 97.72 94.62

100:1

Baseline Acc 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.00 50.01
F1 0.00 0.00 0.00 0.00 0.00 0.00 0.48 0.00 0.00 0.00 0.05

Baseline+UP4LS Acc 94.19 95.80 94.01 94.62 93.79 95.02 81.16 93.10 94.34 94.77 93.08
F1 94.19 95.62 93.56 94.29 93.36 94.77 77.90 93.40 94.00 94.49 92.56

∆
Acc 44.19 45.80 44.01 44.62 43.79 45.02 31.04 43.10 44.34 44.77 43.07
F1 94.19 95.62 93.56 94.29 93.36 94.77 77.42 93.40 94.00 94.49 92.51

200:1

Baseline Acc 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.00 50.01
F1 0.00 0.00 0.00 0.00 0.00 0.00 0.48 0.00 0.00 0.00 0.05

Baseline+UP4LS Acc 83.88 92.22 92.96 88.87 91.29 91.19 75.02 92.25 88.89 91.52 88.81
F1 81.58 92.21 92.49 87.59 90.80 90.36 64.69 91.66 87.50 90.73 86.96

∆
Acc 33.88 42.22 42.96 38.87 41.29 41.19 24.90 42.25 38.89 41.52 38.80
F1 81.58 92.21 92.49 87.59 90.80 90.36 64.21 91.66 87.50 90.73 86.91

500:1

Baseline Acc 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.00 50.01
F1 0.00 0.00 0.00 0.00 0.00 0.00 0.48 0.00 0.00 0.00 0.05

Baseline+UP4LS Acc 86.72 86.10 84.05 88.76 82.47 80.85 66.43 89.85 74.62 87.68 82.75
F1 83.42 84.24 81.08 87.74 78.74 74.95 52.56 88.94 65.99 85.98 78.36

∆
Acc 36.72 36.10 34.05 38.76 32.47 30.85 16.31 39.85 24.62 37.68 32.74
F1 83.42 84.24 81.08 87.74 78.74 74.95 52.08 88.94 65.99 85.98 78.31

Avg (∆ of Ratios) Acc 39.95 42.53 41.75 42.16 40.83 41.30 27.30 42.50 38.78 42.94 40.00
F1 88.49 91.98 90.55 91.14 89.28 89.56 69.54 91.95 86.20 92.23 88.09

Table 6: The detection performance of TS_RNN baseline with and without UP4LS in different datasets. The
meanings of Bold and Red are the same as those shown in Table 5.

TS_RNN (Yang et al., 2019c) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 50.00 50.52 50.00 50.1 50.12 50.08 50.00 50.09 50.11 50.09 50.11
F1 0.00 2.08 0.00 0.41 0.47 0.33 0.00 0.34 0.43 0.36 0.44

Baseline+UP4LS Acc 96.90 96.50 97.72 96.70 97.76 98.86 91.67 95.66 97.93 97.86 96.76
F1 96.90 96.43 97.68 96.60 97.71 98.85 91.28 95.51 97.90 97.81 96.67

∆
Acc 46.90 45.98 47.72 46.60 47.64 48.78 41.67 45.57 47.82 47.77 46.65
F1 96.90 94.35 97.68 96.19 97.24 98.52 91.28 95.17 97.47 97.45 96.23

100:1

Baseline Acc 50.00 50.17 50.00 50.10 50.00 50.00 50.12 50.00 50.00 50.09 50.05
F1 0.00 0.70 0.00 0.41 0.00 0.00 0.48 0.00 0.00 0.36 0.20

Baseline+UP4LS Acc 93.10 96.24 94.18 95.88 94.71 95.32 82.00 93.78 93.46 94.29 93.30
F1 92.95 96.20 93.88 95.71 94.41 95.09 80.11 93.42 93.01 93.98 92.88

∆
Acc 43.10 46.07 44.18 45.78 44.71 45.32 31.88 43.78 43.46 44.20 43.25
F1 92.95 95.50 93.88 95.30 94.41 95.09 79.63 93.42 93.01 93.62 92.68

200:1

Baseline Acc 50.00 50.09 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.02
F1 0.00 0.35 0.00 0.00 0.00 0.00 0.00 0.48 0.00 0.00 0.08

Baseline+UP4LS Acc 85.60 94.32 91.51 88.64 88.73 91.27 77.29 90.41 87.69 91.16 88.66
F1 84.23 94.06 90.75 85.99 86.85 90.69 71.25 88.79 85.96 90.30 86.89

∆
Acc 35.60 44.23 41.51 38.64 38.73 41.27 27.29 40.29 37.69 41.16 38.64
F1 84.23 93.71 90.75 85.99 86.85 90.69 71.25 88.31 85.96 90.30 86.81

500:1

Baseline Acc 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.12 50.00 50.00 50.01
F1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.48 0.00 0.00 0.05

Baseline+UP4LS Acc 80.26 90.73 84.95 90.10 81.53 82.22 74.40 89.37 74.14 85.00 83.27
F1 76.70 89.87 82.72 90.98 77.34 78.42 70.80 87.97 58.82 82.39 79.60

∆
Acc 30.26 40.73 34.95 40.10 31.53 32.22 24.40 39.25 24.14 35.00 33.26
F1 76.70 89.87 82.72 90.98 77.34 78.42 70.80 87.49 58.82 82.39 79.55

Avg (∆ of Ratios) Acc 38.97 44.25 42.09 42.78 40.65 41.90 31.31 42.22 38.28 42.03 40.45
F1 87.70 93.88 91.26 92.22 89.08 90.76 78.24 91.18 83.92 91.03 88.82
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Table 7: The detection performance of Zou baseline with and without UP4LS in different datasets. The meanings
of Bold and Red are the same as those shown in Table 5.

Zou (Zou et al., 2021) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 88.02 93.36 85.40 92.06 91.41 93.88 75.72 92.08 92.37 95.80 90.01
F1 86.47 92.90 82.91 91.38 90.63 93.50 68.04 91.44 91.75 95.62 88.46

Baseline+UP4LS Acc 95.74 97.68 95.44 97.01 97.06 98.22 88.41 95.83 97.17 96.96 95.95
F1 95.76 97.67 95.25 97.03 97.03 98.22 87.20 95.70 97.09 96.90 95.79

∆
Acc 7.72 4.32 10.04 4.95 5.65 4.34 12.69 3.75 4.80 1.16 5.94
F1 9.29 4.77 12.34 5.65 6.40 4.72 19.16 4.26 5.34 1.28 7.33

100:1

Baseline Acc 75.43 91.70 80.02 78.76 74.35 90.78 66.43 83.05 85.62 83.75 80.99
F1 67.43 90.94 75.03 73.04 65.51 89.87 49.45 79.59 83.21 80.60 75.47

Baseline+UP4LS Acc 93.10 96.50 94.56 95.77 94.82 94.94 83.70 95.40 94.46 95.87 93.91
F1 92.69 95.39 93.34 95.86 93.58 94.69 80.84 95.34 94.16 95.68 93.16

∆
Acc 17.67 4.80 14.54 17.01 20.47 4.16 17.27 12.35 8.84 12.12 12.92
F1 25.26 4.45 18.31 22.82 28.07 4.82 31.39 15.75 10.95 15.08 17.69

200:1

Baseline Acc 52.76 75.61 67.34 72.68 71.29 83.44 69.79 73.68 78.00 81.52 72.61
F1 10.46 67.75 51.49 62.41 59.74 80.20 56.72 64.28 71.79 77.33 60.22

Baseline+UP4LS Acc 85.26 94.93 92.24 86.62 91.27 93.36 78.14 90.56 89.54 92.50 89.44
F1 82.88 94.81 91.61 84.28 90.39 92.49 73.11 89.03 88.32 91.89 87.88

∆
Acc 32.50 19.32 24.90 13.94 19.98 9.92 8.35 16.88 11.54 10.98 16.83
F1 72.42 27.06 40.12 21.87 30.65 12.29 16.39 24.75 16.53 14.56 27.66

500:1

Baseline Acc 50.69 66.35 51.82 50.52 54.00 72.35 51.09 54.94 50.65 64.29 56.67
F1 2.72 49.41 7.04 2.04 14.81 61.78 4.26 17.98 2.58 44.44 20.71

Baseline+UP4LS Acc 82.50 88.72 83.03 84.35 81.91 80.49 72.28 88.76 86.06 91.16 83.93
F1 79.31 87.44 80.38 81.45 77.60 75.40 61.02 87.78 83.92 90.53 80.48

∆
Acc 31.81 22.37 31.21 33.83 27.91 8.14 21.19 33.82 35.41 26.87 27.26
F1 76.59 38.03 73.34 79.41 62.79 13.62 56.76 69.80 81.34 46.09 59.77

Avg (∆ of Ratios) Acc 22.43 12.70 20.17 17.43 18.50 6.64 14.88 16.70 15.15 12.78 15.74
F1 45.89 18.58 36.03 32.44 31.98 8.86 30.93 28.64 28.54 19.25 28.11

Table 8: The detection performance of SSLS baseline with and without UP4LS in different datasets. The meanings
of Bold and Red are the same as those shown in Table 5.

SSLS (Xu et al., 2022) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 90.09 94.93 93.25 87.22 88.94 95.60 76.21 88.50 90.20 95.71 90.07
F1 89.20 94.68 92.76 85.34 87.63 95.39 68.78 87.08 89.13 95.53 88.55

Baseline+UP4LS Acc 95.67 97.53 95.75 97.34 97.76 98.24 89.20 97.00 97.10 98.12 96.37
F1 95.55 97.50 95.58 97.30 97.73 98.25 88.38 96.99 97.01 98.12 96.24

∆
Acc 5.58 2.60 2.50 10.12 8.82 2.64 12.99 8.50 6.90 2.41 6.30
F1 6.35 2.82 2.82 11.96 10.10 2.86 19.60 9.91 7.88 2.59 7.69

100:1

Baseline Acc 79.22 91.35 80.66 76.70 87.29 93.56 66.30 75.13 86.71 88.93 82.59
F1 73.89 90.54 76.02 69.62 85.48 93.15 49.36 66.89 84.67 87.55 77.72

Baseline+UP4LS Acc 92.90 95.37 93.70 95.05 94.59 95.11 83.48 95.03 95.53 95.36 93.61
F1 92.75 95.15 93.88 94.81 94.28 94.86 81.22 94.80 95.34 95.16 93.23

∆
Acc 13.68 4.02 13.04 18.35 7.30 1.55 17.18 19.90 8.82 6.43 11.02
F1 18.86 4.61 17.86 25.19 8.80 1.71 31.86 27.91 10.67 7.61 15.51

200:1

Baseline Acc 55.69 79.11 64.60 73.09 71.41 88.25 50.48 69.59 87.36 87.05 72.66
F1 20.68 74.38 45.20 63.19 59.97 86.72 1.91 56.30 85.54 85.13 57.90

Baseline+UP4LS Acc 86.03 95.02 92.06 88.37 91.60 92.17 77.85 88.47 89.43 91.61 89.26
F1 85.69 94.92 91.38 86.54 90.76 91.50 71.74 86.49 88.19 90.84 87.81

∆
Acc 30.34 15.91 27.46 15.28 20.19 3.92 27.37 18.88 2.07 4.56 16.60
F1 65.01 20.54 46.18 23.35 30.79 4.78 69.83 30.19 2.65 5.71 29.91

500:1

Baseline Acc 50.86 56.91 52.37 55.26 54.71 70.64 53.26 51.62 55.01 61.25 56.19
F1 3.39 24.27 9.06 19.03 17.20 58.53 12.64 6.27 18.22 36.73 20.53

Baseline+UP4LS Acc 81.72 89.51 79.84 89.69 82.24 82.14 78.62 88.33 80.17 89.91 84.22
F1 79.73 88.39 74.80 88.91 78.52 78.51 74.75 86.91 75.27 88.80 81.46

∆
Acc 30.86 32.60 27.47 34.43 27.53 11.50 25.36 36.71 25.16 28.66 28.03
F1 76.34 64.12 65.74 69.88 61.32 19.98 62.11 80.64 57.05 52.07 60.93

Avg (∆ of Ratios) Acc 20.12 13.78 17.62 19.55 15.96 4.90 20.73 21.00 10.74 10.52 15.49
F1 41.64 23.02 33.15 32.60 27.75 7.33 45.85 37.16 19.56 17.00 28.51
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Table 9: The detection performance of LSFLS baseline with and without UP4LS in different datasets. The mean-
ings of Bold and Red are the same as those shown in Table 5.

LSFLS (Wang et al., 2023a) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 90.28 95.72 93.12 92.27 94.35 97.88 88.89 95.40 95.10 96.34 93.94
F1 89.18 95.53 92.56 91.68 94.01 97.84 87.80 95.18 94.85 96.21 93.48

Baseline+UP4LS Acc 94.40 97.52 97.45 97.22 96.47 98.09 90.34 97.31 97.80 97.70 96.43
F1 94.22 97.48 97.45 97.17 96.51 98.08 89.36 97.30 97.76 97.68 96.30

∆
Acc 4.12 1.80 4.33 4.95 2.12 0.21 1.45 1.91 2.70 1.36 2.49
F1 5.04 1.95 4.89 5.49 2.50 0.24 1.56 2.12 2.91 1.47 2.82

100:1

Baseline Acc 79.86 91.78 80.93 82.89 77.65 91.68 70.77 81.09 89.83 89.29 83.58
F1 74.75 91.05 76.44 79.35 71.30 90.93 58.70 76.68 88.26 88.00 79.55

Baseline+UP4LS Acc 92.67 95.72 93.47 94.33 93.51 94.60 81.67 95.40 95.58 95.86 93.28
F1 92.41 95.59 93.19 93.98 93.02 94.28 78.92 95.22 95.45 95.63 92.77

∆
Acc 12.81 3.94 12.54 11.44 15.86 2.92 10.90 14.31 5.75 6.57 9.70
F1 17.66 4.54 16.75 14.63 21.72 3.35 20.22 18.54 7.19 7.63 13.22

200:1

Baseline Acc 65.78 82.69 70.44 72.27 70.47 83.03 61.84 71.29 85.73 85.00 74.85
F1 47.97 79.07 58.03 61.63 58.10 79.57 38.52 59.74 83.35 82.35 64.83

Baseline+UP4LS Acc 82.30 95.10 93.70 88.47 92.19 90.98 79.03 93.07 90.85 93.38 89.91
F1 78.22 95.01 93.92 86.80 91.53 89.00 74.52 92.56 89.93 92.83 88.43

∆
Acc 16.52 12.41 23.26 16.20 21.72 7.95 17.19 21.78 5.12 8.38 15.06
F1 30.25 15.94 35.89 25.17 33.43 9.43 36.00 32.82 6.58 10.48 23.60

500:1

Baseline Acc 55.00 63.55 59.07 53.51 65.29 64.19 50.36 67.72 55.12 57.14 59.10
F1 19.69 42.64 27.99 12.40 46.85 44.22 1.44 52.33 18.58 25.00 29.11

Baseline+UP4LS Acc 81.21 88.46 84.76 86.08 80.59 76.75 68.12 87.56 83.51 90.71 82.78
F1 77.62 82.60 82.02 84.39 75.91 69.71 55.41 85.80 80.46 90.85 78.48

∆
Acc 26.21 24.91 25.69 32.57 15.30 12.56 17.76 19.84 28.39 33.57 23.68
F1 57.93 39.96 54.03 71.99 29.06 25.49 53.97 33.47 61.88 65.85 49.37

Avg (∆ of Ratios) Acc 14.92 14.92 10.77 16.46 16.29 13.75 5.91 11.83 14.46 10.49 12.73
F1 27.72 27.72 15.60 27.89 29.32 21.68 9.63 27.94 21.74 19.64 22.25

Table 10: The detection performance of HypEmo baseline with and without UP4LS in different datasets. The
meanings of Bold and Red are the same as those shown in Table 5.

HypEmo (Chen et al., 2023) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 88.53 94.93 92.70 91.44 89.76 93.23 86.96 91.74 90.41 91.07 91.08
F1 87.05 94.67 92.13 90.64 88.60 92.74 85.04 90.99 89.40 90.20 90.15

Baseline+UP4LS Acc 94.61 96.90 95.67 96.34 97.41 97.96 88.16 96.93 97.17 97.54 95.87
F1 94.52 96.84 95.53 96.22 97.39 97.92 87.04 96.91 97.10 97.51 95.70

∆
Acc 6.08 1.97 2.97 4.90 7.65 4.73 1.20 5.19 6.76 6.47 4.79
F1 7.47 2.17 3.40 5.58 8.79 5.18 2.00 5.92 7.70 7.31 5.55

100:1

Baseline Acc 81.55 91.70 79.01 75.26 79.06 90.86 75.48 82.37 88.34 83.30 82.69
F1 77.38 90.94 73.44 67.12 75.31 89.95 67.52 78.59 86.81 79.96 78.70

Baseline+UP4LS Acc 92.23 95.54 91.98 93.99 94.44 94.15 80.80 93.53 96.51 95.25 92.84
F1 90.54 95.38 91.62 93.54 94.28 93.84 78.66 93.08 96.40 95.05 92.24

∆
Acc 10.68 3.84 12.97 18.73 15.38 3.29 5.32 11.16 8.17 11.95 10.15
F1 13.16 4.44 18.18 26.42 18.97 3.89 11.14 14.49 9.59 15.09 13.54

200:1

Baseline Acc 74.31 85.75 68.80 68.25 72.71 75.37 62.56 71.64 75.16 75.98 73.05
F1 65.43 83.38 54.64 53.47 62.46 67.32 40.15 60.40 66.96 68.39 62.26

Baseline+UP4LS Acc 82.24 94.84 88.87 86.80 85.32 90.78 78.59 89.95 91.31 92.43 88.11
F1 78.83 94.74 87.50 84.80 82.43 89.87 76.85 88.85 90.20 91.82 86.59

∆
Acc 7.93 9.09 20.07 18.55 12.61 15.41 16.03 18.31 16.15 16.45 15.06
F1 13.40 11.36 32.86 31.33 19.97 22.55 36.70 28.45 23.24 23.43 24.33

500:1

Baseline Acc 53.02 63.64 52.28 55.77 58.47 57.34 50.85 53.24 51.74 53.48 54.98
F1 11.38 42.86 8.73 20.70 28.97 25.60 3.33 12.16 6.74 13.02 17.35

Baseline+UP4LS Acc 80.54 88.20 84.43 86.80 80.35 76.00 64.29 85.48 83.01 89.27 81.84
F1 75.83 87.24 86.78 85.90 80.44 69.37 52.07 83.24 79.90 84.72 78.55

∆
Acc 27.52 24.56 32.15 31.03 21.88 18.66 13.44 32.24 31.27 35.79 26.86
F1 64.45 44.38 78.05 65.20 51.47 43.77 48.74 71.08 73.16 71.70 61.20

Avg (∆ of Ratios) Acc 13.05 9.87 17.04 18.30 14.38 10.52 9.00 16.73 15.59 17.67 14.22
F1 24.62 15.59 33.12 32.13 24.80 18.85 24.65 29.99 28.42 29.38 26.16
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Table 11: The detection performance of HiTIN baseline with and without UP4LS in different datasets. The mean-
ings of Bold and Red are the same as those shown in Table 5.

HiTIN (Zhu et al., 2023) (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Baseline Acc 79.76 95.11 86.58 83.62 82.59 89.94 78.13 89.69 93.09 93.50 87.20
F1 74.63 95.00 84.68 81.72 79.94 89.65 73.26 88.39 92.70 93.40 85.34

Baseline+UP4LS Acc 93.28 96.68 96.26 96.91 97.27 97.19 90.34 96.95 97.28 97.50 95.97
F1 92.88 96.60 96.15 96.81 97.20 97.09 89.90 96.89 97.20 97.44 95.82

∆
Acc 13.52 1.57 9.68 13.29 14.68 7.25 12.21 7.26 4.19 4.00 8.77
F1 18.25 1.60 11.47 15.09 17.26 7.44 16.64 8.50 4.50 4.04 10.48

100:1

Baseline Acc 65.95 93.59 64.94 68.09 87.20 92.41 54.09 87.04 66.35 84.33 76.40
F1 48.51 92.82 46.28 55.22 88.05 90.78 17.26 84.87 53.93 76.16 65.39

Baseline+UP4LS Acc 89.05 95.80 92.43 94.90 94.00 94.72 81.04 93.95 94.77 96.07 92.67
F1 88.19 95.64 91.81 94.70 93.63 94.35 76.60 93.56 94.48 95.93 91.89

∆
Acc 23.10 2.21 27.49 26.81 6.80 2.31 26.95 6.91 28.42 11.74 16.27
F1 39.68 2.82 45.53 39.48 5.58 3.57 59.34 8.69 40.55 19.77 26.50

200:1

Baseline Acc 55.14 90.73 63.01 67.51 70.86 85.13 52.93 79.54 53.96 90.14 70.90
F1 13.80 89.82 43.59 49.14 59.23 86.27 14.38 73.92 13.52 88.50 53.22

Baseline+UP4LS Acc 85.02 95.02 90.97 86.29 90.74 92.33 78.09 92.05 88.40 91.52 89.04
F1 82.33 94.92 90.63 84.33 89.70 91.71 69.82 89.28 86.56 90.75 87.00

∆
Acc 29.88 4.29 27.96 18.78 19.88 7.20 25.16 12.51 34.44 1.38 18.14
F1 68.53 5.10 47.04 35.19 30.47 5.44 55.44 15.36 73.04 2.25 33.78

500:1

Baseline Acc 51.85 52.45 52.08 51.03 50.06 52.64 52.93 56.33 50.66 52.95 52.30
F1 7.95 9.33 9.72 4.44 0.94 8.15 9.72 35.41 1.75 12.31 9.97

Baseline+UP4LS Acc 81.72 86.88 83.75 84.99 84.21 75.04 72.71 87.95 83.66 88.21 82.91
F1 79.17 84.18 78.42 82.97 81.04 66.81 76.41 87.12 85.90 86.88 80.89

∆
Acc 29.87 34.43 31.67 33.96 34.15 22.40 19.78 31.62 33.00 35.26 30.61
F1 71.22 74.85 68.70 78.53 80.10 58.66 66.69 51.71 84.15 74.57 70.92

Avg (∆ of Ratios) Acc 24.09 10.63 24.20 23.21 18.88 9.79 21.03 14.58 25.01 13.10 18.45
F1 49.42 21.09 43.19 42.07 33.35 18.78 49.53 21.07 50.56 25.16 35.42

Table 12: Ablation experiment results. Avg (UP4LS) is the average performance of 5 Baselines+UP4LS including
the FETS, TS_RNN baselines, and so on. "Content" represents the steganalysis performance that only uses BERT
to extract content features. "User+Content" represents the steganalysis performance that uses a combination of
user features and content features. The performance of "User+Content" is presented by the average performance of
Baselines+UP4LS. ∆ represents the degree of performance improvement brought by user features for steganalysis.
Specific values are shown in bold. Bold values are the degree of improvement of the baseline after using UP4LS.
Red values are the average performance improvement brought by user characteristics in different user datasets.

Ablation experiment (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

50:1

Content Acc 93.97 95.80 94.71 94.74 95.06 96.08 87.44 94.55 95.97 95.80 94.41
F1 93.88 95.64 94.41 94.46 94.81 96.05 86.21 94.23 95.80 95.63 94.11

User+Content Acc 95.56 97.04 96.52 97.04 97.06 98.31 89.36 96.17 97.46 97.68 96.22
F1 95.51 96.99 96.42 97.01 97.01 98.31 88.32 96.06 97.41 97.65 96.07

∆
Acc 1.59 1.24 1.81 2.30 2.00 2.23 1.92 1.62 1.49 1.88 1.81
F1 1.63 1.35 2.01 2.55 2.20 2.26 2.11 1.83 1.61 2.02 1.96

100:1

Content Acc 88.53 93.36 92.43 92.27 91.88 89.89 76.62 91.57 93.25 92.50 90.23
F1 87.15 92.90 91.81 91.62 91.19 88.75 69.45 90.79 92.76 91.89 88.83

User+Content Acc 93.19 95.93 93.98 95.13 94.28 95.00 82.40 94.54 94.67 95.23 93.44
F1 93.00 95.59 93.57 94.93 93.73 94.74 79.80 94.44 94.39 94.99 92.92

∆
Acc 4.66 2.57 1.55 2.86 2.40 5.11 5.78 2.97 1.42 2.73 3.21
F1 5.85 2.69 1.76 3.31 2.54 5.99 10.35 3.65 1.63 3.10 4.09

200:1

Content Acc 78.88 89.34 86.51 82.78 86.12 87.19 70.82 85.95 84.42 88.84 84.09
F1 73.40 88.06 84.28 79.25 83.92 85.31 62.04 83.65 81.55 87.44 80.89

User+Content Acc 84.61 94.32 92.49 88.19 91.02 91.79 77.47 90.95 89.28 92.03 89.22
F1 82.52 94.20 92.03 86.24 90.07 90.81 71.06 89.71 87.98 91.32 87.59

∆
Acc 5.73 4.98 5.98 5.41 4.90 4.60 6.65 5.00 4.86 3.19 5.13
F1 9.12 6.14 7.75 6.99 6.15 5.50 9.02 6.06 6.43 3.88 6.70

500:1

Content Acc 76.14 81.39 77.55 80.30 74.71 74.05 64.01 81.52 73.64 82.45 76.58
F1 69.96 80.17 69.32 76.85 66.14 69.27 53.98 77.32 64.20 80.04 70.73

User+Content Acc 82.48 88.70 83.33 87.80 81.75 80.49 71.97 88.77 79.70 88.89 83.39
F1 79.36 86.51 80.20 86.69 77.62 75.40 62.91 87.48 72.89 87.71 79.68

∆
Acc 6.34 7.31 5.78 7.50 7.04 6.44 7.96 7.25 6.06 6.44 6.81
F1 9.40 6.34 10.88 9.84 11.48 6.13 8.93 10.16 8.69 7.67 8.95

Table 13: Comparison of the Acc performance of baselines and corresponding methods using UP4LS in 10 user
datasets with sufficient stegos. Bold values represent the best performance.

Sufficient stegos (%) U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Avg (10 Users)

FETS Baselines 68.93 77.01 79.26 71.34 75.76 77.89 62.32 79.65 77.56 79.80 74.95
Baselines+UP4LS 98.77 99.77 98.91 99.18 98.59 99.38 98.70 98.69 99.67 99.18 99.08

TS_RNN Baselines 94.76 94.13 95.69 87.70 93.76 96.14 94.57 96.24 93.62 92.67 93.93
Baselines+UP4LS 98.70 99.76 99.09 98.87 98.71 99.47 98.65 98.87 99.78 99.11 99.10

Zou Baselines 97.87 99.81 98.21 98.97 96.71 99.21 98.55 98.68 99.67 99.05 98.67
Baselines+UP4LS 98.82 99.77 99.18 98.66 98.94 99.47 98.55 98.78 99.61 99.07 99.09

SSLS Baselines 98.36 99.62 98.15 98.45 97.24 99.11 98.67 98.57 99.78 98.95 98.69
Baselines+UP4LS 98.70 99.77 99.09 98.87 98.69 99.38 98.77 98.89 99.72 99.11 99.10

LSFLS Baselines 98.52 99.74 98.72 98.87 98.59 99.29 98.79 98.61 99.78 99.11 99.00
Baselines+UP4LS 98.73 99.72 99.09 99.15 99.06 99.56 98.74 98.79 99.69 99.16 99.17
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