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#### Abstract

Meta-learning methods leverage data from previous tasks to learn a new task in a sample-efficient manner. In particular, model-agnostic methods look for initialisation points from which gradient descent quickly adapts to any new task. Although it has been empirically suggested that such methods learns shared representations during pretraining, there is limited theoretical evidence of such behavior. In this direction, this work shows, in the limit of infinite tasks, first-order ANIL with a linear two-layer network successfully learns linear shared representations. This result even holds under overparametrisation; having a width larger than the dimension of the shared representations results in an asymptotically low-rank solution.


## 1 Introduction

Supervised learning usually requires a large amount of data. To overcome the limited number of available training samples for a single task, multi-task learning estimates a model across multiple tasks [Ando et al., 2005. Cheng et al., 2011]. Closely related, meta-learning aims to quickly adapt to any new task, by leveraging the knowledge gained from previous tasks.
Meta-learning has been mostly popularised by the success of Model-Agnostic Meta-Learning (MAML) for few-shot image classification and reinforcement learning [Finn et al., 2017]. MAML searches for an initialisation point such that only a few task-specific gradient descent iterations yield good performance on new tasks. It is model-agnostic as the objective is applicable to any architecture that is trainable with a gradient procedure, without modifications. Raghu et al. [2020] empirically claim that MAML implicitly learns a shared representation across the tasks, since its intermediate layers do not significantly change during task-specific finetuning. Consequently, they propose Almost-No-Inner-Loop (ANIL), which only updates the last layer during task-specific updates and performs similarly to MAML. However, practitioners generally use first-order approximations FO-MAML or FO-ANIL that achieve comparable performances at a cheaper cost [Nichol and Schulman, 2018].

Despite the empirical success of model-agnostic methods, little is known about their behaviors in theory. To this end, our work considers learning of shared representations in few-shot settings with the pretraining of FO-ANIL. Proving positive optimisation results on the pretraining of meta-learning models is out of reach in general, complex settings in practice. Hence, to allow a tractable analysis, we study FO-ANIL in the canonical multi-task model of a linear shared representation; and consider a linear two-layer network [Rohde and Tsybakov, 2011, Tripuraneni et al. 2021, Boursier et al., 2022].
For meta-learning in this canonical multi-task model, Saunshi et al. [2020] has shown the first result under overparametrisation by considering a unidimensional shared representation, infinite samples per task, and an idealised algorithm. More recently, [Collins et al. 2022] has provided a
multi-dimensional analysis for MAML and ANIL in which the hidden layer recovers the ground-truth low-dimensional subspace at an exponential rate. Similar to multi-task methods, the latter result relies on well-specification of the network width, i.e., it has to coincide with the hidden dimension of the shared structure. Moreover, it requires a weak alignment between the hidden layer and the ground truth at initialisation, which is not satisfied in high-dimensional settings.
The power of MAML and ANIL, however, comes from their good performance despite mismatches between the architecture and the problem, and in few-shot settings. In this direction, we prove a learning result under finite samples and infinite tasks that is better suited for practical scenarios. Specifically, we show that FO-ANIL successfully learns multidimensional linear shared structures with an overparametrised network width and without initial weak alignment. Our setting admits novel behaviors unobserved in previous works: FO-ANIL not only learns the low-dimensional subspace, but it also unlearns its orthogonal complement. This unlearning does not happen with infinite samples and is crucial during task-specific finetuning. Overall, our result provides the first guarantee under misspecifications, and shows the benefits of model-agnostic meta-learning over multi-task learning.

## 2 Problem setting

In the following, tasks are indexed by $i \in \mathbb{N}$. Each task corresponds to a $d$-dimensional linear regression task with parameter $\theta_{\star, i} \in \mathbb{R}^{d}$ and $m$ observation samples. For each task $i$, we have observations $\left(X_{i}, y_{i}\right) \in \mathbb{R}^{m \times d} \times \mathbb{R}^{m}$ such that $y_{i}=X_{i} \theta_{\star, i}+z_{i}$ where $z_{i} \in \mathbb{R}^{m}$ is some random noise. The multi-task linear representation learning setting assumes that the regression parameters $\theta_{\star, i}$ all lie in the same small $k$-dimensional linear subspace, with $k<d$. Equivalently, there is an orthogonal matrix $B_{\star} \in \mathbb{R}^{d \times k}$ and representation parameters $w_{\star, i} \in \mathbb{R}^{k}$ such that $\theta_{\star, i}=B_{\star} w_{\star, i}$ for any task $i$. To derive a proper analysis of this setting, we assume a random design of the different quantities of interest, summarised in Assumption 1
Assumption 1 (random design). Each row of $X_{i}$ is drawn i.i.d. according to $\mathcal{N}\left(0, \mathbf{I}_{d}\right)$ and the coordinates of $z_{i}$ are i.i.d., centered random variables of variance $\sigma^{2}$. Moreover, the task parameters $w_{\star, i}$ are drawn i.i.d with $\mathbb{E}\left[w_{\star, i}\right]=0$ and covariance matrix $\Sigma_{\star}:=\mathbb{E}\left[w_{\star, i} w_{\star, i}^{\top}\right]=c \mathbf{I}_{k}$ with $c>0$.

### 2.1 FO-ANIL algorithm

The ANIL algorithm aims at minimising the test loss on a new task, after a small number of gradient steps on the last layer of the neural network. For the sake of simplicity, we here consider a single gradient step and a linear two-layer network architecture, parametrised by $\theta:=(B, w) \in \mathbb{R}^{d \times k^{\prime}} \times \mathbb{R}^{k^{\prime}}$ with $k \leq k^{\prime} \leq d$. ANIL then aims at minimising over $\theta$ the quantity

$$
\begin{equation*}
\mathcal{L}_{\mathrm{ANIL}}(\theta):=\mathbb{E}_{w_{\ngtr i}, X_{i}, y_{i}}\left[\mathcal{L}_{i}\left(\theta-\alpha \nabla_{w} \hat{\mathcal{L}}_{i}\left(\theta ; X_{i}, y_{i}\right)\right)\right] \tag{1}
\end{equation*}
$$

where $\mathcal{L}_{i}$ is the (expected) test loss on the task $i$, which depends on $w_{\star, i} ; \hat{\mathcal{L}}_{i}\left(\theta ; X_{i}, y_{i}\right)$ is the empirical loss on the observations $\left(X_{i}, y_{i}\right)$; and $\alpha$ is the gradient step size.
Following Saunshi et al. [2021], we split the observations of each task as $\left(X_{i}^{\text {in }}, y_{i}^{\text {in }}\right) \in \mathbb{R}^{m_{\text {in }} \times d} \times \mathbb{R}^{m_{\text {in }}}$ the $m_{\text {in }}$ first rows of $\left(X_{i}, y_{i}\right)$; and $\left(X_{i}^{\text {out }}, y_{i}^{\text {out }}\right) \in \mathbb{R}^{m_{\text {out }} \times d} \times \mathbb{R}^{m_{\text {out }}}$ the $m_{\text {out }}$ last rows of $\left(X_{i}, y_{i}\right)$. While training, ANIL alternates at each step $t \in \mathbb{N}$ between an inner and an outer loop to update the parameter $\theta_{t}$. In the inner loop, the last layer of the network is adapted to each task $i$ following

$$
\begin{equation*}
w_{t, i} \leftarrow w_{t}-\alpha \nabla_{w} \hat{\mathcal{L}}_{i}\left(\theta_{t} ; X_{i}^{\mathrm{in}}, y_{i}^{\mathrm{in}}\right) \tag{2}
\end{equation*}
$$

In the outer loop, ANIL then takes a gradient step (with learning rate $\beta$ ) on the validation loss obtained for the observations ( $X_{i}^{\text {out }}, y_{i}^{\text {out }}$ ) after this inner loop. With $\theta_{t, i}:=\left(B_{t}, w_{t, i}\right)$, it updates

$$
\begin{equation*}
\theta_{t+1} \leftarrow \theta_{t}-\frac{\beta}{N} \sum_{i=1}^{N} \hat{H}_{t, i}\left(\theta_{t}\right) \nabla_{\theta} \hat{\mathcal{L}}_{i}\left(\theta_{t, i} ; X_{i}^{\text {out }}, y_{i}^{\text {out }}\right) \tag{3}
\end{equation*}
$$

where the matrix $\hat{H}_{t, i}$ accounts for the derivative of the function $\theta_{t} \mapsto \theta_{t, i}$. FO-ANIL, which is considered in the remaining of this work, replaces $\hat{H}_{t, i}$ by the identity matrix in Equation (3).

### 2.2 Infinite task idealisation

In our regression setting, the empirical squared error is used and the Equation (2) reads:

$$
\begin{equation*}
w_{t, i}=w_{t}-\frac{\alpha}{m_{\mathrm{in}}} B_{t}^{\top}\left(X_{i}^{\mathrm{in}}\right)^{\top} X_{i}^{\mathrm{in}}\left(B_{t} w_{t}-B_{\star} w_{\star, i}\right)+\frac{\alpha}{m_{\mathrm{in}}} B_{t}^{\top}\left(X_{i}^{\mathrm{in}}\right)^{\top} z_{i}^{\mathrm{in}} \tag{4}
\end{equation*}
$$

Following multi-task learning literature that considers a large number of tasks [Thekumparampil et al., 2021, Boursier et al., 2022, we study FO-ANIL in the limit of an infinite number of tasks $N=\infty$. The first-order outer loop updates of Equation (3) then simplify with Assumption 1 to

$$
\begin{align*}
w_{t+1} & =w_{t}-\beta\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) B_{t}^{\top} B_{t} w_{t}  \tag{5}\\
B_{t+1} & =B_{t}-\beta B_{t} \mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right]+\alpha \beta B_{\star} \Sigma_{\star} B_{\star}^{\top} B_{t} \tag{6}
\end{align*}
$$

Moreover, Lemma 15 with Assumption 1 allows computation of the exact expression of $\mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right]$ :

$$
\begin{align*}
\mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right] & =\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right)+\alpha^{2} B_{t}^{\top} B_{\star} \Sigma_{\star} B_{\star}^{\top} B_{t} \\
& +\frac{\alpha^{2}}{m_{\mathrm{in}}} B_{t}^{\top}\left(B_{t} w_{t} w_{t}^{\top} B_{t}^{\top}+B_{\star} \Sigma_{\star} B_{\star}^{\top}+\left(\left\|B_{t} w_{t}\right\|^{2}+\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}\right) \mathbf{I}_{d}\right) B_{t} . \tag{7}
\end{align*}
$$

## 3 Learning a good representation

Given the complexity of its iterates, FO-ANIL is very intricate to analyse even in this simplified setting of infinite tasks. The objective function is non-convex in its arguments and the iterations involve high-order terms in both $w_{t}$ and $B_{t}$, as seen in Equations (5) and (6).
Theorem 1. Let $B_{0}$ and $w_{0}$ be initialized such that $B_{\star}^{\top} B_{0}$ is full rank,

$$
\left\|B_{0}\right\|_{2}^{2}=\mathcal{O}\left(\alpha^{-1} \min \left(\frac{1}{m_{\mathrm{in}}}, \frac{m_{\mathrm{in}}}{\bar{\sigma}^{2}}\right)\right), \quad\left\|w_{0}\right\|_{2}^{2}=\mathcal{O}\left(\alpha \lambda_{\min }\left(\Sigma_{\star}\right)\right)
$$

where $\lambda_{\min }\left(\Sigma_{\star}\right)$ is the smallest eigenvalue of $\Sigma_{\star}, \bar{\sigma}^{2}:=\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}$ and the $\mathcal{O}$ notation hides universal constants. Let also the step sizes satisfy $\alpha \geq \beta$ and $\alpha=\mathcal{O}(1 / \bar{\sigma})$.

Then under Assumption 1$]$ FO-ANIL (given by Equations (5) and (6)) with initial parameters $B_{0}$, $w_{0}$, asymptotically satisfies the following

$$
\begin{array}{rc}
\lim _{t \rightarrow \infty} B_{\star, \perp}^{\top} B_{t}=0, & \lim _{t \rightarrow \infty} B_{t} w_{t}=0 \\
\lim _{t \rightarrow \infty} B_{\star}^{\top} B_{t} B_{t}^{\top} B_{\star}=\Lambda_{\star}:=\frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}\left(\mathbf{I}_{k}-\left(\frac{m_{\mathrm{in}}+1}{\bar{\sigma}^{2}} \Sigma_{\star}+\mathbf{I}_{k}\right)^{-1}\right), \tag{8}
\end{array}
$$

where $B_{\star, \perp} \in \mathbb{R}^{d \times(d-k)}$ is an orthogonal matrix spanning the orthogonal of $\operatorname{col}\left(B_{\star}\right)$, i.e.,

$$
B_{\star, \perp}^{\top} B_{\star, \perp}=\mathbf{I}_{d-k}, \quad \text { and } \quad B_{\star}^{\top} B_{\star, \perp}=0
$$

Theorem 11yet characterizes convergence towards some fixed point (of the iterates) satisfying:

1. $B_{\infty}$ is rank-deficient, i.e., FO-ANIL learns to ignore the entire $d-k$ dimensional orthogonal subspace given by $B_{\star, \perp}$, as expressed by the first limit in Equation (8).
2. The learnt initialisation yields the zero function, as given by the second limit in Equation (8). Note that $w_{t}$ does not necessarily converge to 0 ; however, it converges to the null space of $B_{\star}$, thanks to the third property. Although intuitive, showing that $B_{t} w_{t}$ converges to the mean task parameter (assumed 0 here) is very challenging when starting away from it, as discussed in Appendix A This property is crucial for fast adaptation on a new task.
3. $B_{\star}^{\top} B_{\infty} B_{\infty}^{\top} B_{\star}$ is proportional to identity. Along with the first property, this fact implies that the learnt matrix $B_{\infty}$ exactly spans $\operatorname{col}\left(B_{\star}\right)$. Moreover, its squared singular values scale as $\alpha^{-1}$, allowing to perform rapid learning with a single gradient step of size $\alpha$.

These three properties allow to obtain a good performance on a new task after a single gradient descent step, as quantified by Proposition 1 in Section 3.1. In addition, the limit points characterised by Theorem 1 are shown to be global minima of the ANIL objective in Equation (1) in Appendix F

Interestingly, Theorem 1 holds for quite large step sizes $\alpha, \beta$ and the limit points only depend on these parameters by the $\alpha^{-1}$ scaling of $\Lambda_{\star}$. Also note that $\Lambda_{\star} \rightarrow \frac{1}{\alpha} \mathbf{I}_{k}$ when $m_{\mathrm{in}} \rightarrow \infty$. Yet, there is some shrinkage of $\Lambda_{\star}$ for finite number of samples, that is significant when $m_{\text {in }}$ is of order of the inverse eigenvalues of $\frac{1}{\bar{\sigma}^{2}} \Sigma_{\star}$. This shrinkage mitigates the variance of the estimator returned after a single gradient step, while this estimator is unbiased with no shrinkage ( $m_{\mathrm{in}}=\infty$ ).

Although the limiting behavior of FO-ANIL holds for any finite $m_{\mathrm{in}}$, the convergence rate can be arbitrarily slow for large $m_{\mathrm{in}}$. In particular, FO-ANIL becomes very slow to unlearn the orthogonal complement of $\operatorname{col}\left(B_{\star}\right)$ when $m_{\text {in }}$ is large, as highlighted by Equation (13) in Appendix B At the limit of infinite samples $m_{\mathrm{in}}=\infty$, FO-ANIL thus does not unlearn the orthogonal complement and the first limit of Equation (8) in Theorem 1 does not hold anymore. This unlearning is yet crucial at test time, since it reduces the dependency of the excess risk from $k^{\prime}$ to $k$ (see Proposition 1 .

### 3.1 Fast adaptation to a new task

Thanks to Theorem 1 . FO-ANIL learns the shared representation during pretraining. It is yet unclear how this result enhances the learning of new tasks, often referred as finetuning in the literature. Consider having learnt parameters $(\hat{B}, \hat{w}) \in \mathbb{R}^{d \times k^{\prime}} \times \mathbb{R}^{k^{\prime}}$ following Theorem 1 ,

$$
\begin{equation*}
B_{\star, \perp}^{\top} \hat{B}=0 ; \quad \hat{B} \hat{w}=0 ; \quad B_{\star}^{\top} \hat{B} \hat{B}^{\top} B_{\star}=\Lambda_{\star} \tag{9}
\end{equation*}
$$

We then observe a new regression task with $m_{\text {test }}$ observations $(X, y) \in \mathbb{R}^{m_{\text {test }} \times d} \times \mathbb{R}^{m_{\text {test }}}$ and parameter $w_{\star} \in \mathbb{R}^{k}$ such that $y=X B_{\star} w_{\star}+z$, where the entries of $z$ are i.i.d. centered $\sigma$ subGaussian random variables and the entries of $X$ are i.i.d. standard Gaussian variables following Assumption 1 The learner then estimates the regression parameter of the new task doing one step of gradient descent:

$$
\begin{equation*}
w_{\text {test }}=\hat{w}-\alpha \nabla_{w} \hat{\mathcal{L}}((\hat{B}, \hat{w}) ; X, y)=\hat{w}+\frac{\alpha}{m_{\text {test }}} \hat{B}^{\top} X^{\top} X B_{\star} w_{\star}+\frac{\alpha}{m_{\text {test }}} \hat{B}^{\top} X^{\top} z \tag{10}
\end{equation*}
$$

As in the inner loop of ANIL, a single gradient step is processed here. When estimating the regression parameter with $\hat{B} w_{\text {test }}$, the excess risk on this task is exactly $\left\|\hat{B} w_{\text {test }}-B_{\star} w_{\star}\right\|_{2}^{2}$. Proposition 1 below allows to bound the risk on any new observed task.
Proposition 1. Let $\hat{B}, w_{\text {test }}$ satisfy Equations 9 and for a new task defined by $w_{\star}$. If $m_{\text {test }} \geq k$, then with probability at least $1-4 e^{-\frac{k}{2}}$,

$$
\left\|\hat{B} w_{\text {test }}-B_{\star} w_{\star}\right\|_{2}=\mathcal{O}\left(\frac{1+\bar{\sigma}^{2} / \lambda_{\min }\left(\Sigma_{\star}\right)}{m_{\mathrm{in}}}\left\|w_{\star}\right\|+\left\|w_{\star}\right\| \sqrt{\frac{k}{m_{\mathrm{test}}}}+\sigma \sqrt{\frac{k}{m_{\mathrm{test}}}}\right)
$$

where we recall $\bar{\sigma}^{2}=\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}$.
The first two terms come from the error due to proceeding a single gradient step, instead of converging towards the ERM weights: the first one is the bias of this error, while the second one is due to its variance. The last term is the typical error of linear regression on a $k$ dimensional space. Note this bound does not depend on the feature dimension $d$ (nor $k^{\prime}$ ), but only on the hidden dimension $k$.

When learning a new task without prior knowledge, e.g., with a simple linear regression on the $d$-dimensional space of the features, the error instead scales as $\sigma \sqrt{\frac{d}{m_{\text {test }}}}$ [Hsu et al. 2012]. FO-ANIL thus leads to improved estimations on new tasks, when it beforehand learnt the shared representation. Such a learning is guaranteed thanks to Theorem 1. Surprisingly, FO-ANIL might only need a single gradient step to outperform linear regression on the $d$-dimensional feature space, as empirically confirmed in Appendix I As explained, this quick adaptation is made possible by the $\alpha^{-1}$ scaling of $\hat{B}$, which leads to considerable updates in the model parameter after a single gradient step.

Additional material. The proofs of Theorem 1 and Proposition 1 are deferred to Appendices $\mathbb{C}$ and An extensive discussion on the implications of these results and their limitations in comparison with existing literature can be found in Appendix A. Numerical experiments are presented in Appendix $\rrbracket$ and confirm these results on more general assumptions than Assumption 1 .

## 4 Conclusion

This work studies first-order ANIL in the shared linear representation model with a linear two-layer architecture. Under infinite tasks idealisation, FO-ANIL successfully learns the shared, low-dimensional representation despite overparametrisation in the hidden layer. More crucially for performance during task-specific finetuning, the iterates of FO-ANIL not only learn the low-dimensional subspace but also forget its orthogonal complement. As a consequence, our work suggests that model-agnostic methods are also model-agnostic in the sense that they successfully learn the shared representation, although their architecture is not adapted to the problem parameters.
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## A Discussion

No prior structure knowledge. Previous works on model-agnostic methods and matrix factorisation consider a well-specified learning architecture, i.e., $k^{\prime}=k$ [Tripuraneni et al. 2021, Thekumparampil et al. 2021, Collins et al., 2022]. In practical settings, the true dimension $k$ is hidden, and estimating it is part of learning the representation. Theorem 1 instead states that FO-ANIL recovers this hidden true dimension $k$ asymptotically when misspecified $\left(k^{\prime}>k\right)$ and still learns good shared representation despite overparametrisation (e.g., $k^{\prime}=d$ ). Theorem 1 thus illustrates the adaptivity of model-agnostic methods, which we believe contributes to their empirical success. In addition, Theorem 1 answers the conjecture of Saunshi et al. [2020].
Proving good convergence of FO-ANIL despite misspecification in network width is the main technical challenge of this work. When correctly specified, it is sufficient to prove that FO-ANIL learns the subspace spanned by $B_{\star}$, which is simply measured by the principal angle distance by Collins et al. 2022. When largely misspecified $\left(k^{\prime}=d\right)$, this measure is always 1 and poorly reflects how good is the learnt representation. Instead of a single measure, two phenomena are quantified here. FO-ANIL indeed not only learns the low-dimensional subspace, but it also unlearns its orthogonal complement ${ }^{1}$ More precisely, misspecification sets additional difficulties in controlling simultaneously the variables $w_{t}$ and $B_{t}$ through iterations. When $k^{\prime}=k$, this control is possible by lower bounding the singular values of $B_{t}$. A similar argument is however not possible when $k^{\prime}>k$, as the matrix $B_{t}$ is now rank deficient (at least asymptotically). To overcome this challenge, we use a different initialisation regime and analysis techniques with respect to Saunshi et al. [2020], Collins et al. [2022]. These advanced techniques allow to prove convergence of FO-ANIL with different assumptions on both the model and the initialisation regime, as explained below.

Superiority of agnostic methods. When correctly specified ( $k^{\prime}=k$ ), model-agnostic methods do not outperform traditional multi-task learning methods. For example, the Burer-Monteiro factorisation minimises the non-convex problem

$$
\begin{equation*}
\min _{\substack{B \in \mathbb{R}^{d \times k^{\prime}} \\ W \in \mathbb{R}^{k^{\prime} \times N}}} \frac{1}{2 N} \sum_{i=1}^{N} \hat{\mathcal{L}}_{i}\left(B W^{(i)} ; X_{i}, y_{i}\right), \tag{11}
\end{equation*}
$$

where $W^{(i)}$ stands for the $i$-th column of the matrix $W$. Tripuraneni et al. [2021] show that any local minimum of Equation (11) correctly learns the shared representation when $k^{\prime}=k$. However when misspecified (e.g., taking $k^{\prime}=d$ ), there is no such guarantee. In that case, the optimal $B$ need to be full rank (e.g., $B=\mathbf{I}_{d}$ ) to perfectly fit the training data of all tasks, when there is label noise. This setting then resembles running independent $d$-dimensional linear regressions for each task and directly leads to a suboptimal performance of Burer-Monteiro factorisations, as illustrated in Appendix This is another argument in favor of model-agnostic methods in practice: while they provably work despite overparametrisation, traditional multi-task methods a priori do not.

Although Burer-Monteiro performs worse than FO-ANIL in the experiments of Appendix $\mathbb{\square}$, it still largely outperforms the single-task baseline. We believe this good performance despite overparametrisation might be due to the implicit bias of matrix factorisation towards low-rank solutions. This phenomenon remains largely misunderstood in theory, even after being extensively studied [Gunasekar et al., 2017, Arora et al., 2019, Razin and Cohen, 2020, Li et al., 2020]. Explaining the surprisingly good performance of Burer-Monteiro thus remains a major open problem.

Infinite tasks model. A main assumption in Theorem 1 is the infinite tasks model, where updates are given by the exact (first-order) gradient of the objective function in Equation (1). Theoretical works often assume a large number of tasks to allow a tractable analysis [Thekumparampil et al. 2021, Boursier et al., 2022]. The infinite tasks model idealises this type of assumption and leads to simplified parameters' updates. Note these updates, given by Equations (5) and (6), remain intricate to analyse. Saunshi et al. [2020], Collins et al. [2022] instead consider an infinite number of samples per task, i.e., $m_{\mathrm{in}}=\infty$. This assumption leads to even simpler updates, and their analysis can be extended to the misspecified setting with some extra work, as explained in Appendix G. Collins et al. [2022] also extend their result to a finite number of samples in finite-time horizon, using concentration

[^0]bounds on the updates to their infinite samples counterparts when sufficiently many samples are available.

More importantly, the infinite samples idealisation does not reflect the initial motivation of metalearning, which is to learn tasks with a few samples. Interesting phenomena are thus not observed in this simplified setting. First, the superiority of model-agnostic methods is not apparent with an infinite number of samples per task. In that case, matrices $B$ only spanning $\operatorname{col}\left(B_{\star}\right)$ also minimise the problem of Equation (11), potentially making Burer-Monteiro optimal despite misspecification. Second, a finite number of samples is required to unlearn the orthogonal of $\operatorname{col}\left(B_{\star}\right)$. When $m_{\mathrm{in}}=\infty$, FO-ANIL does not unlearn this subspace, which hurts the performance at test time for large $k^{\prime}$, as observed in Appendix I Indeed, there is no risk of overfitting (and hence no need to unlearn the orthogonal space) with an infinite number of samples. On the contrary with a finite number of samples, FO-ANIL tends to overfit during its inner loop. This overfitting is yet penalised by the outer loss and is then mitigated by unlearning the orthogonal space.
Extending Theorem 1 to a finite number of tasks is left open for future work. Appendix $\prod$ empirically supports that a similar result should hold. An analysis similar to Collins et al. [2022] (finite tasks and samples) is not desirable, as mimicking the infinite samples case through concentration would omit the unlearning part, as explained above. With misspecification, we believe that extending Theorem 1 to a finite number of tasks is directly linked to relaxing Assumption 1. Indeed, the empirical task mean and covariance are not exactly 0 and the identity matrix in that case. Obtaining a convergence result with general task mean and covariance would then help in understanding the finite tasks case.

Initialisation regime. Theorem 1 requires a bounded initialisation to ensure the dynamics of FO-ANIL stay bounded. Roughly, we need the squared norm of $B_{\star, \perp}^{\top} B_{0}$ to be $\mathcal{O}\left(\left(\alpha m_{\mathrm{in}}\right)^{-1}\right)$ to guarantee $\left\|B_{t}\right\|_{2} \leq \alpha^{-1}$ for any $t$. We believe the $m_{\text {in }}$ dependency is an artifact of the analysis and it is empirically not needed. Additionally, we bound $w_{0}$ to control the scale of $\mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right]$ that appears in the update of $B_{t}$. A similar inductive condition is used by Collins et al. [2022].
More importantly, our analysis only needs a full rank $B_{\star}^{\top} B_{0}$, which holds almost surely for usual initialisations. Collins et al. [2022] instead require that the smallest eigenvalue of $B_{\star}^{\top} B_{0}$ is bounded strictly away from 0 , which does not hold when $d \gg k^{\prime}$. This indicates that their analysis covers only the tail end of training and not the initial alignment phase.

Rate of convergence. In contrast with the convergence result of Collins et al. [2022], Theorem 1 ] does not provide any convergence rate for FO-ANIL but only states asymptotic results. Appendix H provides an analogous rate for the first limit of Theorem 1. $\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2}=\mathcal{O}\left(\frac{m_{\mathrm{in}}}{\alpha^{2} \beta \bar{\sigma}^{2} t}\right)$. Due to misspecification, this rate is slower than the one by Collins et al. [2022] (exponential vs. polynomial). A similar slow down due to overparametrisation has been recently shown when learning a single ReLU neuron |Xu and Du, 2023|. In our setting, rates are more difficult to obtain for the second and third limits, as the decay of quantities of interest depends on other terms in complex ways. Remark that rates for these two limits are not studied by Collins et al. [2022]. In the infinite samples limit, a rate for the third limit can yet be derived when $k=k^{\prime}$.

Limitations. Assumption 1 assumes zero mean task parameters, $\mu_{\star}:=\mathbb{E}\left[w_{\star, i}\right]=0$. Considering non-zero task mean adds two difficulties to the existing analysis. First, controlling the dynamics of $w_{t}$ is much harder, as there is an extra term $\mu_{\star}$ in its update, but also because $B_{t} w_{t}$ should not converge to 0 anymore but $B_{\star} \mu_{\star}$ instead. Moreover, updates of $B_{t}$ have an extra asymmetric rank 1 term depending on $\mu_{\star}$. Experiments in Appendix Øyet support that both FO-ANIL and FO-MAML succeed when $\mu_{\star}$ is non zero.
In addition, we assume that the task covariance $\Sigma_{\star}$ is identity. The condition number of $\Sigma_{\star}$ is related to the task diversity and the problem hardness [Tripuraneni et al., 2020, Thekumparampil et al., 2021, Collins et al., 2022]. Under Assumption 1] the task diversity is perfect (i.e., the condition number is 1), which simplifies the problem. The main challenge in dealing with general task covariances is that the updates involve non-commutative terms. Consequently, the main update rule of $B_{\star}^{\top} B_{t} B_{t}^{\top} B_{\star}$ no longer preserves the monotonicity used to derive upper and lower bounds on its iterates. However, experimental results in Appendix $[$ suggest that Theorem 1 still holds with any diagonal covariance. Hence, we believe our analysis can be extended to any diagonal task covariance. The matrix $\Sigma_{\star}$ being diagonal is not restrictive, as it is always the case for a properly chosen $B_{\star}$.

Lastly, the features $X_{i}$ follow a standard Gaussian distribution here. It is needed to derive an exact expression of $\mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right]$ with Lemma 15 which can be easily extended to any spherically symmetric distribution. Whether Theorem 1 holds for general feature distributions yet remains open.

## B Sketch of proof

The challenging part of Theorem 1 is that $B_{t} \in \mathbb{R}^{d \times k^{\prime}}$ involves two separate components with different dynamics:

$$
B_{t}=B_{\star} B_{\star}^{\top} B_{t}+B_{\star, \perp} B_{\star, \perp}^{\top} B_{t}
$$

The first term $B_{\star}^{\top} B_{t}$ eventually scales in $\alpha^{-1 / 2}$ whereas the second term $B_{\star, \perp}^{\top} B_{t}$ converges to 0 , resulting in a nearly rank-deficient $B_{t}$. The dynamics of these two terms and $w_{t}$ are interdependent, which makes it challenging to bound any of them.
Regularity conditions. The first part of the proof consists in bounding all the quantities of interest. Precisely, we show by induction that the three following properties hold for any $t$,

1. $\left\|B_{\star}^{\top} B_{t}\right\|_{2}^{2} \leq\left\|\Lambda_{\star}\right\|_{2}$,
2. $\left\|w_{t}\right\|_{2} \leq\left\|w_{0}\right\|_{2}$,
3. $\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2} \leq\left\|B_{\star, \perp}^{\top} B_{0}\right\|_{2}$.

Importantly, the first and third conditions, along with the initialisation conditions, imply $\left\|B_{t}\right\|_{2}^{2} \leq$ $\alpha^{-1}$. The monotonicity of the function $f^{U}$ described below leads to $\left\|B_{\star}^{\top} B_{t+1}\right\|_{2}^{2} \leq\left\|\Lambda_{\star}\right\|_{2}$. Also, using the inductive assumptions with the update equations for $B_{\star, \perp}^{\top} B_{t}$ and $w_{t}$ allows us to show that both the second and third properties hold at time $t+1$.

Now that the three different quantities of interest have been properly bounded, we can show the three limiting results of Theorem 1
Unlearning the orthogonal complement. We first show that $\lim _{t \rightarrow \infty} B_{\star, \perp}^{\top} B_{t}=0$. Equation (6) directly yields $B_{\star, \perp}^{\top} B_{t+1}=B_{\star, \perp}^{\top} B_{t}\left(\mathbf{I}_{k^{\prime}}-\beta \mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right]\right)$. The previous bounding conditions guarantee for a well chosen $\beta$ that $\left\|\mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right]\right\|_{2} \leq \beta^{-1}$. Moreover thanks to Equation (7), $\mathbb{E}\left[w_{t, i} w_{t, i}^{\top}\right] \succeq \alpha^{2} \frac{\bar{\sigma}^{2}}{m_{\text {in }}} B_{\star, \perp}^{\top} B_{t} B_{t}^{\top} B_{\star, \perp}$, which finally yields

$$
\begin{equation*}
\left\|B_{\star, \perp}^{\top} B_{t+1}\right\|_{2}^{2} \leq\left(1-\alpha^{2} \beta \frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}}\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2}\right)\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2} \tag{13}
\end{equation*}
$$

Learning the task mean. We can now proceed to the second limit in Theorem $1, B_{t} w_{t}$ can be decomposed into two parts, giving $\left\|B_{t} w_{t}\right\|_{2} \leq\left\|B_{\star}^{\top} B_{t} w_{t}\right\|_{2}+\left\|B_{\star, \perp}^{\top} B_{t} w_{t}\right\|_{2}$. As $\left\|w_{t}\right\|_{2}$ is bounded and $\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}$ converges to 0 , the second term vanishes. A detailed analysis on the updates of $B_{\star}^{\top} B_{t} w_{t}$ gives

$$
\left\|B_{\star}^{\top} B_{t+1} w_{t+1}\right\|_{2} \leq\left(1-\frac{\beta}{4 \alpha}+\alpha \beta\left\|\Sigma_{\star}\right\|_{2}\right)\left\|B_{\star}^{\top} B_{t} w_{t}\right\|_{2}+\mathcal{O}\left(\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2}\left\|w_{t}\right\|_{2}\right)
$$

which implies that $\lim _{t \rightarrow \infty} B_{t} w_{t}=0$ for properly chosen $\alpha, \beta$.
Feature learning. We now focus on the limit of the matrix $\Lambda_{t}:=B_{\star}^{\top} B_{t} B_{t}^{\top} B_{\star} \in \mathbb{R}^{k \times k}$. The recursion on $\Lambda_{t}$ induced by Equations (5) and (6) is as follows,

$$
\begin{align*}
\Lambda_{t+1}= & \left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \\
& -2 \beta \operatorname{Sym}\left(\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) B_{\star}^{\top} B_{t} U_{t} B_{t}^{\top} B_{\star}\right)+\beta^{2} B_{\star}^{\top} B_{t} U_{t}^{2} B_{t}^{\top} B_{\star} . \tag{14}
\end{align*}
$$

where $\operatorname{Sym}(A):=\frac{1}{2}\left(A+A^{\top}\right), R_{t}\left(\Lambda_{t}\right):=\left(\mathbf{I}_{k}-\frac{\alpha\left(m_{\text {in }}+1\right)}{m_{\text {in }}} \Lambda_{t}\right) \Sigma_{\star}-\frac{\alpha}{m_{\text {in }}}\left(\bar{\sigma}^{2}+\left\|B_{t} w_{t}\right\|_{2}^{2}\right)$ and $U_{t}$ is some noise term defined in Appendix Crom there, we can define functions $f_{t}^{L}$ and $f^{U}$ approximating the updates given in Equation (14) such that

$$
f_{t}^{L}\left(\Lambda_{t}\right) \preceq \Lambda_{t+1} \preceq f^{U}\left(\Lambda_{t}\right) .
$$

Moreover, these functions preserve the Loewner matrix order for commuting matrices of interest. Thanks to that, we can construct bounding sequences of matrices $\left(\Lambda_{t}^{L}\right),\left(\Lambda_{t}^{U}\right)$ such that

$$
\text { 1. } \Lambda_{t+1}^{L}=f_{t}^{L}\left(\Lambda_{t}^{L}\right), \quad \text { 2. } \Lambda_{t+1}^{U}=f^{U}\left(\Lambda_{t}^{U}\right), \quad \text { 3. } \Lambda_{t}^{L} \preceq \Lambda_{t} \preceq \Lambda_{t}^{U}
$$

Using the first two points, we can then show that both sequences $\Lambda_{t}^{L}, \Lambda_{t}^{U}$ are non-decreasing and converge to $\Lambda_{\star}$ under the conditions of Theorem 1 The third point then concludes the proof.

## C Proof of Theorem 1

The full version of Theorem 1 is given by Theorem 2 In particular, it gives more precise conditions on the required initialisation and step sizes.
Theorem 2. Assume that $c_{1}<1, c_{2}$ are small enough positive constants verifying

$$
c_{2} \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}+\frac{c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}<\lambda_{\min }\left(\Sigma_{\star}\right),
$$

and $\alpha, \beta$ are selected such that the following conditions hold:

1. $\beta \leq \alpha$,
2. $\frac{1}{\alpha^{2}} \geq 4\left\|\Sigma_{\star}\right\|_{2}$,
3. $\frac{1}{\alpha \beta} \geq\left(c_{2} \frac{m_{\mathrm{in}}+2}{m_{\mathrm{in}}}+\frac{c_{1} c_{2}}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}+\frac{2 \bar{\sigma}^{2}}{m_{\mathrm{in}}}+\frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}\left\|\Sigma_{\star}\right\|_{2}+\frac{4}{3} \frac{m_{\mathrm{in}}}{\left(m_{\mathrm{in}}+1\right)^{2}}\right)$,
4. $\frac{1}{\alpha \beta} \geq 6\left(\left\|\Sigma_{\star}\right\|_{2}+\frac{c_{2}+\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}\right)$.

Furthermore, suppose that parameters $B_{0}$ and $w_{0}$ are initialized such that the following three conditions hold:

1. $B_{\star}^{\top} B_{0}$ is full rank,
2. $\left\|B_{0}\right\|_{2}^{2} \leq \frac{1}{\alpha} \frac{c_{1}}{m_{\mathrm{in}}+1}$,
3. $\left\|w_{0}\right\|_{2}^{2} \leq \alpha c_{2}$.

Then, FO-ANIL (given by Equations (5) and (6) with initial parameters $B_{0}, w_{0}$, inner step size $\alpha$, outer step size $\beta$, asymptotically satisfies the following

$$
\begin{align*}
& \lim _{t \rightarrow \infty} B_{\star, \perp}^{\top} B_{t}=0  \tag{15}\\
& \lim _{t \rightarrow \infty} B_{t} w_{t}=0  \tag{16}\\
& \left.\lim _{t \rightarrow \infty} B_{\star}^{\top} B_{t} B_{t}^{\top} B_{\star}=\Lambda_{\star}=\frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}\left(\mathbf{I}_{k}-\left(\frac{m_{\mathrm{in}}+1}{\bar{\sigma}^{2}} \Sigma_{\star}+\mathbf{I}_{k}\right)\right)^{-1}\right) . \tag{17}
\end{align*}
$$

The main tools for the proof are presented and discussed in the following subsections. Section C. 1 proves monotonic decay in noise terms provided that $B_{t}$ is bounded by above. Section C. 2 provides bounds for iterates and describes the monotonicity between updates. Section C. 3 constructs sequences that bound the iterates from above and below. Section C.4 presents the full proof using the tools developed in previous sections. In the following, common recursions on relevant objects are derived.

The recursion on $B_{t}$ defined in Equation (6) leads to the following recursions on $C_{t}:=B_{\star}^{\top} B_{t} \in$ $\mathbb{R}^{k \times k^{\prime}}$ and $D_{t}:=B_{\star, \perp}^{\top} B_{t} \in \mathbb{R}^{(d-k) \times k^{\prime}}$,

$$
\begin{align*}
C_{t+1}= & \left(\mathbf{I}_{k}+\alpha \beta\left(\mathbf{I}_{k}-\frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}} C_{t} C_{t}^{\top}\right) \Sigma_{\star}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}}\left(\left\|B_{t} w_{t}\right\|^{2}+\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}\right) C_{t} C_{t}^{\top}\right) C_{t} \\
& -\beta C_{t}\left[\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right)+\frac{\alpha^{2}}{m_{\mathrm{in}}} B_{t}^{\top} B_{t} w_{t} w_{t}^{\top} B_{t}^{\top} B_{t}\right. \\
& \left.+\frac{\alpha^{2}}{m_{\mathrm{in}}}\left(\left\|B_{t} w_{t}\right\|^{2}+\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}\right) D_{t}^{\top} D_{t}\right]  \tag{18}\\
D_{t+1}= & D_{t}\left[\mathbf{I}_{k^{\prime}}-\beta\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right)-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} B_{t}^{\top} B_{t} w_{t} w_{t}^{\top} B_{t}^{\top} B_{t}\right. \\
& \left.-\frac{\alpha^{2} \beta\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}} C_{t}^{\top} \Sigma_{\star} C_{t}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}}\left(\left\|B_{t} w_{t}\right\|^{2}+\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}\right) B_{t}^{\top} B_{t}\right] \tag{19}
\end{align*}
$$

For ease of notation, let $\bar{\sigma}^{2}:=\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}, \delta_{t}:=\left\|B_{t} w_{t}\right\|_{2}^{2}+\bar{\sigma}^{2}$ and define the following objects,

$$
\begin{align*}
R(\Lambda, \tau) & :=\left(\mathbf{I}_{k}-\frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}} \Lambda\right) \Sigma_{\star}-\frac{\alpha}{m_{\mathrm{in}}}\left(\bar{\sigma}^{2}+\tau\right) \Lambda, \quad R_{t}(\Lambda):=R\left(\Lambda,\left\|B_{t} w_{t}\right\|_{2}^{2}\right) \\
W_{t} & :=\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right)+\frac{\alpha^{2}}{m_{\mathrm{in}}} B_{t}^{\top} B_{t} w_{t} w_{t}^{\top} B_{t}^{\top} B_{t} \\
U_{t} & :=W_{t}+\frac{\alpha^{2}}{m_{\mathrm{in}}} \delta_{t} D_{t}^{\top} D_{t} \\
V_{t} & :=W_{t}+\frac{\alpha^{2}\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}} C_{t}^{\top} \Sigma_{\star} C_{t}+\frac{\alpha^{2}}{m_{\mathrm{in}}} \delta_{t} B_{t}^{\top} B_{t} \tag{20}
\end{align*}
$$

Then, the recursion for $\Lambda_{t}:=C_{t} C_{t}^{\top}$ is

$$
\begin{align*}
\Lambda_{t+1}= & \left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top}+\beta^{2} C_{t} U_{t}^{2} C_{t}^{\top} \\
& -\beta\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) C_{t} U_{t} C_{t}^{\top}-\beta C_{t} U_{t} C_{t}^{\top}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top} . \tag{21}
\end{align*}
$$

## C. 1 Regularity conditions

Lemmas 1 and 2 control $\left\|w_{t}\right\|_{2}$ and $\left\|D_{t}\right\|_{2}$ across iterations, respectively. Lemma 3 shows that $\left\|C_{t} w_{t}\right\|_{2}$ is decaying with a noise term that vanishes as $\left\|D_{t}\right\|_{2}$ gets small. Corollary 1 combines all three results and yields the first two claims of Theorem 1 .

$$
\lim _{t \rightarrow \infty} B_{\star, \perp} B_{t}=0, \quad \lim _{t \rightarrow \infty} B_{t} w_{t}=0
$$

under the assumption that conditions of Lemmas 2 and 3 are satisfied for all $t$. Lemmas 4 and 5 bound $\left\|U_{t}\right\|_{2}$ and $\left\|W_{t}\right\|_{2}$, ensuring that the recursions of $\Lambda_{t}$ are well-behaved in later sections.
Lemma 1. Assume that

$$
c_{0} \mathbf{I}_{k^{\prime}} \preceq B_{t}^{\top} B_{t} \preceq \frac{1}{\alpha} \frac{m_{\mathrm{in}}+c_{1}}{m_{\mathrm{in}}+1} \mathbf{I}_{k^{\prime}}
$$

for constants $0 \leq c_{0}, 0<c_{1}<1$ such that $\beta c_{0}\left(1-c_{1}\right) \leq m_{\mathrm{in}}+1$. Then,

$$
\left\|w_{t+1}\right\|_{2} \leq\left(1-\beta \frac{c_{0}\left(1-c_{1}\right)}{m_{\mathrm{in}}+1}\right)\left\|w_{t}\right\|_{2}
$$

Proof. From the assumption,

$$
\frac{1-c_{1}}{m_{\mathrm{in}}+1} \mathbf{I}_{k^{\prime}} \preceq \mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t} \preceq\left(1-\alpha c_{0}\right) \mathbf{I}_{k^{\prime}}
$$

and

$$
B_{t}^{\top} B_{t}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) \succeq \frac{c_{0}\left(1-c_{1}\right)}{m_{\mathrm{in}}+1} \mathbf{I}_{k^{\prime}}
$$

Recalling the recursion for $w_{t}$ defined in Equation (5),

$$
\left\|w_{t+1}\right\|_{2} \leq\left(1-\beta \frac{c_{0}\left(1-c_{1}\right)}{m_{\mathrm{in}}+1}\right)\left\|w_{t}\right\|_{2}
$$

Lemma 2. Assume that

$$
\left\|B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha}, \quad\left\|w_{t}\right\|_{2}^{2} \leq c \alpha
$$

for a constant $c \geq 0$ and $\alpha, \beta$ satisfy

$$
\begin{align*}
\frac{1}{\alpha \beta} & \geq \frac{m_{\mathrm{in}}+2}{m_{\mathrm{in}}} c+\frac{1}{m_{\mathrm{in}}}\left(\left(m_{\mathrm{in}}+1\right)\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2}\right)  \tag{22}\\
\frac{1}{\alpha \beta} & \geq \frac{2 \bar{\sigma}^{2}}{m_{\mathrm{in}}} \tag{23}
\end{align*}
$$

Then,

$$
\left\|D_{t+1} D_{t+1}^{\top}\right\|_{2} \leq\left(1-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2}\left\|D_{t} D_{t}^{\top}\right\|_{2}\right)\left\|D_{t} D_{t}^{\top}\right\|_{2}
$$

Proof. The recursion on $D_{t} D_{t}^{\top}$ is given by

$$
D_{t+1} D_{t+1}^{\top}=D_{t}\left(\mathbf{I}_{k^{\prime}}-\beta V_{t}\right)^{2} D_{t}^{\top}
$$

where we recall $V_{t}$ is defined in Equation 20). First step is to show $\mathbf{I}_{k^{\prime}}-\beta V_{t} \succeq 0$ by proving $\left\|V_{t}\right\|_{2} \leq \frac{1}{\beta}$. By the definition of $V_{t}$,

$$
\left\|V_{t}\right\|_{2} \leq \underbrace{\left\|W_{t}\right\|_{2}}_{(\mathrm{A})}+\underbrace{\frac{\alpha^{2}\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}}\left\|C_{t}^{\top} \Sigma_{\star} C_{t}\right\|_{2}}_{(\mathrm{B})}+\underbrace{\frac{\alpha^{2}}{m_{\mathrm{in}}} \delta_{t}\left\|B_{t}^{\top} B_{t}\right\|_{2}}_{(\mathrm{C})}
$$

$\operatorname{Term}(\mathrm{A})$ is bounded by Lemma5. For the term (B) using $\left\|C_{t}\right\|_{2}=\left\|B_{\star}^{\top} B_{t}\right\|_{2} \leq\left\|B_{t}\right\|_{2}$,

$$
\left\|C_{t}^{\top} \Sigma_{\star} C_{t}\right\|_{2} \leq \frac{1}{\alpha}\left\|\Sigma_{\star}\right\|_{2}
$$

Term (C) is bounded as

$$
\delta_{t}=\left\|B_{t} w_{t}\right\|_{2}^{2}+\bar{\sigma}^{2} \leq \frac{1}{\alpha}\left\|w_{t}\right\|_{2}^{2}+\bar{\sigma}^{2} \leq c+\bar{\sigma}^{2}, \quad\left\|B_{t}^{\top} B_{t}\right\|_{2} \leq\left\|B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha}
$$

Combining three bounds and using the condition in Equation (22),

$$
\left\|V_{t}\right\|_{2} \leq \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \alpha c+\frac{\alpha}{m_{\mathrm{in}}}\left(\left(m_{\mathrm{in}}+1\right)\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2}\right)+\alpha c \leq \frac{1}{\beta}
$$

Therefore, it is possible to upper bound $D_{t+1} D_{t+1}^{\top}$ as follows,

$$
\begin{aligned}
D_{t+1} D_{t+1}^{\top} & =D_{t}\left(\mathbf{I}_{k^{\prime}}-\beta V_{t}\right)^{2} D_{t}^{\top} \\
& \preceq D_{t}\left(\mathbf{I}_{k^{\prime}}-\beta V_{t}\right) D_{t}^{\top} \\
& \preceq D_{t}\left[\mathbf{I}_{k^{\prime}}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} D_{t}^{\top} D_{t}\right] D_{t}^{\top} \\
& =\left[\mathbf{I}_{k^{\prime}}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} D_{t} D_{t}^{\top}\right] D_{t} D_{t}^{\top}
\end{aligned}
$$

Let $D_{t} D_{t}^{\top}=\Omega_{t} S_{t} \Omega_{t}^{\top}$ be the SVD decomposition of $D_{t} D_{t}^{\top}$ in this proof. Then,

$$
D_{t+1} D_{t+1}^{\top} \preceq \Omega_{t}\left(S_{t}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} S_{t}^{2}\right) \Omega_{t}^{\top}
$$

Note that $\frac{1}{\alpha}<\frac{m_{\text {in }}}{2 \alpha^{2} \beta \bar{\sigma}^{2}}$ by Equation 23 and for any $s_{1} \leq s_{2}<\frac{1}{\alpha}<\frac{m_{\text {in }}}{2 \alpha^{2} \beta \bar{\sigma}^{2}}$,

$$
s_{2}\left(1-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} s_{2}\right) \geq s_{1}\left(1-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} s_{1}\right)
$$

by monotonicity of $x \mapsto x\left(1-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} x\right)$. Hence, if $s$ is the largest eigenvalue of $S_{t}, s\left(1-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2} s\right)$ is the largest eigenvalue of $\left(S_{t}-\frac{\alpha^{2} \beta}{m_{i n}} \bar{\sigma}^{2} S_{t}^{2}\right)$ and

$$
\left\|D_{t+1} D_{t+1}^{\top}\right\|_{2} \leq\left(1-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2}\left\|D_{t} D_{t}^{\top}\right\|_{2}\right)\left\|D_{t} D_{t}^{\top}\right\|_{2}
$$

Lemma 3. Suppose that $\beta \leq \alpha$ and the following conditions hold,

$$
\left\|B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha},\left\|\Lambda_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}, \quad\left\|w_{t}\right\|_{2}^{2} \leq \alpha c
$$

where $c \geq 0$ is a constant such that

$$
\frac{\left(1-\frac{\beta}{4 \alpha}\right)}{\alpha \beta} \geq \frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}+c \frac{m_{\mathrm{in}}+2}{m_{\mathrm{in}}+1}+\frac{m_{\mathrm{in}}}{\left(m_{\mathrm{in}}+1\right)^{2}}
$$

Then,

$$
\left\|C_{t+1} w_{t+1}\right\|_{2} \leq\left(1-\frac{\beta}{4 \alpha}+\alpha \beta\left\|\Sigma_{\star}\right\|_{2}\right)\left\|C_{t} w_{t}\right\|_{2}+M\left\|D_{t}\right\|_{2}^{2}\left\|w_{t}\right\|_{2}
$$

for a constant $M$ depending only on $\alpha$.
Proof. Let $\Omega_{t}:=C_{t}^{\top} C_{t}$. Expanding the recursion for $w_{t+1}$,

$$
\begin{aligned}
C_{t+1} w_{t+1} & =\underbrace{C_{t+1}\left(\mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) w_{t}}_{(\mathrm{A})} \\
& +\alpha \beta \underbrace{C_{t+1}\left(D_{t}^{\top} D_{t}-2 \alpha D_{t}^{\top} D_{t}-\alpha^{2} D_{t}^{\top} D_{t} \Omega_{t}-\alpha^{2} \Omega_{t} D_{t}^{\top} D_{t}-\alpha^{2} D_{t}^{\top} D_{t} D_{t}^{\top} D_{t}\right) w_{t}}_{(\mathrm{B})}
\end{aligned}
$$

Since $\left\|B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha}$, there is some constant $M_{B}$ depending only on $\alpha$ such that

$$
M_{B}\left\|D_{t}\right\|_{2}^{2}\left\|w_{t}\right\|_{2} \geq \|\left.(B)\right|_{2}
$$

Expanding term (A)

$$
\begin{aligned}
C_{t+1} & \left(\mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) w_{t}=\alpha \beta \underbrace{\left(I-\alpha \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \Lambda_{t}\right) \Sigma_{\star} C_{t}\left(\mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) w_{t}}_{(\mathrm{C})} \\
& -\underbrace{C_{t}\left(\mathbf{I}_{k^{\prime}}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \delta_{t} \Omega_{t}-\beta\left(\mathbf{I}_{k^{\prime}}-\alpha \Omega_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha \Omega_{t}\right)-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \Omega_{t} w_{t} w_{t}^{\top} \Omega_{t}\right)\left(\mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) w_{t}}_{(\mathrm{D})} \\
& +\alpha \beta \underbrace{}_{\left(\mathbf{E}_{t}\left(D_{t}^{\top} D_{t} w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\bar{\alpha} \Omega_{t}\right)+\left(\mathbf{I}_{k^{\prime}}-\bar{\alpha} \Omega_{t}\right) w_{t} w_{t}^{\top} D_{t}^{\top} D_{t}-\bar{\alpha} D_{t}^{\top} D_{t} w_{t} w_{t}^{\top} D_{t}^{\top} D_{t}\right)\right.},
\end{aligned}
$$

where $\bar{\alpha}:=\alpha \frac{m_{\text {in }}+1}{m_{\text {in }}}$. Similarly to term (B) there is a constant $M_{E}$ depending only on $\alpha$ such that

$$
M_{E}\left\|D_{t}\right\|_{2}^{2}\left\|w_{t}\right\|_{2}^{2} \geq \|\left.(E)\right|_{2}
$$

Bounding term (C),

$$
\begin{aligned}
\|\left.(C)\right|_{2} & =\left\|\left(I-\alpha \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \Lambda_{t}\right) \Sigma_{\star}\left(\mathbf{I}_{k}-\beta \Lambda_{t}+\alpha \beta \Lambda_{t}^{2}\right) C_{t} w_{t}\right\|_{2} \\
& \leq\left\|I-\alpha \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \Lambda_{t}\right\|_{2}\left\|\Sigma_{\star}\right\|_{2}\left\|\mathbf{I}_{k}-\beta \Lambda_{t}+\alpha \beta \Lambda_{t}^{2}\right\|_{2}\left\|C_{t} w_{t}\right\|_{2} \\
& =\left\|\Sigma_{\star}\right\|_{2}\left(1-\alpha \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \lambda_{k}\left(\Lambda_{t}\right)\right)\left(1-\beta \lambda_{k}\left(\Lambda_{t}\right)+\alpha \beta \lambda_{k}\left(\Lambda_{t}\right)^{2}\right)\left\|C_{t} w_{t}\right\|_{2}
\end{aligned}
$$

Re-writing term (D)

$$
(D)=\underbrace{\left(\left(\mathbf{I}_{k}-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \delta_{t} \Lambda_{t}\right)\left(\mathbf{I}_{k}-\beta \Lambda_{t}+\alpha \beta \Lambda_{t}^{2}\right)-\beta d_{1}\left(\mathbf{I}_{k^{\prime}}-\alpha \Lambda_{t}\right)-\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} d_{2} \Lambda_{t}\right) C_{t} w_{t} .{ }^{2} .}
$$

where $d_{1}$ and $d_{2}$ are defined as

$$
d_{1}:=\left\langle\left(\mathbf{I}_{k^{\prime}}-\alpha \Omega_{t}\right) w_{t},\left(\mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) w_{t}\right\rangle, \quad d_{2}:=\left\langle\Omega_{t} w_{t},\left(\mathbf{I}_{k}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) w_{t}\right\rangle
$$

As all eigenvalues of $\Omega_{t}$ are in $\left[0, \frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}\right]$,

$$
\left(1-\frac{\beta}{4 \alpha}\right) \mathbf{I}_{k^{\prime}} \preceq \mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2} \preceq \mathbf{I}_{k^{\prime}}
$$

and

$$
\begin{aligned}
\frac{1}{m_{\mathrm{in}}+1}\left(1-\frac{\beta}{4 \alpha}\right) & \preceq\left(\mathbf{I}_{k^{\prime}}-\alpha \Omega_{t}\right)\left(\mathbf{I}_{k^{\prime}}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) \preceq \mathbf{I}_{k^{\prime}} \\
0 & \preceq \Omega_{t}\left(\mathbf{I}_{k}-\beta \Omega_{t}+\alpha \beta \Omega_{t}^{2}\right) \preceq \frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}
\end{aligned}
$$

Therefore, $d_{1}$ and $d_{2}$ are non-negative and bounded from above as follows,

$$
\frac{\alpha c\left(1-\frac{\beta}{4 \alpha}\right)}{m_{\mathrm{in}}+1} \leq d_{1} \leq \alpha c, \quad 0 \leq d_{2} \leq \frac{c m_{\mathrm{in}}}{m_{\mathrm{in}}+1}
$$

By assumptions,

$$
\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \delta_{t}\left\|\Lambda_{t}\left(\mathbf{I}_{k}-\beta \Lambda_{t}+\alpha \beta \Lambda_{t}^{2}\right)\right\|_{2} \leq \frac{\alpha \beta}{m_{\mathrm{in}}+1} \delta_{t} \leq \frac{\alpha \beta\left(c+\bar{\sigma}^{2}\right)}{m_{\mathrm{in}}+1}
$$

and combining all the negative terms in $(\mathrm{F})$
$\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \delta_{t} \Lambda_{t}\left(\mathbf{I}_{k}-\beta \Lambda_{t}+\alpha \beta \Lambda_{t}^{2}\right)+\beta d_{1}\left(\mathbf{I}_{k^{\prime}}-\alpha \Lambda_{t}\right)+\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} d_{2} \Lambda_{t} \preceq \alpha \beta\left(\frac{c+\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}+c+\frac{m_{\mathrm{in}}}{\left(m_{\mathrm{in}}+1\right)^{2}}\right) \mathbf{I}_{k^{\prime}}$.
Hence, (F) is bounded by below and above,

$$
0 \preceq(F) \preceq\left(\mathbf{I}_{k}-\beta \Lambda_{t}+\alpha \beta \Lambda_{t}^{2}\right) .
$$

Thus, the norm of $(\mathrm{F})$ is bounded by above,

$$
|(F)|_{2} \leq\left(1-\frac{\beta}{4 \alpha}\right)
$$

Combining all the bounds,

$$
\left\|C_{t+1} w_{t+1}\right\|_{2} \leq\left(1-\frac{\beta}{4 \alpha}+\alpha \beta\left\|\Sigma_{\star}\right\|_{2}\right)\left\|C_{t} w_{t}\right\|_{2}+M\left\|D_{t}\right\|_{2}^{2}\left\|w_{t}\right\|_{2}
$$

where $M$ is a constant depending only on $\alpha$.
Corollary 1. Assume that conditions of Lemma 2 are satisfied for a fixed $c>0$ for all times $t$. Then, Lemma 2 directly implies that

$$
\lim _{t \rightarrow \infty} B_{\star, \perp}^{\top} B_{t}=\lim _{t \rightarrow \infty} D_{t}=0
$$

Further, assume that conditions of Lemma 3 is satisfied for all times $t$ and

$$
\begin{equation*}
\frac{1}{\alpha^{2}} \geq 4\left\|\Sigma_{\star}\right\|_{2} \tag{24}
\end{equation*}
$$

Then, Lemmas 2 and 3 together imply that

$$
\lim _{t \rightarrow \infty}\left\|B_{t} w_{t}\right\|_{2}=0
$$

Proof. The first result directly follows as by Lemma 2 ,

$$
\lim _{t \rightarrow \infty}\left\|D_{t}\right\|_{2}=0
$$

Hence, for any $\epsilon>0$, there exist a $t_{\epsilon}$ such that

$$
\forall t>t_{\epsilon}, \quad\left\|D_{t}\right\|_{2}<\frac{\epsilon}{\sqrt{c \alpha}}
$$

Observe that for any $t$,

$$
\left\|B_{t+1} w_{t+1}\right\|_{2} \leq\left\|B_{\star} C_{t+1} w_{t+1}\right\|_{2}+\left\|B_{\star, \perp} D_{t+1} w_{t+1}\right\|_{2}=\left\|C_{t+1} w_{t+1}\right\|_{2}+\left\|D_{t+1} w_{t+1}\right\|_{2}
$$

Therefore, by Lemma 3 for any $t>t_{\epsilon}$,

$$
\begin{aligned}
\left\|B_{t+1} w_{t+1}\right\|_{2} & \leq\left(1-\frac{\beta}{4 \alpha}+\alpha \beta\left\|\Sigma_{\star}\right\|_{2}\right)\left\|C_{t} w_{t}\right\|_{2}+\epsilon^{2} \frac{M}{\sqrt{c \alpha}}+\epsilon \\
& \leq\left(1-\frac{\beta}{4 \alpha}+\alpha \beta\left\|\Sigma_{\star}\right\|_{2}\right)\left\|B_{t} w_{t}\right\|_{2}+\epsilon^{2} \frac{M}{\sqrt{c \alpha}}+\epsilon
\end{aligned}
$$

By Equation 24,

$$
\left(1-\frac{\beta}{4 \alpha}+\alpha \beta\left\|\Sigma_{\star}\right\|_{2}\right)<1
$$

and $\left\|B_{t} w_{t}\right\|_{2}$ is decaying for $t>t_{\epsilon}$ as long as

$$
\left\|B_{t} w_{t}\right\|_{2} \geq \frac{\epsilon\left(1+\epsilon \frac{M}{\sqrt{c \alpha}}\right)}{\alpha \beta\left(\frac{1}{4 \alpha^{2}}-\left\|\Sigma_{\star}\right\|_{2}\right)}
$$

Hence, for any $\epsilon^{\prime}>0$, it is possible to find $t_{\epsilon^{\prime}}>t_{\epsilon}$ such that for all $t>t_{\epsilon^{\prime}}$,

$$
\left\|B_{t} w_{t}\right\|_{2} \leq \frac{\epsilon\left(1+\epsilon \frac{M}{\sqrt{c \alpha}}\right)}{\alpha \beta\left(\frac{1}{4 \alpha^{2}}-\left\|\Sigma_{\star}\right\|_{2}\right)}+\epsilon^{\prime}
$$

As $\epsilon$ and $\epsilon^{\prime}$ are arbitrary,

$$
\lim _{t \rightarrow \infty}\left\|B_{t} w_{t}\right\|_{2}=0
$$

Lemma 4. Assume that $\left\|D_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha} \frac{c_{1}}{2\left(m_{\mathrm{in}+1)}\right.},\left\|B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha},\left\|w_{t}\right\|_{2}^{2} \leq \alpha c_{2}$ for constants $c_{1}, c_{2} \in \mathbb{R}_{+}$.
Then,

$$
\left\|U_{t}\right\|_{2} \leq \alpha\left(c_{2} \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}+\frac{c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}\right)
$$

Proof. By definition of $U_{t}$,

$$
\left\|U_{t}\right\|_{2} \leq \underbrace{\left\|W_{t}\right\|_{2}}_{(\mathrm{A})}+\underbrace{\frac{\alpha^{2}}{m_{\mathrm{in}}} \delta_{t}\left\|D_{t}^{\top} D_{t}\right\|_{2}}_{(\mathrm{B})}
$$

Term (A) is bounded by Lemma 5 . For the term (B), bounding $\delta_{t}$ by conditions on $B_{t}$ and $w_{t}$,

$$
\delta_{t}=\left\|B_{t} w_{t}\right\|_{2}^{2}+\bar{\sigma}^{2} \leq c_{2}+\bar{\sigma}^{2}
$$

one has the following bound

$$
\frac{\alpha^{2}}{m_{\mathrm{in}}} \delta_{t}\left\|D_{t}^{\top} D_{t}\right\|_{2} \leq \frac{\alpha c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}
$$

Combining the two bounds yields the result,

$$
\left\|U_{t}\right\|_{2} \leq \alpha\left(c_{2} \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}+\frac{c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}\right)
$$

Lemma 5. Assume that $\left\|B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha}$ and $\left\|w_{t}\right\|_{2}^{2} \leq \alpha c$ for a constant $c \in \mathbb{R}_{+}$. Then,

$$
\left\|W_{t}\right\|_{2} \leq \alpha c \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}
$$

Proof. By using $0 \preceq B_{t}^{\top} B_{t} \preceq \frac{1}{\alpha} \mathbf{I}_{k^{\prime}}$,

$$
\begin{aligned}
\left\|\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right)\right\|_{2} & =\left\|\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t}\right\|_{2}^{2} \leq\left\|w_{t}\right\|_{2}^{2} \leq \alpha c \\
\left\|B_{t}^{\top} B_{t} w_{t} w_{t}^{\top} B_{t}^{\top} B_{t}\right\|_{2} & =\left\|B_{t}^{\top} B_{t} w_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha^{2}}\left\|w_{t}\right\|_{2}^{2} \leq \frac{c}{\alpha}
\end{aligned}
$$

and the result follows by

$$
\left\|W_{t}\right\|_{2} \leq\left\|\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right) w_{t} w_{t}^{\top}\left(\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}\right)\right\|_{2}+\frac{\alpha^{2}}{m_{\mathrm{in}}}\left\|B_{t}^{\top} B_{t} w_{t} w_{t}^{\top} B_{t}^{\top} B_{t}\right\|_{2} \leq \alpha c \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}
$$

## C. 2 Bounds on iterates and monotonicity

The recursion for $\Lambda_{t}$ given in Equation (21) has the following main term:

$$
\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top}
$$

Lemma 6 bounds $\Lambda_{t+1}$ from above by this term, i.e., terms involving $U_{t}$ are negative. On the other hand, Lemma 7 bounds $\Lambda_{t+1}$ from below with the expression

$$
\begin{equation*}
\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} \tag{25}
\end{equation*}
$$

where $\gamma_{t} \in \mathbb{R}_{+}$is a scalar such that $\left\|U_{t}\right\|_{2} \leq \alpha \gamma_{t}$. Lastly, Lemma 9 shows that updates of the form of Equation (25) enjoy a monotonicity property which allows the control of $\Lambda_{t}$ over time from above and below by constructing sequences of matrices, as described in Appendix C. 3 .
Lemma 6. Suppose that $\left\|U_{t}\right\|_{2} \leq \frac{1}{\beta}$. Then,

$$
\Lambda_{t+1} \preceq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top}
$$

Proof. As $\left\|U_{t}\right\|_{2} \leq \frac{1}{\beta}$,

$$
C_{t} U_{t} C_{t}^{\top}-\beta C_{t} U_{t}^{2} C_{t}^{\top}=C_{t}\left(U_{t}-\beta U_{t}^{2}\right) C_{t}^{\top} \succeq 0
$$

Using Appendix C. 2

$$
\begin{aligned}
\Lambda_{t+1} & =\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)\left(\Lambda_{t}-\beta C_{t} U_{t} C_{t}^{\top}\right)\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top}-\beta C_{t} U_{t} C_{t}^{\top}+\beta^{2} C_{t} U_{t}^{2} C_{t}^{\top} \\
& \preceq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)\left(\Lambda_{t}-\beta C_{t} U_{t} C_{t}^{\top}\right)\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top} \\
& \preceq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top} .
\end{aligned}
$$

Lemma 7. Let $\gamma_{t}$ be a scalar such that $\left\|U_{t}\right\|_{2} \leq \alpha \gamma_{t} \leq \frac{1}{2 \beta}$. Then,

$$
\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} \preceq \Lambda_{t+1}
$$

Proof. By using $\left\|U_{t}\right\|_{2} \leq \alpha \gamma_{t}$,

$$
\alpha \gamma_{t} \Lambda_{t}-C_{t} U_{t} C_{t}^{\top}=C_{t}\left(\alpha \gamma_{t} \mathbf{I}_{k}-U_{t}\right) C_{t}^{\top} \succeq 0
$$

Moreover, as

$$
x \mapsto x-\beta x^{2},
$$

is an increasing function in $\left[0, \frac{1}{2 \beta}\right]$, the maximal eigenvalue of

$$
U_{t}-\beta U_{t}^{2}
$$

is $s-\beta s^{2} \leq \alpha \gamma_{t}-\alpha^{2} \beta \gamma_{t}^{2}$ where $s$ is the maximal eigenvalue $U_{t}$. Hence,

$$
\left(\alpha \gamma_{t}-\alpha^{2} \beta \gamma_{t}^{2}\right) \mathbf{I}_{k^{\prime}}-\left(U_{t}-\beta U_{t}^{2}\right) \succeq 0
$$

Therefore, the following expression is positive semi-definite,

$$
\begin{aligned}
2 \operatorname{Sym} & \left(\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)\left(\alpha \gamma_{t} \Lambda_{t}-C_{t} U_{t} C_{t}^{\top}\right)\right)-\beta\left(\alpha^{2} \gamma_{t}^{2} \Lambda_{t}-C_{t} U_{t}^{2} C_{t}^{\top}\right) \\
= & \left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)\left(\alpha \gamma_{t} \Lambda_{t}-C_{t} U_{t} C_{t}^{\top}\right)\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top} \\
& +\left(\left(\alpha \gamma_{t} \Lambda_{t}-C_{t} U_{t} C_{t}^{\top}\right)-\beta\left(\alpha^{2} \gamma_{t}^{2} \Lambda_{t}-C_{t} U_{t}^{2} C_{t}^{\top}\right)\right) \\
\succeq & C_{t}\left[\left(\alpha \gamma_{t}-\alpha^{2} \beta \gamma_{t}^{2}\right) \mathbf{I}_{k^{\prime}}-\left(U_{t}-\beta U_{t}^{2}\right)\right] C_{t}^{\top} .
\end{aligned}
$$

The result follows by

$$
\begin{aligned}
\Lambda_{t+1} & =\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top}-2 \beta \operatorname{Sym}\left(\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) C_{t} U_{t} C_{t}^{\top}\right)-\beta^{2} C_{t} U_{t}^{2} C_{t}^{\top} \\
& \succeq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right)^{\top}-2 \alpha \beta \gamma_{t} \operatorname{Sym}\left(\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)\right) \Lambda_{t}\right)-\alpha^{2} \beta^{2} \gamma_{t}^{2} \Lambda_{t} \\
& =\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top}
\end{aligned}
$$

Lemma 8. Let $C_{t}=\Psi_{t} S_{t} \Gamma_{t}^{\top}$ be the (thin) SVD decomposition of $C_{t}$ and let $\gamma_{t}$ be a scalar such that $\left\|\Gamma_{t}^{\top} U_{t} \Gamma_{t}\right\|_{2} \leq \alpha \gamma_{t} \leq \frac{1}{2 \beta}$. Then,

$$
\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} \preceq \Lambda_{t+1}
$$

Proof. It is sufficient to observe that

$$
\alpha \gamma_{t} \Lambda_{t}-C_{t} U_{t} C_{t}^{\top}=\Psi_{t} S_{t}\left(\alpha \gamma_{t} \mathbf{I}_{k^{\prime}}-\Gamma_{t}^{\top} U_{t} \Gamma_{t}\right) S_{t} \Psi_{t}^{\top} \succeq 0
$$

and use the same argument as in the proof of Lemma 7 .
Lemma 9. For non-negative scalars $\tau, \gamma$, let $f(\cdot ; \tau, \gamma): \operatorname{Sym}_{k}(\mathbb{R}) \rightarrow \operatorname{Sym}_{k}(\mathbb{R})$ be defined as follows,

$$
f(\Lambda ; \tau, \gamma):=\left(\mathbf{I}_{k}+\alpha \beta R(\Lambda, \tau)-\alpha \beta \gamma \mathbf{I}_{k}\right) \Lambda\left(\mathbf{I}_{k}+\alpha \beta R(\Lambda, \tau)-\alpha \beta \gamma \mathbf{I}_{k}\right)^{\top} .
$$

Then, $f(\cdot ; \tau, \gamma)$ preserves the partial order between any $\Lambda, \Lambda^{\prime}$ that commutes with each other and $\Sigma_{\star}$, i.e.,

$$
\frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1} \mathbf{I}_{k} \succeq \Lambda \succeq \Lambda^{\prime} \succeq 0 \Longrightarrow f(\Lambda ; \tau, \gamma) \succeq f\left(\Lambda^{\prime} ; \tau, \gamma\right),
$$

when the following condition holds,

$$
1-\alpha \beta \gamma \geq 5 \alpha \beta\left(\left\|\Sigma_{\star}\right\|_{2}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)
$$

Proof. The result follows if and only if

$$
\begin{align*}
(1-\alpha \beta \gamma)^{2}\left(\Lambda-\Lambda^{\prime}\right) & \succeq \alpha \beta(1-\alpha \beta \gamma) \underbrace{\left[R\left(\Lambda^{\prime}, \tau\right) \Lambda^{\prime}-R(\Lambda, \tau) \Lambda\right]}_{(\mathrm{A})} \\
& +\alpha \beta(1-\alpha \beta \gamma)[\underbrace{\left.\Lambda^{\prime} R\left(\Lambda^{\prime}, \tau\right)-\Lambda R(\Lambda, \tau)\right]}_{\text {(B) }} \\
& +\alpha^{2} \beta^{2} \underbrace{\left[R\left(\Lambda^{\prime}, \tau\right) \Lambda^{\prime} R\left(\Lambda^{\prime}, \tau\right)-R(\Lambda, \tau) \Lambda R(\Lambda, \tau)\right]}_{\text {(C) }} . \tag{26}
\end{align*}
$$

By Lemma 16

$$
\begin{aligned}
\Lambda^{2}-\Lambda^{\prime 2} & =\frac{1}{2}\left(\Lambda-\Lambda^{\prime}\right)\left(\Lambda+\Lambda^{\prime}\right)+\frac{1}{2}\left(\Lambda+\Lambda^{\prime}\right)\left(\Lambda-\Lambda^{\prime}\right) \\
& \preceq\left\|\Lambda+\Lambda^{\prime}\right\|_{2}\left(\Lambda-\Lambda^{\prime}\right) \preceq 2\left\|\Lambda_{\star}\right\|_{2}\left(\Lambda-\Lambda^{\prime}\right) .
\end{aligned}
$$

Bounding term (A) by using commutativity of $\Lambda, \Lambda^{\prime}$ with $\Sigma_{\star}$ and $\Lambda, \Lambda^{\prime} \preceq \frac{1}{\alpha} \frac{m_{\text {in }}}{m_{\text {in }}+1}$,

$$
\begin{aligned}
R\left(\Lambda^{\prime}, \tau\right) \Lambda^{\prime}- & R(\Lambda, \tau) \Lambda=\frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}} \Lambda\left[\Sigma_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1} \mathbf{I}_{k}\right] \Lambda \\
& -\frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}} \Lambda^{\prime}\left[\Sigma_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1} \mathbf{I}_{k}\right] \Lambda^{\prime}-\Sigma_{\star}\left(\Lambda-\Lambda^{\prime}\right) \\
\preceq & \frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}}\left[\left\|\Sigma_{\star}\right\|_{2}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right]\left(\Lambda^{2}-\Lambda^{\prime 2}\right) .
\end{aligned}
$$

The term (B) is equal to the term (A) and thus bounded by the same expression. By Lemma 17 ,

$$
\Lambda^{3}-\Lambda^{\prime 3} \succeq 0
$$

Bounding term (C), using the commutativity of $\Lambda, \Lambda^{\prime}$ with $\Sigma_{\star}$ and $\Lambda, \Lambda^{\prime} \preceq \frac{1}{\alpha} \frac{m_{\text {in }}}{m_{\text {in }}+1}$,

$$
\begin{aligned}
R\left(\Lambda^{\prime}, \tau\right) & \Lambda^{\prime} R\left(\Lambda^{\prime}, \tau\right)-R(\Lambda, \tau) \Lambda R(\Lambda, \tau)=2 \frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}}\left[\Sigma_{\star}^{2}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1} \Sigma_{\star}\right]\left(\Lambda^{2}-\Lambda^{\prime 2}\right) \\
& -\Sigma_{\star}\left(\Lambda-\Lambda^{\prime}\right) \Sigma_{\star}-\left(\frac{\alpha\left(m_{\mathrm{in}}+1\right)}{m_{\mathrm{in}}}\right)^{2}\left[\Sigma_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1} \mathbf{I}_{k}\right]^{2}\left(\Lambda^{3}-\Lambda^{\prime 3}\right) \\
& \preceq 4\left\|\Sigma_{\star}\right\|_{2}\left[\left\|\Sigma_{\star}\right\|_{2}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right]\left(\Lambda-\Lambda^{\prime}\right)
\end{aligned}
$$

Therefore, Equation 26 is satisfied if

$$
(1-\alpha \beta \gamma)^{2} \geq 4 \alpha \beta(1-\alpha \beta \gamma)\left[\left\|\Sigma_{\star}\right\|_{2}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right]+4 \alpha^{2} \beta^{2}\left\|\Sigma_{\star}\right\|_{2}\left[\left\|\Sigma_{\star}\right\|_{2}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right]
$$

which holds by the given condition.
Remark 1. Let $\tau, \gamma$ be scalars such that $0<\tau$ and $0<\gamma<\lambda_{\min }\left(\Sigma_{\star}\right)$. Define $\Lambda_{\star}(\tau, \gamma)$ as follows,

$$
\begin{equation*}
\Lambda_{\star}(\tau, \gamma):=\frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}\left(\mathbf{I}_{k}-\left(\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}+\gamma\right)\left(\Sigma_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1} \mathbf{I}_{k}\right)^{-1}\right) \tag{27}
\end{equation*}
$$

$\left(\Lambda_{\star}, \tau, \gamma\right)$ is a fixed point of the function $f$ as

$$
R\left(\Lambda_{\star}(\tau, \gamma)\right)=\gamma \mathbf{I}_{k}
$$

Corollary 2. Let $\Lambda$ be a symmetric p.s.d. matrix which commutes with $\Sigma_{\star}$ and satisfy

$$
\Lambda \preceq \Lambda_{\star}(\tau, \gamma)
$$

for some scalars $0<\tau$ and $0<\gamma<\lambda_{\min }\left(\Sigma_{\star}\right)$. Then, assuming that conditions of Lemma 9 are satisfied,

$$
\Lambda \preceq f(\Lambda ; \tau, \gamma) \preceq \Lambda_{\star}(\tau, \gamma) .
$$

Proof. For the left-hand side, note that

$$
R(\Lambda, \tau, \gamma) \succeq \gamma \mathbf{I}_{k} \Longleftrightarrow \Lambda \preceq \Lambda_{\star}(\tau, \gamma)
$$

Hence, by the given assumption and commutativity,

$$
\Lambda \preceq\left(\mathbf{I}_{k}+\alpha \beta R(\Lambda, \tau)-\alpha \beta \gamma \mathbf{I}_{k}\right) \Lambda\left(\mathbf{I}_{k}+\alpha \beta R(\Lambda, \tau)-\alpha \beta \gamma \mathbf{I}_{k}\right)^{\top}=f(\Lambda ; \tau, \gamma)
$$

For the right-hand side, note that by Lemma 9

$$
f(\Lambda ; \tau, \gamma) \preceq f\left(\Lambda_{\star}(\tau, \gamma) ; \tau, \gamma\right)=\Lambda_{\star}(\tau, \gamma) .
$$

Lemma 10. Let $\tau_{t}$ and $\gamma_{t}$ be non-negative, non-increasing scalar sequences such that $\gamma_{0}<\lambda_{\min }\left(\Sigma_{\star}\right)$, and $\Lambda$ be a symmetric p.s.d. matrix that commutes with $\Sigma_{\star}$ such that

$$
\Lambda \preceq \Lambda_{\star}\left(\tau_{0}, \gamma_{0}\right),
$$

where $\Lambda_{\star}(\tau, \gamma)$ is defined in Equation 27). Furthermore, suppose that $\alpha$ and $\beta$ satisfy

$$
\frac{1}{\alpha \beta} \geq\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau_{0}}{m_{\mathrm{in}}+1}\right)
$$

Then, the sequence of matrices that are defined recursively as

$$
\Lambda^{(0)}:=\Lambda, \quad \Lambda^{(t+1)}:=f\left(\Lambda^{(t)} ; \tau_{t}, \gamma_{t}\right)
$$

satisfy

$$
\lim _{t \rightarrow \infty} \Lambda^{(t)}=\Lambda_{\star}\left(\lim _{t \rightarrow \infty} \tau_{t}, \lim _{t \rightarrow \infty} \gamma_{t}\right)
$$

Proof. By the monotone convergence theorem, $\tau_{t}$ and $\gamma_{t}$ are convergent. Let $\tau_{\infty}$ and $\gamma_{\infty}$ denote the limits, i.e.,

$$
\tau_{\infty}:=\lim _{t \rightarrow \infty} \tau_{t}, \quad \gamma_{\infty}:=\liminf _{t \rightarrow \infty} \gamma_{t}
$$

As $\Lambda^{(0)}$ and $\Sigma_{\star}$ are commuting normal matrices, they are simultaneously diagonalisable, i.e., there exists an orthogonal matrix $Q \in \mathbb{R}^{k \times k}$ and diagonal matrices with positive entries $D^{(0)}, D_{\star}$ such that

$$
\Lambda^{(0)}=Q D^{(0)} Q^{\top}, \quad \Sigma_{\star}=Q D_{\star} Q^{\top}
$$

Then, applying $f$ to any matrix of from $\Lambda=Q D Q^{\top}$, where $D$ is a diagonal matrix with positive entries, yields

$$
f(\Lambda ; \tau, \gamma)=Q\left(\mathbf{I}_{k}+\alpha \beta D_{\star}-\alpha^{2} \beta \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} D\left(D_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1} \mathbf{I}_{k}\right)-\alpha \beta \gamma\right)^{2} D Q^{\top} .
$$

Observe that $f$ operates entry-wise on diagonal elements of $D$, i.e., for any diagonal element $s$ of $D$, the output in the corresponding entry of $f$ is given by the following map $g\left(\cdot, s_{\star}, \tau, \gamma\right): \mathbb{R} \rightarrow \mathbb{R}$,

$$
g\left(s ; s_{\star}, \tau, \gamma\right):=\left(1+\alpha \beta s_{\star}-\alpha^{2} \beta \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} s\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)-\alpha \beta \gamma\right)^{2} s,
$$

where $s_{\star}$ is the corresponding diagonal entry of $D_{\star}$. Hence, Lemma 10 holds if

$$
\lim _{t \rightarrow \infty} s_{t}=s_{\infty}\left(\tau_{\infty}, \gamma_{\infty}\right)
$$

where $s_{t}$ is defined recursively from an initial value $s_{0}$ for any $t \geq 1$ as follows,

$$
s_{t+1}:=g\left(s_{t} ; s_{\star}, \tau_{t}, \gamma_{t}\right)
$$

and $s_{\infty}(\tau, \gamma)$ is defined as

$$
s_{\infty}(\tau, \gamma):=\frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}\left(1-\left(\gamma+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)^{-1}\right) .
$$

Observe that

$$
s_{\infty}(\tau, \gamma)\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)=\frac{1}{\alpha} \frac{m_{\mathrm{in}}}{m_{\mathrm{in}}+1}\left(s_{\star}-\gamma\right),
$$

and

$$
g\left(s_{t} ; s_{\star}, \tau_{t}, \gamma_{t}\right)=\left(1+\alpha \beta\left(s_{\infty}(\tau, \gamma)-s_{t}\right)\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)^{-1}\right) s_{t}
$$

Hence,

$$
s_{\infty}\left(\tau_{t}, \gamma_{t}\right)-s_{t+1}=\left(s_{\infty}\left(\tau_{t}, \gamma_{t}\right)-s_{t}\right)\left(1-\alpha \beta\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau}{m_{\mathrm{in}}+1}\right)^{-1}\right)
$$

and in each iteration $s_{t}$ takes a step towards $s_{\infty}\left(\tau_{t}, \gamma_{t}\right)$. By assumptions $s_{0} \leq s_{\infty}\left(\tau_{0}, \gamma_{0}\right)$ and as

$$
\frac{1}{\alpha \beta} \geq\left(s_{\star}+\frac{\bar{\sigma}^{2}+\tau_{t}}{m_{\mathrm{in}}+1}\right)
$$

for all $t, s_{t+1}$ never overshoots $s_{\infty}\left(\tau_{t}, \gamma_{t}\right)$, i.e.,

$$
s_{t} \leq s_{t+1} \leq s_{\infty}\left(\tau_{t}, \gamma_{t}\right) \leq s_{\infty}\left(\tau_{t+1}, \gamma_{t+1}\right)
$$

Therefore, $s_{t}$ is an increasing sequence bounded above by $s_{\infty}\left(\tau_{\infty}, \gamma_{\infty}\right)$ and by invoking the monotone convergence theorem, $s_{t}$ is convergent. Assume that $s_{t}$ convergences to a $s_{\infty}^{\prime}<s_{\infty}\left(\tau_{\infty}, \gamma_{\infty}\right)$. Then, there exist a $t_{\epsilon}$ such that $s_{\infty}\left(\tau_{t_{\epsilon}}, \gamma_{t_{\epsilon}}\right)>s_{\infty}^{\prime}+\epsilon$. By analysing the sequence,

$$
s_{t_{\epsilon}}^{\prime}=s_{t_{\epsilon}}, \quad s_{t_{\epsilon}+s}^{\prime}=g\left(s_{t_{\epsilon}+s-1}^{\prime}, s_{\star}, \tau_{t_{\epsilon}}, \gamma_{t_{\epsilon}}\right)
$$

it is easy to show that

$$
s_{t_{\epsilon}+s} \geq s_{t_{\epsilon}+s}^{\prime}, \quad \text { and } \quad \lim _{s \rightarrow \infty} s_{t_{\epsilon}+s}^{\prime}=s_{\infty}\left(\tau_{t_{\epsilon}}, \gamma_{t_{\epsilon}}\right)>s_{\infty}^{\prime}
$$

which leads to a contradiction. Hence, $\lim _{t \rightarrow \infty} s_{t}=s_{\infty}\left(\tau_{\infty}, \gamma_{\infty}\right)$.
Remark 2. Assume the setup of Lemma 10 and that the sequences $\tau_{t}$ and $\gamma_{t}$ converge to 0 . Then, as $t \rightarrow \infty, \Lambda_{t}$ convergences to $\Lambda_{\star}$,

$$
\lim _{t \rightarrow \infty} \Lambda_{t}=\Lambda_{\star}
$$

## C. 3 Sequence of bounds

Lemma 11 constructs a sequence of matrices $\Lambda_{t}^{U}$ that upper bounds iterates of $\Lambda_{t}$. The idea is to use the monotonicity property described in Lemma 9 , together with the upper bound in Lemma 6 , to control $\Lambda_{t}$ from above. Lemma 10 with Remark 2 then allow to conclude $\lim _{t \rightarrow \infty} \Lambda_{t}^{U}=\Lambda_{\star}$. For this purpose, Lemma 11 assume a sufficiently small initialisation that leads to a dynamics where $\left\|B_{t}\right\|_{2} \leq \alpha^{-1 / 2}$ and $\left\|w_{t}\right\|_{2},\left\|D_{t}\right\|_{2}$ are monotonically decreasing.
In a similar spirit, Lemma 12 construct a sequence of lower bound matrices $\Lambda_{t}^{L}$ given that it is possible to select two scalar sequences $\tau_{t}$ and $\gamma_{t}$. At each step, the lower bounds $\Lambda_{t}^{L}$ takes a step towards $\Lambda_{\star}\left(\tau_{t}, \gamma_{t}\right)$ described by Remark 1 . For ensuring that $\Lambda_{t}$ does not decay, the sequences $\tau_{t}$ and $\gamma_{t}$ are chosen to be non-increasing, which results in increasing $\Lambda_{\star}\left(\tau_{t}, \gamma_{t}\right)$ and $\Lambda_{t}^{L}$. In the limit $t \rightarrow \infty, \Lambda_{t}^{L}$ convergences to the fixed-point $\Lambda_{\star}\left(\lim _{t \rightarrow \infty} \tau_{t}, \lim _{t \rightarrow \infty} \gamma_{t}\right)$, which serves as the asymptotic lower bound. Finally, Corollary 3 shows that it is possible to construct these sequences with the limit 0 under some conditions.

Lemma 11. Assume that $B_{0}$ and $w_{0}$ are initialized such that

$$
\left\|B_{0}\right\|_{2}^{2} \preceq \frac{c_{1}}{\alpha} \frac{1}{m_{\mathrm{in}}+1}, \quad\left\|w_{0}\right\|_{2}^{2} \leq \alpha c_{2}
$$

for constants $0<c_{1}<1,0<c_{2}$ and $\alpha, \beta$ satisfy the following conditions:

1. $\frac{1}{\alpha \beta} \geq \max \left(c_{2} \frac{m_{\mathrm{in}}+2}{m_{\mathrm{in}}}+\frac{1}{m_{\mathrm{in}}}\left(\left(m_{\mathrm{in}}+1\right)\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2}\right), \frac{2 \bar{\sigma}^{2}}{m_{\mathrm{in}}}\right)$,
2. $\frac{1}{\alpha \beta} \geq 2\left(c_{2} \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}+\frac{c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}\right)$,
3. $\frac{1}{\alpha \beta} \geq 5\left(\left\|\Sigma_{\star}\right\|_{2}+\frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}\right)$,
4. $\beta \leq \alpha$.

The series $\Lambda_{t}^{U}$ defined recursively as

$$
\begin{aligned}
\Lambda_{0}^{U} & :=\left\|\Lambda_{0}\right\|_{2} \mathbf{I}_{k} \\
\Lambda_{t+1}^{U} & :=\left\|\left(\mathbf{I}_{k}+\alpha \beta R\left(\Lambda_{t}^{U}\right)\right) \Lambda_{t}^{U}\left(\mathbf{I}_{k}+\alpha \beta R\left(\Lambda_{t}^{U}\right)\right)\right\|_{2} \mathbf{I}_{k}
\end{aligned}
$$

upper bounds the iterates $\Lambda_{t}$, i.e., for all $t, \Lambda_{t}^{U} \succeq \Lambda_{t}$. Moreover, $\Lambda_{\star} \succeq \Lambda_{t}^{U}$ for all $t$.
Proof. The result follows by induction. It is easy to check that the given assumptions satisfy the conditions of Lemmas 2 and 9 for all time steps. Assume that for time $t$, the following assumptions hold.

1. $\left\|D_{s} D_{s}^{\top}\right\|_{2}$ is a non-increasing sequence for $s \leq t$.
2. $\left\|w_{s}\right\|_{2}$ is a non-increasing sequence for $s \leq t$.
3. $\Lambda_{s} \preceq \Lambda_{s}^{U} \preceq \Lambda_{\star}$ for all $s \leq t$.

Then, for time $t+1$, the following conditions holds:

1. By using $\Lambda_{t} \preceq \Lambda_{\star} \preceq \frac{1}{\alpha} \frac{m_{\text {in }}}{\left(m_{\text {in }}+1\right)}$ and $D_{t} D_{t}^{\top} \preceq B_{0} B_{0}^{\top} \preceq \frac{c_{1}}{\alpha} \frac{1}{m_{\text {in }}+1}$,

$$
B_{t} B_{t}^{\top} \preceq \frac{1}{\alpha} \frac{m_{\mathrm{in}}+c_{1}}{m_{\mathrm{in}}+1}, \quad\left\|B_{t}\right\|_{2} \leq \frac{1}{\alpha} .
$$

Therefore, by Lemma 1, and Lemma 2 ,

$$
\left\|w_{t+1}\right\|_{2} \leq\left\|w_{t}\right\|_{2}, \quad\left\|D_{t+1} D_{t+1}^{\top}\right\|_{2} \leq\left\|D_{t} D_{t}^{\top}\right\|_{2}
$$

2. By applying Lemma 4 ,

$$
\left\|U_{t}\right\|_{2} \leq \alpha\left(c_{2} \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}+\frac{c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}\right) \leq \frac{1}{2 \beta}
$$

Therefore, by Lemma6.

$$
\Lambda_{t+1} \preceq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\right)^{\top} .
$$

3. By applying Lemma 9 with $\Lambda:=\Lambda_{t}^{U}$ and $\Lambda^{\prime}:=\Lambda_{t}$,

$$
\left(\mathbf{I}_{k}+\alpha \beta R_{t}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\right)^{\top}=f\left(\Lambda_{t} ; 0,0\right) \preceq f\left(\Lambda_{t}^{U} ; 0,0\right) \preceq \Lambda_{t+1}^{U}
$$

4. By applying Lemma 9 with $\Lambda:=\Lambda_{\star} \succeq \Lambda^{\prime}:=\Lambda_{t}^{U}$,

$$
f\left(\Lambda_{t}^{U} ; 0,0\right) \preceq f\left(\Lambda_{\star} ; 0,0\right)=\Lambda_{\star} .
$$

Therefore, $\Lambda_{t+1}^{U} \preceq\left\|\Lambda_{\star}\right\|_{2} \mathbf{I}_{k}=\Lambda_{\star}$.
5. Combining all the results,

$$
\Lambda_{t+1} \preceq \Lambda_{t+1}^{U} \preceq \Lambda_{\star} .
$$

Lemma 12. Let $\tau_{t}$ and $\gamma_{t}$ be non-increasing scalar sequences such that

$$
\left\|B_{t} w_{t}\right\|_{2}^{2} \leq \tau_{t}, \quad\left\|U_{t}\right\|_{2} \leq \alpha \gamma_{t} \leq \frac{1}{2 \beta}
$$

and $\tau_{0} \leq c_{2}, \gamma_{0}<\lambda_{\min }\left(\Sigma_{\star}\right)$. Assume that all the assumptions of Lemma 11 hold with constants $c_{1}$ and $c_{2}$. and $\alpha, \beta$ satisfy the following extra conditions

$$
\frac{1}{\alpha \beta} \geq 5\left(\left\|\Sigma_{\star}\right\|_{2}+\frac{c_{2}+\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}\right)+\lambda_{\min }\left(\Sigma_{\star}\right)
$$

Then, the series $\Lambda_{t}^{L}$ defined as follows

$$
\begin{aligned}
\Lambda_{0}^{L} & =\min \left(\lambda_{\min }\left(\Lambda_{0}\right), \lambda_{\min }\left(\Lambda_{\star}\left(\tau_{0}, \gamma_{0}\right)\right)\right) \mathbf{I}_{k} \\
\Lambda_{t+1}^{L} & =\lambda_{\min }\left(\left(\mathbf{I}_{k}+\alpha \beta R\left(\Lambda_{t}^{L}, \tau_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}^{L}\left(\mathbf{I}_{k}+\alpha \beta R\left(\Lambda_{t}^{L}, \tau_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top}\right) \mathbf{I}_{k},
\end{aligned}
$$ lower bounds the iterates $\Lambda_{t}$, i.e., for all $t, \Lambda_{t}^{L} \preceq \Lambda_{t}$. Moreover, $\Lambda_{t}^{L} \preceq \Lambda_{t+1}^{L}$ for all $t$.

Proof. The result follows by induction. It is easy to check that given assumptions satisfy the conditions of Lemmas 2 and 9 for all time steps. Suppose that for all time $s \leq t$,

$$
\Lambda_{s}^{L} \preceq \Lambda_{s} \preceq \Lambda_{\star}, \quad \Lambda_{s}^{L} \preceq \Lambda_{\star}\left(\tau_{t}, \gamma_{t}\right) .
$$

Then, for time $t+1$, the following conditions hold:

1. By Lemma 7 ,

$$
\Lambda_{t+1} \succeq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top}
$$

2. By Lemma 9 ,

$$
\begin{aligned}
\left(\mathbf{I}_{k}+\right. & \left.\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} \\
& \succeq\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}^{L}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}^{L}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}^{L}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} .
\end{aligned}
$$

3. Using commutativity of $\Sigma_{\star}$ and $\Lambda_{t}^{L}$,

$$
\begin{aligned}
\left(\mathbf{I}_{k}+\right. & \left.\alpha \beta R_{t}\left(\Lambda_{t}^{L}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}^{L}\left(\mathbf{I}_{k}+\alpha \beta R_{t}\left(\Lambda_{t}^{L}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} \\
& \succeq\left(\mathbf{I}_{k}+\alpha \beta R\left(\Lambda_{t}^{L}, \tau_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right) \Lambda_{t}^{L}\left(\mathbf{I}_{k}+\alpha \beta R\left(\Lambda_{t}^{L}, \tau_{t}\right)-\alpha \beta \gamma_{t} \mathbf{I}_{k}\right)^{\top} \\
& \succeq \Lambda_{t+1}^{L}
\end{aligned}
$$

4. By Corollary 2 ,

$$
\Lambda_{t}^{L} \preceq \Lambda_{t+1}^{L} \preceq \Lambda_{\star}\left(\tau_{t}, \gamma_{t}\right)
$$

As $\tau_{t+1} \leq \tau_{t}$ and $\gamma_{t+1} \leq \gamma_{t}$,

$$
\Lambda_{t+1}^{L} \preceq \Lambda_{\star}\left(\tau_{t}, \gamma_{t}\right) \preceq \Lambda_{\star}\left(\tau_{t+1}, \gamma_{t+1}\right)
$$

5. Combining all the results,

$$
\Lambda_{t+1}^{L} \preceq \Lambda_{t+1}, \quad \Lambda_{t+1}^{L} \preceq \Lambda_{\star}\left(\tau_{t}, \gamma_{t}\right) \preceq \Lambda_{\star}\left(\tau_{t+1}, \gamma_{t+1}\right) .
$$

Remark 3. The condition on $\gamma_{t}$ in Lemma 12 can be relaxed by the condition used in Lemma 8 .
Corollary 3. Assume that Lemma 12 holds with constants $c_{1}, c_{2}$, and constant sequences

$$
\tau:=c_{2}, \quad \gamma:=\left(c_{2} \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}}+\frac{c_{1}\left(c_{2}+\bar{\sigma}^{2}\right)}{2 m_{\mathrm{in}}\left(m_{\mathrm{in}}+1\right)}\right)<\lambda_{\min }\left(\Sigma_{\star}\right) .
$$

Furthermore, suppose $\alpha, \beta$ satisfy the following extra properties,

$$
\begin{aligned}
\frac{1}{\alpha^{2}} & \geq 4\left\|\Sigma_{\star}\right\|_{2} \\
\frac{\left(1-\frac{\beta}{4 \alpha}\right)}{\alpha \beta} & \geq \frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}+c_{2} \frac{m_{\mathrm{in}}+2}{m_{\mathrm{in}}+1}+\frac{m_{\mathrm{in}}}{\left(m_{\mathrm{in}}+1\right)^{2}}
\end{aligned}
$$

Let $C_{t}=\Psi_{t} S_{t} \Gamma_{t}^{\top}$ be the (thin) SVD decomposition of $C_{t}$. Then, there exist non-increasing scalar sequences $\tau_{t}$ and $\gamma_{t}$ such that

$$
\left\|B_{t} w_{t}\right\|_{2}^{2} \leq \tau_{t} \leq c_{2}, \quad\left\|\Gamma_{t} U_{t} \Gamma_{t}^{\top}\right\|_{2} \leq \alpha \gamma_{t} \leq \frac{1}{2 \beta}
$$

with the limit

$$
\lim _{t \rightarrow \infty} \tau_{t}=0, \quad \lim _{t \rightarrow \infty} \gamma_{t}=0
$$

Proof. All the assumptions of Corollary 1 are satisfied with constant $c:=c_{2}$. Hence,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|D_{t}\right\|_{2}=0, \quad \lim _{t \rightarrow \infty}\left\|B_{t} w_{t}\right\|_{2}=0 \tag{28}
\end{equation*}
$$

Moreover, the sequence $\left\|B_{t} w_{t}\right\|_{2}$ is upper bounded above,

$$
\left\|B_{t} w_{t}\right\|_{2} \leq\left\|B_{t}\right\|_{2}\left\|w_{t}\right\|_{2} \leq c_{2}
$$

Take any sequence $0 \leq \tau_{t}^{\prime} \leq c_{2}$ that monotonically decays to 0 . Set $\tau_{0}=\tau_{0}^{\prime}$ and $s_{t}=0$. Recursively define $\tau_{t}$ as follows: for each $t>0$, find the smallest $s_{t}$ such that

$$
\left\|B_{s} w_{s}\right\|_{2} \leq \tau_{t}^{\prime}
$$

for all $s \geq s_{t}$. Then, set $\tau_{s_{t}}=\tau_{t}^{\prime}$ and for all $s_{t-1} \leq s<s_{t}$, set $\tau_{s}=\tau_{t-1}^{\prime}$. It is easy to check that this procedure yields a non-increasing scalar sequence $\tau_{t}$ with the desired limit.
By Lemma 12 with $\gamma_{t}:=\gamma, \Lambda_{t}$ is non-decaying, and its lowest eigenvalue is bounded from below. Using the limits in Equation (28),

$$
\lim _{t \rightarrow \infty} C_{t} U_{t} C_{t}^{\top}=0,
$$

which implies that $\lim _{t \rightarrow \infty}\left\|\Gamma_{t} U_{t} \Gamma_{t}^{\top}\right\|_{2}=0$. A similar argument yields a non-increasing scalar sequence $\gamma_{t}$ with the desired limit.

## C. 4 Proof of Theorem 2

By Lemma $11, \Lambda_{t} \preceq \Lambda_{t}^{U} \preceq \Lambda_{\star}$ and $\left\|D_{t+1}\right\|_{2} \leq\left\|D_{t}\right\|_{2}$ for all $t$. Using the initialisation condition,

$$
\left\|B_{t}\right\|_{2}^{2}=\left\|C_{t}\right\|_{2}^{2}+\left\|D_{t}\right\|_{2}^{2} \leq\left\|\Lambda_{t}\right\|_{2}+\left\|D_{0}\right\|_{2}^{2} \leq\left\|\Lambda_{\star}\right\|_{2}+\left\|B_{0}\right\|_{2}^{2} \leq \frac{1}{\alpha}
$$

Now, the conditions of Corollary 1 are satisfied with $c:=c_{2}$. By Corollary 1 ,

$$
\lim _{t \rightarrow \infty} D_{t}=0, \quad \lim _{t \rightarrow \infty} B_{t} w_{t}=0
$$

Moreover, by Corollary 3 there exist non-increasing sequences $\tau_{t}$ and $\gamma_{t}$ that are decaying. By Lemma 12 with these sequences yield $\Lambda_{t}^{L} \preceq \Lambda_{t}$, for all $t$. Finally, by Lemma 10 .

$$
\lim _{t \rightarrow \infty} \Lambda_{t}^{L} \rightarrow \Lambda_{\star} \quad \text { and } \quad \lim _{t \rightarrow \infty} \Lambda_{t}^{U} \rightarrow \Lambda_{\star}
$$

which concludes Theorem 2

## D Proof of Proposition 1

Proposition 2 below gives a more complete version of Proposition 1, stating an upper bound holding with probability at least $1-\delta$ for any $\delta>0$.
Proposition 2. Let $\hat{B}, w_{\text {test }}$ satisfy Equations 9) and 10) for a new task defined by ??. For any $\delta>0$ with probability at least $1-\delta$,

$$
\begin{gathered}
\left\|\hat{B} w_{\text {test }}-B_{\star} w_{\star}\right\|_{2}=\mathcal{O}\left(\frac{1+\bar{\sigma}^{2} / \lambda_{\min }\left(\Sigma_{\star}\right)}{m_{\text {in }}}\left\|w_{\star}\right\|+\max \left(\frac{\sqrt{k}+\sqrt{\log \left(\frac{4}{\delta}\right)}}{\sqrt{m_{\text {test }}}}, \frac{k+\log \left(\frac{4}{\delta}\right)}{m_{\text {test }}}\right)\left\|w_{\star}\right\|\right. \\
\left.+\sigma \sqrt{\frac{k}{m_{\text {test }}}}\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{k}}\right)\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{m_{\text {test }}}}\right)\right)
\end{gathered}
$$

where we recall $\bar{\sigma}^{2}=\operatorname{Tr}\left(\Sigma_{\star}\right)+\sigma^{2}$.
Using Equation (10), it comes

$$
\begin{aligned}
\hat{B} w_{\text {test }}-B_{\star} w_{\star} & =\left(\alpha \hat{B} \hat{B}^{\top} \Sigma_{\text {test }} B_{\star}-B_{\star}\right) w_{\star}+\frac{\alpha}{m_{\text {test }}} \hat{B} \hat{B}^{\top} X^{\top} z \\
& =\underbrace{B_{\star}\left(\alpha \Lambda_{\star}-\mathbf{I}_{k}\right) w_{\star}}_{(\mathrm{A})}+\underbrace{\alpha B_{\star} \Lambda_{\star}\left(B_{\star}^{\top} \Sigma_{\mathrm{test}} B_{\star}-\mathbf{I}_{k}\right) w_{\star}}_{(\mathrm{B})}+\underbrace{\frac{\alpha}{m_{\text {test }}} B_{\star} \Lambda_{\star} B_{\star}^{\top} X^{\top} z}_{(\mathrm{C})}
\end{aligned}
$$

The rest of the proof aims at individually bounding the norms of the terms (A), (B) and (C). First note that by definition of $\Lambda_{\star}$,

$$
\alpha \Lambda_{\star}-\mathbf{I}_{k}=-\frac{1}{m_{\mathrm{in}}+1} \mathbf{I}_{k}-\frac{m_{\mathrm{in}} \bar{\sigma}^{2}}{\left(m_{\mathrm{in}}+1\right)^{2}}\left[\Sigma_{\star}+\frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}+1} \mathbf{I}_{k}\right]^{-1}
$$

This directly implies that

$$
\begin{align*}
\left\|\alpha \Lambda_{\star}-\mathbf{I}_{k}\right\|_{2} & =\frac{1}{m_{\mathrm{in}}+1}+\frac{m_{\mathrm{in}} \bar{\sigma}^{2}}{\left(m_{\mathrm{in}}+1\right)^{2}} \cdot \frac{1}{\lambda_{\min }\left(\Sigma_{\star}\right)+\frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}+1}} \\
& \leq \frac{1+\frac{\bar{\sigma}^{2}}{\lambda_{\min }\left(\Sigma_{\star}\right)+\bar{\sigma}^{2} / m_{\mathrm{in}}}}{m_{\mathrm{in}}+1} \tag{29}
\end{align*}
$$

Moreover, the concentration inequalities of Lemmas 13 and 14 claim that with probability at least $1-\delta$ :

$$
\begin{gathered}
\left\|B_{\star}^{\top} \Sigma_{\text {test }} B_{\star}-\mathbf{I}_{k}\right\|_{2} \leq 3 \max \left(\frac{\sqrt{k}+\sqrt{2 \log \left(\frac{4}{\delta}\right)}}{\sqrt{m_{\text {test }}}}, \frac{\left(\sqrt{k}+\sqrt{2 \log \left(\frac{4}{\delta}\right)}\right)^{2}}{m_{\text {test }}}\right) \\
\left\|B_{\star}^{\top} X^{\top} z\right\|_{2} \leq 16 \sigma \sqrt{m_{\text {test }} k}\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{2 k}}\right)\left(1+\sqrt{\left.\frac{\log \left(\frac{4}{\delta}\right)}{2 m_{\text {test }}}\right)}\right.
\end{gathered}
$$

These two bounds along with Equation $(29)$ then allow to bound the terms (A) (B) and as follows

$$
\begin{aligned}
& \|(A)\|_{2} \leq \frac{1+\frac{\bar{\sigma}^{2}}{\lambda_{\min }\left(\Sigma_{\star}\right)+\bar{\sigma}^{2} / m_{\text {in }}}}{m_{\text {in }}+1}\left\|w_{\star}\right\| \\
& \|(B)\|_{2} \leq 3\left(1-\frac{1+\frac{\bar{\sigma}^{2}}{\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2} / m_{\mathrm{in}}}}{m_{\mathrm{in}}+1}\right) \max \left(\frac{\sqrt{k}+\sqrt{2 \log \left(\frac{4}{\delta}\right)}}{\sqrt{m_{\text {test }}}}, \frac{\left(\sqrt{k}+\sqrt{2 \log \left(\frac{4}{\delta}\right)}\right)^{2}}{m_{\text {test }}}\right)\left\|w_{\star}\right\| \\
& \|(C)\|_{2} \leq 16\left(1-\frac{1+\frac{\bar{\sigma}^{2}}{\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2} / m_{\text {in }}}}{m_{\text {in }}+1}\right) \sigma \sqrt{\frac{k}{m_{\text {test }}}}\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{2 k}}\right)\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{2 m_{\text {test }}}}\right)
\end{aligned}
$$

where we used in the two last bounds that $\alpha\left\|\Lambda_{\star}\right\|_{2} \leq 1-\frac{1+\frac{\bar{\sigma}^{2}}{\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2} / m_{\text {in }}}}{m_{\text {in }}+1}$. Summing these three bounds finally yields Proposition 2, and Proposition 1 with the particular choice $\delta=4 e^{-\frac{k}{2}}$.
Lemma 13. For any $\delta>0$, with probability at least $1-\frac{\delta}{2}$,

$$
\left\|B_{\star}^{\top} \Sigma_{\mathrm{test}} B_{\star}-\mathbf{I}_{k}\right\|_{2} \leq 3 \max \left(\frac{\sqrt{k}+\sqrt{2 \log \left(\frac{4}{\delta}\right)}}{\sqrt{m_{\mathrm{test}}}}, \frac{\left(\sqrt{k}+\sqrt{\left.2 \log \left(\frac{4}{\delta}\right)\right)^{2}}\right.}{m_{\mathrm{test}}}\right)
$$

and $\left\|B_{\star}^{\top} X^{\top}\right\|_{2} \leq \sqrt{m_{\mathrm{test}}}\left(1+\frac{\sqrt{k}+\sqrt{2 \log \left(\frac{1}{4 \delta}\right)}}{\sqrt{m_{\mathrm{test}}}}\right)$.
Proof. Note that $B_{\star}^{\top} X^{\top}$ is a matrix in $\mathbb{R}^{k \times m_{\text {test }}}$ whose entries are independent standard Gaussian variables. From there, applying Corollary 5.35 and Lemma 5.36 from Vershynin [2010] with $t=\sqrt{2 \log \left(\frac{1}{4 \delta}\right)}$ directly leads to Lemma 13

## Lemma 14.

$$
\mathbb{P}\left(\left\|B_{\star}^{\top} X^{\top} z\right\|_{2} \geq 16 \sigma \sqrt{m_{\text {test }} k}\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{2 k}}\right)\left(1+\sqrt{\frac{\log \left(\frac{4}{\delta}\right)}{2 m_{\text {test }}}}\right)\right) \leq \frac{\delta}{2}
$$

Proof. Let $A=B_{\star}^{\top} X^{\top}$ in this proof. Recall that $A$ has independent entries following a standard normal distribution. $A$ and $z$ are independent, which implies that $A \frac{z}{\|z\|} \sim \mathcal{N}\left(0, \mathbf{I}_{k}\right)$. Typical bounds on Gaussian variables then give [see e.g. Rigollet and Hütter, 2017, Remark 2.2.2]

$$
\mathbb{P}\left(\frac{\|A z\|}{\|z\|} \geq 4 \sqrt{k}\left(1+\sqrt{\left.\frac{\log \left(\frac{4}{\delta}\right)}{2 k}\right)}\right) \leq \frac{\delta}{4} .\right.
$$

A similar bound holds on the $\sigma$ sub-Gaussian vector $z$, which is of dimension $m_{\text {test }}$ :

$$
\mathbb{P}\left(\|z\| \geq 4 \sqrt{m_{\text {test }}}\left(1+\sqrt{\left.\frac{\log \left(\frac{4}{\delta}\right)}{2 m_{\text {test }}}\right)}\right) \leq e^{-\frac{m_{\text {test }}}{2}}\right.
$$

Combining these two bounds then yields Lemma 14 .

## E Technical lemmas

Lemma 15. Let $\Sigma=\frac{1}{n} X^{\top} X$ where $X \in \mathbb{R}^{n \times d}$ is such that each row is composed of i.i.d. samples $x \sim N\left(0, \mathbf{I}_{d}\right)$. For any unit vector $v$,

$$
\mathbb{E}\left[\Sigma v v^{\top} \Sigma\right]=\frac{1}{n} \mathbf{I}_{d}+\frac{n+1}{n} v v^{\top} .
$$

Proof. Let $x, x^{\prime} \sim N\left(0, \mathbf{I}_{d}\right)$. By expanding covariance $\Sigma$ and i.i.d. assumption,

$$
\mathbb{E}\left[\Sigma v v^{\top} \Sigma\right]=\underbrace{\frac{1}{n} \mathbb{E}\left[\langle x, v\rangle^{2} x x^{\top}\right]}_{(\mathrm{A})}+\underbrace{\frac{n-1}{n} \mathbb{E}\left[\langle x, v\rangle\left\langle x^{\prime}, v\right\rangle x x^{\prime \top}\right]}_{(\mathrm{B})} .
$$

For the term (A)

$$
\mathbb{E}\left[\langle x, v\rangle^{2} x x^{\top}\right]_{j k}=\mathbb{E}\left[\left(\sum_{i=1}^{d} x_{i} v_{i}\right)^{2} x_{j} x_{k}\right] .
$$

Any term with an odd-order power cancels out as the data is symmetric around the origin, and

$$
\mathbb{E}\left[\langle x, v\rangle^{2} x x^{\top}\right]=2 v v^{\top}+\mathbf{I}_{d},
$$

by the following computations,

$$
\begin{aligned}
& \mathbb{E}\left[\langle x, v\rangle^{2} x x^{\top}\right]_{j j}=v_{j}^{2} \mathbb{E}\left[x_{j}^{4}\right]+\sum_{i \neq j} v_{i}^{2} \mathbb{E}\left[x_{i}^{2} x_{j}^{2}\right]=3 v_{j}^{2}+\sum_{i \neq j} v_{i}^{2}=2 v_{j}^{2}+1, \\
& \mathbb{E}\left[\langle x, v\rangle^{2} x x^{\top}\right]_{j k}=2 v_{j} v_{k} \mathbb{E}\left[x_{j}^{2} x_{k}^{2}\right]=2 v_{j} v_{k}
\end{aligned}
$$

For the term (B), by i.i.d. assumption,

$$
\mathbb{E}\left[\langle x, v\rangle\left\langle x^{\prime}, v\right\rangle x x^{\prime \top}\right]=\mathbb{E}[\langle x, v\rangle x] \mathbb{E}[\langle x, v\rangle x]^{\top}
$$

With a similar argument, it is easy to see

$$
\mathbb{E}[\langle x, v\rangle x]_{i}=\mathbb{E}\left[x_{i}^{2} v_{i}\right]=v_{i}, \quad \text { and } \quad \mathbb{E}[\langle x, v\rangle x]=v
$$

Combining the two terms yields Lemma 15 .
Lemma 16. Let $A$ and $B$ be positive semi-definite symmetric matrices of shape $k \times k$ and $A B=B A$. Then,

$$
A B \preceq\|A\|_{2} B .
$$

Proof. As $A$ and $B$ are normal matrices that commute, there exist an orthogonal $Q$ such that $A=Q \Lambda_{A} Q^{\top}$ and $B=Q \Lambda_{B} Q^{\top}$ where $\Lambda_{A}$ and $\Lambda_{B}$ are diagonal. Then,

$$
A B=Q \Lambda_{A} \Lambda_{B} Q^{\top} \preceq\|A\| Q \Lambda_{B} Q^{\top}
$$

as for any vector $v \in \mathbb{R}^{k}$,

$$
v^{\top} A B v=\sum_{i=1}^{k}\left(\Lambda_{A}\right)_{i i}\left(\Lambda_{B}\right)_{i i}\left(Q v_{i}\right)^{2} \leq\|A\|_{2} \sum_{i=1}^{k}\left(\Lambda_{B}\right)_{i i}\left(Q v_{i}\right)^{2}=\|A\|_{2} B
$$

Lemma 17. Let $A$ and $B$ be positive semi-definite symmetric matrices of shape $k \times k$ such that $A B=B A$ and $A \preceq B$. Then, for any $k \in \mathbb{N}$,

$$
\begin{equation*}
A^{k} \preceq B^{k} \tag{30}
\end{equation*}
$$

Proof. As $A$ and $B$ are normal matrices that commute, there exist an orthogonal $Q$ such that $A=Q \Lambda_{A} Q^{\top}$ and $B=Q \Lambda_{B} Q^{\top}$ where $\Lambda_{A}$ and $\Lambda_{B}$ are diagonal. Then,

$$
B^{k}-A^{k}=Q\left(\Lambda_{B}^{k}-\Lambda_{A}^{k}\right) Q^{\top} \succeq 0
$$

as $B \succeq A$ implies $\Lambda_{B} \succeq \Lambda_{A}$.

## F Fixed points characterized by Theorem 1 are global minima

The ANIL loss with $m$ samples in the inner loop reads,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{ANIL}}(B, w ; m)=\frac{1}{2} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\|B \tilde{w}\left(w ; X_{i}, y_{i}\right)-B_{\star} w_{\star, i}\right\|^{2}\right] \tag{31}
\end{equation*}
$$

where is the updated head after a step of gradient descent, i.e.,

$$
\begin{equation*}
\tilde{w}\left(w ; X_{i}, y_{i}\right):=\left(w-\frac{\alpha}{m} B^{\top} X_{i}^{\top}\left(X_{i} B w-y_{i}\right)\right) \tag{32}
\end{equation*}
$$

Whenever the context is clear, we will write $\tilde{w}$ or $\tilde{w}(w)$ instead of $\tilde{w}\left(w ; X_{i}, y_{i}\right)$ for brevity. Theorem 1 proves that minimising objective in Equation (31) with FO-ANIL algorithm asymptotically convergences to a set of fixed points, under some conditions. In Proposition3, we show that these points are global minima of the Equation 31.
Proposition 3. Fix any $(\hat{B}, \hat{w})$ that satisfy the three limiting conditions of Theorem 1 .

$$
\begin{aligned}
B_{\star, \perp}^{\top} \hat{B} & =0, \\
\hat{B} \hat{w} & =0, \\
B_{\star}^{\top} \hat{B} \hat{B}^{\top} B_{\star} & =\Lambda_{\star} .
\end{aligned}
$$

Then, $(\hat{B}, \hat{w})$ is the minimiser of the Equation 31, i.e.,

$$
(\hat{B}, \hat{w}) \in \underset{B, w}{\operatorname{argmin}} \mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right)
$$

Proof. The strategy of proof is to iteratively show that modifying points to satisfy these three limits reduce the ANIL loss. Lemmas 18 to 20 demonstrates how to modify each point such that the resulting point obeys a particular limit and has better generalisation.
For any $(B, w)$, define the following points,

$$
\begin{aligned}
& \left(B_{1}, w_{1}\right)=\left(B-B_{\star, \perp}^{\top} B_{\star, \perp}^{\top} B, w\right) \\
& \left(B_{2}, w_{2}\right)=\left(B_{1}, w_{1}-B_{1}^{\top}\left(B_{1} B_{1}^{\top}\right)^{-1} B_{1} w_{1}\right)
\end{aligned}
$$

Then, Lemmas 18 to 20 show that

$$
\mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right) \geq \mathcal{L}_{\mathrm{ANIL}}\left(B_{1}, w_{1} ; m_{\mathrm{in}}\right) \geq \mathcal{L}_{\mathrm{ANIL}}\left(B_{2}, w_{2} ; m_{\mathrm{in}}\right) \geq \mathcal{L}_{\mathrm{ANIL}}\left(\hat{B}, \hat{w} ; m_{\mathrm{in}}\right)
$$

Since $(B, w)$ is arbitrary,

$$
(\hat{B}, \hat{w}) \in \underset{B, w}{\operatorname{argmin}} \mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right) .
$$

Lemma 18. Consider any parameters $(B, w) \in \mathbb{R}^{d \times k^{\prime}} \times \mathbb{R}^{k^{\prime}}$. Let $B^{\prime}=B-B_{\star, \perp} B_{\star, \perp}^{\top} B$. Then, for any $m>0$, we have

$$
\mathcal{L}_{\mathrm{ANIL}}(B, w ; m) \geq \mathcal{L}_{\mathrm{ANIL}}\left(B^{\prime}, w ; m\right)
$$

Proof. Decomposing the loss into two orthogonal terms yields the desired result,

$$
\begin{aligned}
\mathcal{L}_{\mathrm{ANIL}}(B, w ; m) & =\frac{1}{2} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\|B_{\star}^{\top} B \tilde{w}-w_{\star, i}\right\|^{2}\right]+\frac{1}{2} \mathbb{E}_{X_{i}, y_{i}}\left[\left\|B_{\star, \perp}^{\top} B \tilde{w}\right\|^{2}\right] \\
& \leq \frac{1}{2} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\|B_{\star}^{\top} B \tilde{w}-w_{\star, i}\right\|^{2}\right] \\
& =\mathcal{L}_{\mathrm{ANIL}}\left(B^{\prime}, w ; m\right)
\end{aligned}
$$

Lemma 19. Consider any parameters $(B, w) \in \mathbb{R}^{d \times k^{\prime}} \times \mathbb{R}^{k^{\prime}}$ such that $B_{\star, \perp}^{\top} B=0$. Let $w^{\prime}=$ $w-B^{\top}\left(B B^{\top}\right)^{-1} B w$. Then, for any $m>0$, we have

$$
\mathcal{L}_{\mathrm{ANIL}}(B, w ; m) \geq \mathcal{L}_{\mathrm{ANIL}}\left(B, w^{\prime} ; m\right)
$$

Proof. Expanding the square,

$$
\begin{aligned}
\mathcal{L}_{\mathrm{ANIL}}(B, w ; m) & -\mathcal{L}_{\mathrm{ANIL}}\left(B, w^{\prime} ; m\right)=\frac{1}{2} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\|B_{\star}^{\top} B \tilde{w}(w)-w_{\star, i}\right\|^{2}-\left\|B_{\star}^{\top} B \tilde{w}\left(w^{\prime}\right)-w_{\star, i}\right\|^{2}\right] \\
& =\frac{1}{2} \underbrace{\mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\|B \tilde{w}(w)\|^{2}-\left\|B \tilde{w}\left(w^{\prime}\right)\right\|^{2}\right]}_{(\mathrm{A})}-\underbrace{\mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\langle B_{\star} w_{\star, i}, B \tilde{w}(w)-B \tilde{w}\left(w^{\prime}\right)\right\rangle\right]}_{(\mathrm{B})} .
\end{aligned}
$$

First, expanding $\tilde{w}(w)$ and $\tilde{w}\left(w^{\prime}\right)$ by Equation (32,

$$
B \tilde{w}(w)=\left(\mathbf{I}_{d}-\frac{\alpha}{m} B B^{\top} X_{i}^{\top} X_{i}\right) B w+\frac{\alpha}{m} B B^{\top} X_{i}^{\top} y_{i}, \quad B \tilde{w}\left(w^{\prime}\right)=\frac{\alpha}{m} B B^{\top} X_{i}^{\top} y_{i}
$$

For the first term,

$$
\begin{aligned}
(A) & =\mathbb{E}_{X_{i}}\left[\left\|\left(\mathbf{I}_{d}-\frac{\alpha}{m} B B^{\top} X_{i}^{\top} X_{i}\right) B w\right\|^{2}\right]+\frac{2 \alpha}{m} \mathbb{E}_{w_{\star, i}, X_{i}}\left[\left\langle\left(\mathbf{I}_{d}-\frac{\alpha}{m} B B^{\top} X_{i}^{\top} X_{i}\right) B w, B B^{\top} X_{i}^{\top} X_{i} B_{\star} w_{\star}\right\rangle\right] \\
& =\mathbb{E}_{X_{i}}\left[\left\|\left(\mathbf{I}_{d}-\frac{\alpha}{m} B B^{\top} X_{i}^{\top} X_{i}\right) B w\right\|^{2}\right] \geq 0
\end{aligned}
$$

where we have used that the tasks and the noise are centered around 0 . For the second term,

$$
(B)=\left\langle\mathbb{E}_{w_{\star, i}}\left[B_{\star} w_{\star, i}\right], \mathbb{E}_{X_{i}}\left[\left(\mathbf{I}_{d}-\frac{\alpha}{m_{\mathrm{in}}} B B^{\top} X_{i}^{\top} X_{i}\right) B w\right]\right\rangle=0
$$

where we have again used that the tasks are centered around 0 . Putting two results together yields Lemma 19

Lemma 20. Consider any parameters $(B, w) \in \mathbb{R}^{d \times k^{\prime}} \times \mathbb{R}^{k^{\prime}}$ such that $B_{\star, \perp}^{\top} B=0, B w=0$. Let $\left(B^{\prime}, w^{\prime}\right) \in \mathbb{R}^{d \times k^{\prime}} \times \mathbb{R}^{k^{\prime}}$ such that $B_{\star, \perp}^{\top} B^{\prime}=0, B^{\prime} w^{\prime}=0$ and $B_{\star}^{\top} B^{\prime} B^{\prime \top} B_{\star}=\Lambda_{\star}$. Then, we have

$$
\mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right) \geq \mathcal{L}_{\mathrm{ANIL}}\left(B^{\prime}, w^{\prime} ; m_{\mathrm{in}}\right)
$$

Proof. Let $\Lambda:=B_{\star}^{\top} B B^{\top} B_{\star}$ in this proof. Using $B_{\star, \perp}^{\top} B=0$, we have

$$
\mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right)=\frac{1}{2} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\|B_{\star}^{\top} B \tilde{w}-w_{\star, i}\right\|^{2}\right] .
$$

Plugging in the definition of $\tilde{w}$,

$$
\begin{aligned}
\mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right) & =\frac{\alpha^{2}}{2} \underbrace{\frac{1}{m_{\mathrm{in}}^{2}} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\|B_{\star}^{\top} B B^{\top} X_{i}^{\top} y_{i}\right\|^{2}\right]}_{(\mathrm{A})} \\
& -\alpha \underbrace{\frac{1}{m_{\mathrm{in}}} \mathbb{E}_{w_{\star, i}, X_{i}, y_{i}}\left[\left\langle w_{\star, i}, B_{\star}^{\top} B B^{\top} X_{i}^{\top} y_{i}\right\rangle\right]}_{(\mathrm{B})}+\frac{1}{2} \operatorname{tr}\left(\Sigma_{\star}\right)
\end{aligned}
$$

Using that the label noise is centered,

$$
(A)=\underbrace{\mathbb{E}_{w_{\star, i}, X_{i}}\left[\left\|B_{\star}^{\top} B B^{\top} \Sigma_{i} B_{\star} w_{\star}\right\|^{2}\right]}_{(C)}+\underbrace{\mathbb{E}_{X_{i}, z_{i}}\left[\left\|B_{\star}^{\top} B B^{\top} X_{i}^{\top} z_{i}\right\|^{2}\right]}_{(\mathrm{D})},
$$

where $\Sigma_{i}:=\frac{1}{m_{\mathrm{in}}} X_{i}^{\top} X_{i}$. By the independence of $w_{\star, i}, X_{i}$ and Lemma 15 ,

$$
\begin{aligned}
(C) & =\operatorname{tr}\left(B_{\star}^{\top} B B^{\top} \mathbb{E}_{w_{\star, i}, X_{i}}\left[\Sigma_{i} B_{\star} w_{\star} w_{\star}^{\top} B_{\star}^{\top} \Sigma_{i}\right] B B^{\top} B_{\star}\right) \\
& =\operatorname{tr}\left(B_{\star}^{\top} B B^{\top} \mathbb{E}_{X_{i}}\left[\Sigma_{i} B_{\star} \Sigma_{\star} B_{\star}^{\top} \Sigma_{i}\right] B B^{\top} B_{\star}\right) \\
& =\frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \operatorname{tr}\left(B_{\star}^{\top} B B^{\top} B_{\star} \Sigma_{\star} B_{\star}^{\top} B B^{\top} B_{\star}\right)+\frac{1}{m_{\mathrm{in}}} \operatorname{tr}\left(B_{\star}^{\top} B B^{\top} B B^{\top} B_{\star}\right) \\
& =\frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \operatorname{tr}\left(\Lambda \Sigma_{\star} \Lambda\right)+\frac{1}{m_{\mathrm{in}}} \operatorname{tr}\left(\Sigma_{\star}\right) \operatorname{tr}\left(\Lambda^{2}\right) .
\end{aligned}
$$

For the term (D), we have

$$
\begin{aligned}
(D) & =\frac{1}{m_{\mathrm{in}}} \operatorname{tr}\left(B_{\star}^{\top} B B^{\top} \mathbb{E}_{X_{i}, z_{i}}\left[X_{i}^{\top} z_{i} z_{i}^{\top} X_{i}\right] B B^{\top} B_{\star}\right) \\
& =\sigma^{2} \operatorname{tr}\left(B_{\star}^{\top} B B^{\top} \mathbb{E}_{X_{i}}\left[\Sigma_{i}\right] B B^{\top} B_{\star}\right) \\
& =\sigma^{2} \operatorname{tr}\left(B_{\star}^{\top} B B^{\top} B B^{\top} B_{\star}\right) \\
& =\sigma^{2} \operatorname{tr}\left(\Lambda^{2}\right) .
\end{aligned}
$$

Lastly, for the term (B), we have

$$
\begin{aligned}
(B) & =\frac{1}{m_{\mathrm{in}}} \mathbb{E}_{w_{\star, i}, X_{i}}\left[\left\langle w_{\star, i}, B_{\star}^{\top} B B^{\top} X_{i}^{\top} X_{i} B_{\star} w_{\star, i}\right\rangle\right] \\
& =\mathbb{E}_{w_{\star, i}}\left[\left\langle w_{\star, i}, B_{\star}^{\top} B B^{\top} B_{\star} w_{\star, i}\right\rangle\right] \\
& =\operatorname{tr}\left(\Lambda \Sigma_{\star}\right)
\end{aligned}
$$

Putting everything together using $\Sigma_{\star}$ is scaled identity,

$$
\begin{aligned}
\mathcal{L}_{\mathrm{ANIL}}\left(B, w ; m_{\mathrm{in}}\right) & =\frac{\alpha^{2}}{2 m_{\mathrm{in}}}\left(\left(m_{\mathrm{in}}+1\right) \operatorname{tr}\left(\Lambda \Sigma_{\star} \Lambda\right)+\operatorname{tr}\left(\Sigma_{\star}\right) \operatorname{tr}\left(\Lambda^{2}\right)\right)-\alpha \operatorname{tr}\left(\Lambda \Sigma_{\star}\right)+\frac{1}{2} \operatorname{tr}\left(\Sigma_{\star}\right) \\
& =\frac{\alpha^{2}}{2 m_{\mathrm{in}}}\left(\left(m_{\mathrm{in}}+1\right)\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2}\right) \operatorname{tr}\left(\Lambda^{2}\right)-\alpha\left\|\Sigma_{\star}\right\|_{2} \operatorname{tr}(\Lambda)+\frac{1}{2} \operatorname{tr}\left(\Sigma_{\star}\right)
\end{aligned}
$$

Hence, the loss depends on $B$ only through $\Lambda:=B_{\star}^{\top} B B^{\top} B_{\star}$ for all $(B, w)$ such that $B_{\star, \perp}^{\top} B=$ $0, B w=0$. Taking the derivative w.r.t. $\Lambda$ yields that $\Lambda$ is a minimiser if and only if

$$
\frac{\alpha}{m_{\mathrm{in}}}\left(\left(m_{\mathrm{in}}+1\right)\left\|\Sigma_{\star}\right\|_{2}+\bar{\sigma}^{2}\right) \Lambda-\lambda_{\max }\left(\Sigma_{\star}\right) I=0
$$

This quantity is minimised for $\Lambda_{\star}$ as

$$
\alpha \frac{m_{\mathrm{in}}+1}{m_{\mathrm{in}}} \Lambda_{\star}\left(\Sigma_{\star}+\frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}+1} \Lambda_{\star}\right)=\Sigma_{\star}
$$

## G Extending Collins et al. [2022] analysis to the misspecified setting

We show that the dynamics for infinite samples in the misspecified setting $k<k^{\prime} \leq d$ is reducible to a well-specified case studied in Collins et al. [2022]. The idea is to show that the dynamics is restricted to a $k$-dimensional subspace via a time-independent bijection between misspecified and well-specified iterates.
In the infinite samples limit, $m_{\mathrm{in}}=\infty, m_{\text {out }}=\infty$, the outer loop updates of Equation (3) simplify with Assumption 1 to

$$
\begin{align*}
w_{t+1}= & w_{t}-\beta \Delta_{t} B_{t}^{\top}\left(B_{t} w_{t}-B_{\star} \mu_{\star}\right) \\
B_{t+1}= & B_{t}-\beta B_{t} \Delta_{t} w_{t}\left(\Delta_{t} w_{t}+\alpha B_{t}^{\top} B_{\star} \mu_{\star}\right)^{\top}  \tag{33}\\
& +\beta\left(\mathbf{I}_{d}-\alpha B_{t} B_{t}^{\top}\right) B_{\star}\left(\mu_{\star}\left(\Delta_{t} w_{t}\right)^{\top}+\alpha \Sigma_{\star} B_{\star}^{\top} B_{t}\right)
\end{align*}
$$

where $\mu_{\star}$ and $\Sigma_{\star}$ respectively are the empirical task mean and covariance, and $\Delta_{t}:=\mathbf{I}_{k^{\prime}}-\alpha B_{t}^{\top} B_{t}$. This leads to following updates on $C_{t}:=B_{\star}^{\top} B_{t}$,

$$
\begin{aligned}
C_{t+1}= & \left(\mathbf{I}_{k}+\alpha \beta\left(\mathbf{I}_{k}-C_{t} C_{t}^{\top}\right) \Sigma_{\star}\right) C_{t}-\beta C_{t} \Delta_{t} w_{t}\left(\Delta_{t} w_{t}+\alpha C_{t}^{\top} \mu_{\star}\right)^{\top} \\
& +\beta\left(\mathbf{I}_{k}-\alpha C_{t} C_{t}^{\top}\right) \mu_{\star}\left(\Delta_{t} w_{t}\right)^{\top}
\end{aligned}
$$

A key observation of this recursion is that all the terms end with $C_{t}$ or $\Delta_{t}$. This observation is sufficient to deduce that $C_{t}$ is fixed in its row space.

Assume that $B_{0}$ is initialised such that

$$
\operatorname{ker}\left(C_{0}\right) \subseteq \operatorname{ker}\left(\Delta_{0}\right)
$$

This condition is always satisfiable by a choice of $B_{0}$ that guarantees $B_{0}^{\top} B_{0}=\alpha \mathbf{I}_{k^{\prime}}$, similarly to Collins et al. [2022]. With this assumption, there is no dynamics in the kernel space of $C_{0}$. More precisely, we show that for all time $t, \operatorname{ker}\left(C_{0}\right) \subseteq \operatorname{ker}\left(C_{t}\right) \cap \operatorname{ker}\left(\Delta_{t}\right)$. Then, it is easy to conclude that $B_{t}$ has simplified rank-deficient dynamics.

Assume the following inductive hypothesis at time $t$,

$$
\operatorname{ker}\left(C_{0}\right) \subseteq \operatorname{ker}\left(C_{t}\right) \cap \operatorname{ker}\left(\Delta_{t}\right)
$$

For time step $t+1$, we have for all $v \in \operatorname{ker}\left(C_{t}\right) \cap \operatorname{ker}\left(\Delta_{t}\right), C_{t+1} v=0$. As a result, the next step contains the kernel space of the previous step, i.e., $\operatorname{ker}\left(C_{0}\right) \subseteq \operatorname{ker}\left(C_{t}\right) \cap \operatorname{ker}\left(\Delta_{t}\right) \subseteq \operatorname{ker}\left(C_{t+1}\right)$. Similarly, inspecting the expression for $\Delta_{t+1}$, we have for all $v \in \operatorname{ker}\left(C_{t}\right) \cap \operatorname{ker}\left(\Delta_{t}\right), \Delta_{t+1} v=0$ and $\operatorname{ker}\left(C_{0}\right) \subseteq \operatorname{ker}\left(C_{t}\right) \cap \operatorname{ker}\left(\Delta_{t}\right) \subseteq \operatorname{ker}\left(\Delta_{t+1}\right)$. Therefore, the induction hypothesis at time step $t+1$ holds.
Now, using that $\operatorname{ker}\left(C_{t}\right)=\operatorname{col}\left(C_{t}^{\top}\right)^{\perp}$, row spaces of $C_{t}$ are confined in the same $k$-dimensional subspace, $\operatorname{col}\left(C_{t}^{\top}\right) \supseteq \operatorname{col}\left(C_{0}^{\top}\right)$. Let $R \in \mathbb{R}^{k \times k^{\prime}}$ and $R_{\perp} \in \mathbb{R}^{\left(k^{\prime}-k\right) \times k^{\prime}}$ be two orthogonal matrices that span $\operatorname{col}\left(C_{0}^{\top}\right)$ and $\operatorname{col}\left(C_{0}^{\top}\right)^{\perp}$, respectively. That is, $R$ and $R_{\perp}$ satisfy $R R^{\top}=\mathbf{I}_{k}, \operatorname{col}(R)=$ $\operatorname{col}\left(C_{0}^{\top}\right)$ and $R_{\perp} R_{\perp}^{\top}=\mathbf{I}_{k^{\prime}-k}, \operatorname{col}\left(R_{\perp}\right)=\operatorname{col}\left(C_{0}^{\top}\right)^{\perp}$. It is easy to show that updates to $B_{t}$ and $w_{t}$ are orthogonal to $\operatorname{col}\left(R_{\perp}\right)$, i.e.,

$$
B_{t} R_{\perp}^{\top}=B_{0} R_{\perp}^{\top}, \quad \text { and } R_{\perp} w_{t}=R_{\perp} w_{0}
$$

With this result, we can prove that there is a $k$-dimensional parametrisation of the misspecified dynamics. Let $\hat{w}_{0} \in \mathbb{R}^{k}, \hat{B}_{0} \in \mathbb{R}^{d \times k}$ defined as

$$
\hat{B}_{0}:=B_{0} R^{\top}, \quad \hat{w}_{0}:=R w_{0}
$$

Running FO-ANIL in the infinite samples limit, initialized with $\hat{B}_{0}$ and $\hat{w}_{0}$, mirrors the dynamics of the original misspecified iterations, i.e., $\hat{B}_{t}$ and $\hat{w}_{t}$ satisfy,

$$
\hat{B}_{t}=B_{t} R^{\top}, \quad \hat{w}_{t}=R w_{t}, \quad \hat{B}_{t} \hat{w}_{t}=B_{t} w_{t}-B_{0} R_{\perp}^{\top} R_{\perp} w_{0}
$$

This given bijection proves that iterates are fixed throughout training on the $k^{\prime}-k$-dimensional subspace $\operatorname{col}\left(R_{\perp}\right)$. Hence, as argued in Appendix A the infinite samples dynamics do not capture unlearning behavior observed in Appendix In contrast, the infinite tasks idealisation exhibits both learning and unlearning dynamics.

## H Convergence rate for unlearning

In Proposition 4. we derive the rate $\left\|B_{\star, \perp}^{\top} B_{t}\right\|^{2}=\mathcal{O}\left(\frac{m_{\mathrm{in}}}{\alpha^{2} \beta \bar{\sigma}^{2} t}\right)$.
Proposition 4. Under the conditions of Theorem 2

$$
\begin{equation*}
\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2} \leq \frac{1}{\alpha^{2} \beta \frac{\bar{\sigma}^{2}}{m_{\mathrm{in}}} t+\frac{1}{\left\|B_{\star, \perp}^{\top} B_{0}\right\|_{2}^{2}}} \tag{34}
\end{equation*}
$$

for any time $t \geq 0$.
Proof. Recall that Lemma 2 holds for all time steps by Theorem 2. That is, for all $t>0$,

$$
\begin{equation*}
\left\|B_{\star, \perp}^{\top} B_{t+1}\right\|_{2}^{2} \leq\left(1-\kappa\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2}\right)\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2} \tag{35}
\end{equation*}
$$

where $\kappa:=\frac{\alpha^{2} \beta}{m_{\mathrm{in}}} \bar{\sigma}^{2}$ for brevity. Now, assume the inductive hypothesis in Equation 34 holds for time $t$. Observe that the function $x \mapsto(1-\kappa x) x$ is increasing on $\left[0, \frac{1}{2 \kappa}\right]$ and

$$
\left\|B_{\star, \perp}^{\top} B_{t}\right\|_{2}^{2} \leq\left\|B_{\star, \perp}^{\top} B_{0}\right\|_{2}^{2} \leq \frac{1}{\alpha} \frac{1}{m_{\mathrm{in}}+1} \leq \frac{1}{2 \kappa}
$$

by the assumptions of Theorem 2. Then, by Equation (35) and monotonicity of $x \mapsto(1-\kappa x) x$,

$$
\left\|B_{\star, \perp}^{\top} B_{t+1}\right\|_{2}^{2} \leq\left(1-\frac{\kappa}{\kappa t+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}}\right) \frac{1}{\kappa t+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}}=\frac{\kappa(t-1)+\frac{1}{\left\|B_{\star, \perp}^{\top} B_{0}\right\|_{2}^{2}}}{\left(\kappa t+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}\right)^{2}} .
$$

Using the inequality of arithmetic and geometric means,

$$
\begin{aligned}
\left\|B_{\star, \perp}^{\top} B_{t+1}\right\|_{2}^{2} & \leq \frac{\kappa(t-1)+\frac{1}{\left\|B_{\star, \perp}^{\top} B_{0}\right\|_{2}^{2}}}{\left(\kappa t+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}\right)^{2}} \cdot \frac{\kappa(t+1)+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}}{\kappa(t+1)+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}} \\
& \leq \frac{1}{\kappa(t+1)+\frac{1}{\left\|B_{\star, \perp} B_{0}\right\|_{2}^{2}}}
\end{aligned}
$$

Hence, the induction hypothesis at time step $t+1$ holds.

## I Experiments

This section empirically studies the behavior of model-agnostic methods on a toy example. We consider a setup with a large but finite number of tasks $N=5000$, feature dimension $d=50$, a limited number of samples per task $m=30$, small hidden dimension $k=5$ and Gaussian label noise with variance $\sigma^{2}=2$. We study a largely misspecified problem where $k^{\prime}=d$. To demonstrate that Theorem 1 holds more generally, we consider a non-identity covariance $\Sigma_{\star}$ proportional to $\operatorname{diag}(1, \cdots, k)$. The complete experimental details are given in Appendix I. 1 .


Figure 1: Evolution of smallest (left) and largest (right) squared singular value of $B_{\star}^{\top} B_{t}$ during training. The shaded area represents the standard deviation observed over 10 runs.

To observe the differences between the idealised models and the true algorithm, FO-ANIL with finite samples and tasks is compared with both its infinite tasks and infinite samples versions. It is also compared with FO-MAML and Burer-Monteiro factorisation.
Figure 1 first illustrates how the different methods learn the ground truth subspace given by $B_{\star}$. More precisely, it shows the evolution of the largest and smallest squared singular value of $B_{\star}^{\top} B_{t}$.

Figure 2 on the other hand illustrates how different methods unlearn the orthogonal complement of $\operatorname{col}\left(B_{\star}\right)$, by showing the evolution of the largest and averaged squared singular value of $B_{\star, \perp}^{\top} B_{t}$.


Figure 2: Evolution of average (left) and largest (right) squared singular value of $B_{\star, \perp}^{\top} B_{t}$ during training. The shaded area represents the standard deviation observed over 10 runs.

Finally, Table 1 compares the excess risks achieved by these methods on a new task with both 20 and 30 samples. The parameter is estimated by a ridge regression on $(X \hat{B}, y)$, where $\hat{B}$ is the representation learnt while training. Additionally, we report the loss obtained for model-agnostic
methods after a single gradient descent update. These methods are also compared with the single-task baseline that performs ridge regression on the $d$-dimensional feature space, and the oracle baseline that directly performs ridge regression on the ground truth $k$-dimensional parameter space. Ridge regression is used for all methods, since regularising the objective largely improves the test loss here (overfitting might occur otherwise). For each method, the regularisation parameter is tuned using a grid-search over multiple values.

Table 1: Excess risk evaluated on 10000 testing tasks. The number after $\pm$ is the standard deviation over 10 independent training runs. For model-agnostic methods, 1-GD refers to a single gradient descent step at test time; Ridge refers to ridge estimator with respect to the learnt representation.

|  | $m_{\text {test }}=20$ |  | $m_{\text {test }}=30$ |  |
| :--- | :---: | :---: | :---: | :---: |
| Single-task ridge | $1.84 \pm 0.03$ | $1.63 \pm 0.02$ |  |  |
| Oracle ridge | $0.50 \pm 0.01$ | $0.34 \pm 0.01$ |  |  |
| Burer-Monteiro | $1.23 \pm 0.03$ |  | $1.03 \pm 0.02$ |  |
|  | $1-\mathrm{GD}$ | Ridge | $1-\mathrm{GD}$ | Ridge |
| FO-ANIL | $0.81 \pm 0.01$ | $0.73 \pm 0.03$ | $0.64 \pm 0.01$ | $0.57 \pm 0.02$ |
| FO-MAML | $0.81 \pm 0.01$ | $0.73 \pm 0.04$ | $0.63 \pm 0.01$ | $0.58 \pm 0.01$ |
| FO-ANIL infinite tasks | $0.77 \pm 0.01$ | $0.67 \pm 0.03$ | $0.60 \pm 0.01$ | $0.52 \pm 0.01$ |
| FO-ANIL infinite samples | $1.78 \pm 0.02$ | $1.04 \pm 0.02$ | $1.19 \pm 0.01$ | $0.84 \pm 0.02$ |

As predicted by Theorem 1 , FO-ANIL with infinite tasks exactly converges to $\Lambda_{\star}$. More precisely, it quickly learns the ground truth subspace. Moreover, it unlearns its orthogonal complement as the singular values of $B_{\star, \perp}^{\top} B_{t}$ decrease to 0 , yet at the slow rate given in Appendix H FO-ANIL and FO-MAML with a finite number of tasks almost coincide. Although very close to infinite tasks FO-ANIL, they seem to unlearn the orthogonal space of $\operatorname{col}\left(B_{\star}\right)$ even more slowly. In particular, there are a few directions (given by the maximal singular value) that are unlearnt either very slowly or up to a small error. However on average, the unlearning happens at a comparable rate, and the effect of the few extreme directions is negligible. These methods thus learn a good representation and reach an excess risk approaching the oracle baseline when doing either ridge regression or just a single gradient step.
On the other hand, as predicted in Appendix A FO-ANIL with an infinite number of samples quickly learns $\operatorname{col}\left(B_{\star}\right)$, but it does not unlearn the orthogonal complement. The singular values along the orthogonal complement stay constant. A similar behavior is observed for Burer-Monteiro factorisation: the ground truth subspace is quickly learnt, but the orthogonal complement is not unlearnt. Actually, the singular values along the orthogonal complement even increase during the first steps of training. For both methods, the inability of unlearning the orthogonal complement significantly hurts the performance at test time. Note however that they still outperform the single-task baseline. The singular values along $\operatorname{col}\left(B_{\star}\right)$ are indeed larger than along its orthogonal complement. More weight is then put on the ground truth subspace when estimating a new task.

These experiments confirm the phenomena described in Section 3 and Appendix A Model-agnostic methods not only learn the good subspace, but also unlearn its orthogonal complement. This unlearning yet happens slowly and many iterations are required to completely ignore the orthogonal space.

## I. 1 Experimental details

In the experiments considered in Appendix $\mid$, samples are split into two subsets with $m_{\text {in }}=20$ and $m_{\text {out }}=10$ for model-agnostic methods. The task parameters $w_{\star, i}$ are drawn i.i.d. from $\mathcal{N}\left(0, \Sigma_{\star}\right)$, where $\Sigma_{\star}=c \operatorname{diag}(1, \ldots, k)$ and $c$ is a constant chosen so that $\left\|\Sigma_{\star}\right\|_{F}=\sqrt{k}$. Moreover, the features are drawn i.i.d. following a standard Gaussian distribution. All the curves are averaged over 10 training runs.
Model-agnostic methods are all trained using step sizes $\alpha=\beta=0.025$. For the infinite tasks model, the iterates are computed using the close form formulas given by Equations (5) and (6) for $m_{\mathrm{in}}=20$. For the infinite samples model, it is computed using the closed form formula of Collins et al. [2022


Figure 3: Evolution of the excess risk (evaluated on 10000 tasks with $m_{\text {test }}=30$ ) with respect to the number of gradient descent steps processed, averaged over 10 training runs.

Equation (3)] with $N=5000$ tasks. The matrix $B_{0}$ is initialised randomly as an orthogonal matrix such that $B_{0}^{\top} B_{0}=\frac{1}{4 \alpha} \mathbf{I}_{k^{\prime}}$. The vector $w_{0}$ is initialised uniformly at random on the $k^{\prime}$-dimensional sphere with squared radius $0.01 k^{\prime} \alpha$.
For training Burer-Monteiro method, we initialise $B_{0}$ is initialised randomly as an orthogonal matrix such that $B_{0}^{\top} B_{0}=\frac{1}{100} \mathbf{I}_{k^{\prime}}$ and each column of $W$ is initialised uniformly at random on the $k^{\prime}$ dimensional sphere with squared radius $0.01 k^{\prime} \alpha$. ${ }^{2}$ Also, similarly to Tripuraneni et al. [2021], we add a $\frac{1}{8}\left\|B_{t}^{\top} B_{t}-W_{t} W_{t}^{\top}\right\|_{F}^{2}$ regularising term to the training loss to ensure training stability. The matrices $B_{t}$ and $W_{t}$ are simultaneously trained with LBFGS using the default parameters of scipy.
For Table 1, we consider ridge regression for each learnt representation. For example, if we learnt the representation given by the matrix $\hat{B} \in \mathbb{R}^{d \times k^{\prime}}$, the Ridge estimator is given by

$$
\underset{w \in \mathbb{R}^{k^{\prime}}}{\operatorname{argmin}} \hat{\mathcal{L}}_{\text {test }}(\hat{B} w ; X, y)+\lambda\|w\|_{2}^{2}
$$

The regularisation parameter $\lambda$ is tuned for each method using a grid search over multiple values.

## I. 2 Additional experiments

## I.2.1 Impact of noise and number of samples in inner updates

In this section, we run additional experiments to illustrate the impact of label noise and the number of samples on the decay of the orthogonal complement of the ground-truth subspace. The experimental setup is the same as Appendix $\square$ for FO-ANIL with finite tasks, except for the changes in the number of samples per task and the variance of label noise.
Figure 4 illustrates the decay of squared singular value of $B_{\star, \perp}^{\top} B_{t}$ during training. As predicted by Appendix H , the unlearning is fastest when $m_{\mathrm{in}}=10$ and slowest when $m_{\mathrm{in}}=30$. Figure 5 plots the decay with respect to different noise levels. The rate derived for the infinite tasks model suggests that the decay is faster for larger noise. However, experimental evidence with a finite number of tasks is more nuanced. The decay is indeed fastest for $\sigma^{2}=4$ and slowest for $\sigma^{2}=0$ on average. However, the decay of the largest singular value slows down for $\sigma^{2}=4$ in a second time, while the decay still goes on with $\sigma^{2}=0$, and the largest singular value eventually becomes smaller than in the $\sigma^{2}=4$ case. This observation might indicate the intricate dynamics of FO-ANIL with finite tasks.

## I.2.2 General task distribution

In this section, we run similar experiments to Appendix $\Pi$ but with a more difficult task distribution and 3 training runs per method. In particular the task parameters are now generated as $w_{\star, i} \sim \mathcal{N}\left(\mu_{\star}, \Sigma_{\star}\right)$, where $\mu_{\star}$ is chosen uniformly at random on the $k$-sphere of radius $\sqrt{k}$. Also, $\Sigma_{\star}$ is chosen proportional to $\operatorname{diag}\left(e^{1}, \ldots, e^{k}\right)$, so that its Frobenius-norm is $2 \sqrt{k}$ and its condition number is $e^{k-1}$.

Similarly to Appendix Figures 6 and 7 show the evolution of the squared singular values on the good subspace and its orthogonal component during the training. Similarly to the well-behaved case

[^1]

Figure 4: Evolution of average (left) and largest (right) squared singular value of $B_{\star, \perp}^{\top} B_{t}$ during training. The shaded area represents the standard deviation observed over 5 runs.


Figure 5: Evolution of average (left) and largest (right) squared singular value of $B_{\star, \perp}^{\top} B_{t}$ during training. The shaded area represents the standard deviation observed over 5 runs.


Figure 6: Evolution of largest (left) and smallest (right) squared singular values of $B_{\star}^{\top} B_{t}$ during training. The shaded area represents the standard deviation observed over 3 runs.


Figure 7: Evolution of average (left) and largest (right) squared singular value of $B_{\star, \perp}^{\top} B_{t}$ during training. The shaded area represents the standard deviation observed over 3 runs.
of Appendix I model-agnostic methods seem to correctly learn the good subspace and unlearn its orthogonal complement, still at a very slow rate. The main difference is that the matrix towards which $B_{\star}^{\top} B_{t} B_{t}^{\top} B_{\star}$ converges does not exactly correspond to the $\Lambda_{\star}$ matrix defined in Theorem 1 . We believe this is due to an additional term that should appear in the presence of a non-zero task mean. We yet do not fully understand what this term should be.


Figure 8: Evolution of $\left\|B_{t} w_{t}-B_{\star} \mu_{\star}\right\|_{2}^{2}$ during training. The shaded area represents the standard deviation observed over 3 runs.

Figure 8 on the other hand shows the evolution of $\left\|B_{t} w_{t}-B_{\star} \mu_{\star}\right\|$ while training. This value quickly decreases to 0 . This decay implies that model-agnostic methods learn not only the low-dimensional space on which the task parameters lie, but also their mean value. It then chooses this mean value as the initial point, and consequentially, the task adaptation happens quickly at test time. Overall, the experiments in this section suggest that model-agnostic methods still learn a good representation when facing more general task distributions.

## I.2.3 Number of gradient steps at test time

This section studies what should be done at test time for the different methods. Figure 3 illustrates how the excess risk evolves when running gradient descent over the head parameters $w$, for the methods trained in Appendix For all results, gradient descent is run with step size 0.01, which is actually smaller than the $\alpha$ used while training FO-ANIL.
Keeping the step size equal to $\alpha$ leads to optimisation complications when running gradient descent: the objective loss diverges, since the step size is chosen too large. This divergence is due to the fact that FO-ANIL chooses a large scale $B_{t}$ while training: this ensures a quick adaptation after a single gradient step but also leads to divergence of gradient descent after many steps.
The excess risk first decreases for all the methods while running gradient descent. However, after some critical threshold, it increases again for all methods except the Oracle. It is due to the fact that at some point in the task adaptation, the methods start overfitting the noise using components along the orthogonal complement of the ground-truth space. Even though the representation learnt by FO-ANIL is nearly rank-deficient, it is still full rank. As can be seen in the difference between FO-ANIL and Oracle, this tiny difference between rank-deficient and full rank actually leads to a huge performance gap when running gradient descent until convergence.
Additionally, Figure 3 nicely illustrates how early stopping plays some regularising role here. Overall, this suggests it is far from obvious how the methods should adapt at test time, despite having learnt a good representation.


[^0]:    ${ }^{1}$ Although Saunshi et al. [2020] consider a misspecified setting, the orthogonal complement is not unlearnt in their case, since they assume an infinite number of samples per task (see Infinite tasks model paragraph).

[^1]:    ${ }^{2}$ We choose a small initialisation regime for Burer-Monteiro to be in the good implicit bias regime. Note that Burer-Monteiro yields worse performance when using a larger initialisation scale.

