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Abstract

Hierarchical Reinforcement Learning (HRL) approaches have shown successful re-
sults in solving a large variety of complex, structured, long-horizon problems. Nev-
ertheless, a full theoretical understanding of this empirical evidence is currently
missing. In the context of the option framework, prior research has devised efficient
algorithms for scenarios where options are fized, and the high-level policy selecting
among options only has to be learned. However, the fully realistic scenario in which
both the high-level and the low-level policies are learned is surprisingly disregarded
from a theoretical perspective. This work makes a step towards the understand-
ing of this latter scenario. Focusing on the finite-horizon problem, we present a
meta-algorithm alternating between regret minimization algorithms instanced at
different (high and low) temporal abstractions. At the higher level, we treat the
problem as a Semi-Markov Decision Process (SMDP), with fixed low-level policies,
while at a lower level, inner option policies are learned with a fixed high-level policy.
The bounds derived are compared with the lower bound for non-hierarchical finite-
horizon problems, allowing to characterize when a hierarchical approach is provably
preferable, even without pre-trained options.

1 Introduction

Hierarchical Reinforcement Learning (HRL, Pateria et al., 2021) is a framework in the class of
Reinforcement Learning (RL, Sutton & Barto, 2018) methods that has shown successful results
in recent years thanks to its ability to deal with complex, long-horizon, and structured problems
(Bacon et al., 2017; Vezhnevets et al., 2017; Levy et al., 2019; Nachum et al., 2018). In a large
variety of real-world scenarios, a complex task can be decomposed as a concatenation of different
sub-tasks that are often solved as a whole to learn the optimal policy. Nevertheless, in several
cases, these sub-tasks are not fully coupled, and solving them separately leads to (near)optimal
solutions. In these circumstances, a hierarchical RL approach could deliver significant benefits w.r.t.
the application of flat RL algorithms, thanks to its ability to properly exploit the structure of the
environment. A common example in the HRL literature (Dietterich, 2000) is the tazi problem, in
which an autonomous agent controls a taxi that has to bring a passenger from a starting point to
a destination location. This problem embodies three different tasks: (i) driving, (ii) picking up,
and (iii) dropping off the passenger. The HRL power resides in the explicit exploitation of this
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inner structure, subdividing the problem into a set of sub-tasks, individually solvable with their own
optimal policies, which are then linked sequentially, one after the other. This approach naturally
reduces each problem’s complexity, letting the agent focus on one objective at a time.

Recent works have attempted to analyze the theoretical benefits that motivate the great successes of
HRL in practice (Mann et al., 2015; Fruit & Lazaric, 2017; Fruit et al., 2017; Wen et al., 2020; Drappo
et al., 2023; Robert et al., 2024). Most of them focus on problems organized in two-level hierarchies,
where the high-level policy has control over a set of pre-trained options (Precup & Sutton, 1997),
i.e., a particular formalization of temporally extended actions or sub-tasks, and the options’ policies
control the actual interaction with the environment throughout the primitive actions. Using this set
of fixed options helps to reduce the complexity of particular classes of problems, where the structure
enforced by the options does not compromise optimality (Fruit & Lazaric, 2017; Fruit et al., 2017).
While this clearly motivates the performance improvements empirically experienced in several tasks,
when to prefer such approaches in situations where no pre-trained supportive policies are available,
and, thus, the agent is required to face the problem from scratch, solving both the high and the
low-level training, is still an open question. To the best of our knowledge, only Drappo et al. (2023)
provide a preliminary insight in this direction, proposing an approach that first learns the optimal
options’ policies and then exploits them to learn the original task. However, while overcoming the
need for a fixed set of pre-trained policies, they incur sub-optimal performances as any Explore-
then-Commit approach (Lattimore & Szepesvari, 2020), making it hardly comparable with the best
performance achievable by a flat algorithm.’

This paper aims to introduce High-Level/Low-level Meta-Learning, the first method designed to
efficiently handle the lack of pre-trained policies, enabling effective learning of the entire task from
scratch. The key idea involves dividing the learning process of the two levels into multiple phases,
rather than just two, and consistently switching between them by keeping one level fixed while the
other is learning. In this way, the inherent non-stationarity that arises is mitigated. However, to
have efficient performances, a fundamental requirement is the use of efficient regret minimizers for
both levels. Nevertheless, while Azar et al. (2017) proposed an algorithm that achieves the best
possible performance in FH-MDPs (i.e., the low-level), no existing works in the literature propose
a valid alternative when dealing with temporally extended actions. Therefore, to jointly learn both
level policies, we introduce Options-UCBVI, an efficient regret minimizer based on UCBVI for FH-
SMDPs, to handle the high-level problem efficiently.

Original Contributions The contributions of this paper can be summarized as follows:

o We derive Options-UCBVI (O-UCBVI), a novel regret minimization algorithm for FH-SMDPs,
that enjoys an upper bound on the regret of order O(H\/ SOKd)?, where S the number of state,
O the cardinality of the option set given, d the average per-episode number of played options,
and K the number of episodes (Section 3).

o We propose the first algorithm, named High-Level/Low-level Meta-Learning (HLML), for simulta-
neously learning at both the high- and the low-levels, exploiting Options-UCBVI for the high-level
and UCBVI for the low-level (i.e., the options learning). It provides regret guarantees of order
O(CYHV/SOKd + C" Ho/OSAK Hp) where other than the already mentioned constants, A
is the primitive action space cardinality, C*, and C* are concentrability coefficient that will be
analyzed later, and Hp is an upper bound of the options’ duration. By comparing this result with
the lower bound on the regret for flat problems (Osband & Van Roy, 2016), we’ve been able to
characterize specific classes of problems in which the former delivers provably better theoretical
guarantees, answering the question “when to prefer HRL to standard RL, if both high-level and
low-level policies are unknown?”(Section 4).

The proofs of all the results presented in the main paper are reported in the Appendix B-C.

1 An extended discussion of the related works can be found in Appendix A.
20 neglects logarithmic terms.
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2 Problem Formulation

In this section, we provide the necessary background employed in the subsequent sections.?

Finite-Horizon MDPs A Finite-Horizon Markov Decision Process (FH-MDP, Puterman, 2014)
is a tuple M = (S, A,r",p*, H), where S is the state space with caridnality S; A the (low-level
or primitive) action space with cardinality A; r* : S x A x [H] — [0,1] is the reward function,
which quantifies the quality r*(s,a,h) of action a € A in state s € S at stage h € [H]; p* :
S x Ax[H] xS — [0,1] is the transition model, defining the probability p¥(s’|s, a, h) of transitioning
to state s’ € S by taking action a € A in state s € S at stage h € [H]; and H € N is the horizon.
The behavior of an agent is modeled by a (low-level) deterministic policy = : & x [H] — A that
maps a state s € S and a stage h € [H] to a (low-level or primitive) action (s, h) € A.

Finite-Horizon Semi-MDPs A Finite-Horizon Semi-Markov Decision Process (FH-SMDP,
Drappo et al., 2023) is the adaptation of Semi-Markov Decision Processes (Baykal-Giirsoy, 2010,
SMDP) to finite-horizon setting. An FH-SMDP is defined as a tuple SM = (S,O0,r" pf H),
where S and H are the same quantities of FH-MDPs; O is a set of temporally extended actions
(high-level), with cardinality O; rf : S x O x [H] — [0, H] is the (high-level) cumulative reward ob-
tained 71 (s, 0, h), until the temporally extended (high-level) action o € O terminates, when selected
in state s € S, at stage h € [H]; pfT : S x O x [H] x S x [H] — [0, 1] is the transition model, defining
the probability p(s’, h'|s, 0, h) of transitioning to state s’ € S, after (h — h’) time steps, b’ € [H],
when playing (high-level) action o € O, in state s € S, and stage h € [H]. The behavior of an agent
is modeled by a deterministic (high-level) policy p : & x [H] — O that maps a state and a stage
h € [H] to a (high-level) action u(s,h) € O.

HRL builds upon the theory of Semi-MDPs, characterizing the concept of temporally extended
action with fundamentally two frameworks (Pateria et al., 2021): sub-tasks (Dietterich, 2000) and
options (Sutton et al., 1999). For the sake of this paper, we focus on the options framework.

Options An option (Sutton et al., 1999) is a temporally extended action characterized by three
components o = (Z°, 3°,7°). Z° C S x [H] is the subset of states and stages pairs (s,h) € S x [H]|
in which the option can start, 3° : & x [H] — [0, 1] defines the probability 3°(s, h) that an option
terminates in state s € S and stage h € [H|, and, 7° : S x [H] — A is the deterministic policy
executed once an option is selected and until its termination.

Before proceeding, we introduce the following standard assumption.

Assumption 2.1 (Admissible options Fruit & Lazaric (2017)). The set of options O is assumed
admissible, i.e., Vo € O, s € S,and h € [H]: f°(s,h) >0 = Fo' € O: (s,h) € I°.

The assumption is a minimal requirement for the problem to be well-defined, and it guarantees that
whenever an option o stops in a state s at stage h, there always exists another option o’ that can
start from the state-stage pair (s, h).

Average per-episode duration In the following analysis, we will refer to d (Drappo et al., 2023)
as the average per-episode number of decisions taken in an episode of length H:

d = % Z Z Z ni4+1(s,0,h)
0€0 se€S he[H|

where ng11(s,0,h) is the number of times a temporally extended action (or option) o has been
selected in state s, in step h, up to episode K of interaction with the environment.

Problem Formulation We are given a set of not pre-trained options O, i.e., for every option
o € O, the initiation set Z° and the termination function 8° are fized, while the inner low-level
policy w° has to be learned. We seek to learn both the high-level policy p (selecting options in the
FH-SMDP) and the low-level policies 7° (inner to the options) for every o € O as follows:

(u*, ") € argmax V¥(s1,1), (1)
1,

3Let N € N, we denote with [N] == {1,...,N}.
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where ™ = (7°),c0 are the low-level policies and p is the high-level policy, s; € S is an initial state,
and V# is the value function, defined for every (s,h) € § x [H] as:

Vi (s, h) = E (s, (s, h), h) + VE(s' B,
(s,h) (5/»’1’)~PH('|57H(57h)7h)[ (s, (s, 1), ) ( )}

r(s,0,h) = E [TL(S, 7°(s,h),h) + (1 = B°(s", h +1))rf (5", 0,h + 1)}

s""~pl(-|,s,m°(s,h),h)
We denote with V(s1,1) = V,f:(sl, 1).

Regret The (cumulative) regret (Azar et al., 2017; Fruit & Lazaric, 2017; Zanette & Brunskill,
2018; Drappo et al., 2023) of an algorithm 2 for the problem defined above is the cumulative value
difference over K episodes when playing the high-level policy ux and the low-level policies 75, at the
episode k € [K] :=={1,..., K} instead of the optimal ones:

K
RALK) = Z Vi(s1,1) = VEF(s1,1)
k=1

Thus the goal of the algorithm is to play a sequence of policies puo, ..., 1k, and 7, ..., Tk, such
that R(2, K) is as small as possible.

3 Options-UCBVI

In order to develop an algorithm that jointly solves both high and low-level problems, it is necessary
to handle each level efficiently. However, while Azar et al. (2017) proposes an optimal method
for FH-MDP to solve the low level, no provably efficient counterparts have been proposed for FH-
SMDPs, leaving the high level untreated. In this section, we introduce the first novel contribution
of this work, which is a provably efficient algorithm for this framework.

Our method, named Options-UCBVI (O-UCBVI, Algorithm 1), is a model-based approach built
upon UCBVI (Azar et al., 2017) that exploits the given set of options O to learn the optimal
FH-SMDP policy p*. The key contribution of this algorithm is its explicit handling of temporally
extended actions, which introduces an additional source of stochasticity due to their random dura-
tion. To address this issue, first, an estimate of the transition model is computed solely with the
data collected from the SMDP, generating an estimate of a multi-step dynamic, thereby ignoring the
primitive state-action pairs visited during option execution (line 5). Then, we address a more crucial
point: the random duration of options (i.e., temporally extended actions) makes the strict applica-
tion of backward induction, used by UCBVI to compute the optimistic value function, unfeasible.
Intuitively, the value of a certain state-step pair, V' (s, h), needs to be back-propagated not only to
the previous state-step pair (sp—1,h — 1) but to any state-step pair where an option that would
ultimately lead to (s, k) could be selected. To handle this problem, we introduce a backward-forward
mechanism presented in lines 7-15. Within the first loop, h = H,...,1, we move backward, as in
standard backward induction. However, in the inner loop, b’ = h + 1, ..., H + 1, we project to any
possible future state-step pair reachable by playing an option in the current one (forward move)
to update the current value with those of future pairs. By employing this backward induction, we
handle the randomness of the options’ duration, ensuring proper computation of the values.

Up to this crucial change, Options-UCBVI follows the same philosophy as UCBVI-BF. It implements
the concept of optimism in the face of uncertainty for SMDPs, with a tailored bonus added to
the empirical Bellman operator (lines 12-13), which mitigates the exploitation of known solutions
and encourages strategic exploration of more uncertain regions of the SMDP. From a technical
perspective, we modified the exploration bonus to deal with the non-stationary transition model
and the set of given options, with their temporally extended nature. In particular, we focused on
the version using the Bernstein-Freedman (Freedman, 1975; Maurer & Pontil, 2009) bonus in order
to achieve tight regret guarantees. Therefore, by following the same intuition of the analysis of
UCBVI and adapting it to non-stationary transitions and the different backward induction, we end
up demonstrating the following regret guarantee.
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Algorithm 1 Options-UCBVI

1: Input: §S,0, H, K

2: Initialize uo arbitrarily, Q1 (s, 0,h) = 0 for all (s,0,h) € S x O x [H], L =1og(5S0K H/§), D" + {}
3: fork=1,...,K do

4:  Compute ni(s,0,h) = Z(zyz)EDH I{z=s,y=o0,z=h}

5 Estimate Pk (S/, h/|5, o,h) = m Z(z,y,z,w,u)e'DH 1{(337 Y, z,w,u) = (s,0,h, s, h/)}

6:  Set Qi(s,0,H+1)=0forall (s,0,h) €S x O x [H]

7. forh=H,...,1do
8.
9

for (s,0) € S x O do
: for ¥ =h+1,...,H+1do
10: VHE(s,h') = min {H — (b’ — 1), max.co Qx(s,0,h’)

11: end for
: 1002H5520L2 g2
SLVar(S, s [VHE (Sl’h/) LAHL Z(é/ ) Py, (s',h!|s,0,h) mln{z nk(s’,o,hr’fH }
12: brik(s,0) = e ke + - <
k(s,0,h) 3nk(.s o,h) ng(s,o,h)
13: Qr(s,0,h) =r(s,0,h) + Z(S,’h, P (s'h|s, 0, L)V 5 (5" B') + by (s, 0)

14: end for

15: end for

16:  pr(s,h) = argmax, o Qx(s,0, h)
17: S < S1

18:  while h < H do

19: Play option o = ux(s, k), observe (s, k'), and update D <~ D¥ U {(s,0,h, s, h')}
20: s+ s, h+<h

21:  end while

22: end for

Theorem 3.1. Let SM be an FH-SMDP with S states and O temporally extended actions (op-
tions), known reward,* bounded primitive reward r*(s,a,h) € [0,1]. The regret suffered by algorithm
Options-UCBVI in K episodes of horizon H is bounded, with probability 1 — ¢, by:

Regret(O-UCBVIL, K) < O (H\/SOKd + H?S20d + H\/Kd) ,

where d is the average per-episode number of options played during the execution of the algorithm.

That, for K > H*S30d translates into a regret bound of O(H+/SOKd).

The regret of this algorithm differs from the regret of UCBVI, O(H\/ SAKH)?®, for the term v/O
replacing v/A, which is the options set cardinality, and for the key term v/d, instead of v/ H, which
is the average per-episode number of options selected in H steps.

This last term expresses the actual power endorsed by the options that allow a faster and wider
exploration of the problem space and reduce the effective planning horizon. Indeed, this is visible
from the regret that scales with vVOKd instead of vV AKH as in the flat version, and since d < H,
and normally O < A, being the options longer and often fewer than primitive actions, Options-
UCBVI suffers smaller regret than its flat counterpart when fixed options are given. In addition,
we can show how this result is a generalization of the flat case. The upper bound is tight in its
dominating term also when considering O = A and, consequently, d = H, i.e., running Options-
UCBVI on the flat MDP.

Now, given an optimal method for the high-level problem (i.e., tight in all the dependencies), we are
ready to present the algorithm that jointly learns both level policies.

4The choice of assuming a known reward is for compliance with Azar et al. (2017). Nevertheless, learning the
reward function is known to be a negligible task compared to learning the transition model of the environment and,
consequently, will not alter the regret order.

5The result in Azar et al. (2017) doesn’t present the additional v H term, which however is well-known to be tight
even in standard FH-MDPs when the transition model is non-stationary. The non-stationarity of the transition model
is unavoidable in the Semi-Markov setting due to the different durations of the temporally extended actions.
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Algorithm 2 High-Level/Low-level Meta-Learning (HLML)

: Input: N phases, Options-UCBVI = 27, UCBVI = A, and schedule Vn € [N]: KT = K} = |27}
: Arbitrarily initialize po and mo
:forn=1,...,N do

Run 27 on the FH-SMDP for KT episodes playing the sequence of high-level policies fin 1, . .. s M, KH

Run 2 on the FH-MDP for K% episodes playing the sequence of low-level policies 1y Ty KL
Fix the low-level policies 7,1 = Tp—1,y with ¥ ~ Uni([Kﬁ])
: end for

1
2
3
4
5:  Fix the high-level policy u, = pn,x where X ~ Uni([K[])
6
7
8
9: return (un,7N)

4 Meta-Algorithm for High-and-Low-level Training

In this section, we provide a complete algorithm High-Level/Low-Level Meta-Learning (HLML), able
to learn both the high-level and the low-level policies in a provably efficient way.

HLML presented in Algorithm 2, takes as input two optimal regret minimizers, Options-UCBVI and
UCBVI (Azar et al., 2017), designed for learning in the FH-SMDP (i.e., at a high level, learning p*)
and in the FH-MDP (i.e., at a low level, learning 7*), respectively. The meta-algorithm operates
in N stages. In stage n € [N], we run the high-level regret minimizer for K episodes, keeping the
low-level policies 7,1 = (72_1)oco fixed (line 4). Options-UCBVI will output the high-level policy
pn which is chosen uniformly at random among the fi,, 1, ..., ft, ru played during its execution in
the stage (line 5). Then, the control moves to the low level, and we run the low-level regret minimizer
for KL episodes, keeping the high-level policy i, fixed (line 6). UCBVI will output the low-level
policies 7, chosen uniformly at random among the ones 7, 1, ..., 7, xr played during its execution
in the stage (line 7). The meta-algorithm, then, moves to the next stage n + 1, passing back the
control to the high level, and the process continues.

In order to achieve tight regret guarantees, we need to accurately select the schedule of the number
of episodes KT and KL, namely, we duplicate the number of episodes when moving from one stage

n to the next one n + 1:
N

Vne[N]: KPP =KL=|2n"" where N = |log,(2K +1)| and ZKf + Kt =K. (2)

n=1

The key feature of our meta-algorithm is that when the high-level algorithm is running in stage
n the low-level (inner-option) policies 7, _1 are kept fixed. Therefore, Options-UCBVI is actually
performing regret minimization in an FH-SMDP, enjoying the corresponding regret guarantees, for
converging to the optimal high-level policy for the fixed options O. This allows us to solve the
common non-stationarity issues that arise when two learning processes are carried out in parallel.
Clearly, such a high-level policy will not necessarily be p*, since we are not guaranteed that the low-
level policies 7, _1 are optimal for the corresponding options. This is the reason why the execution
of Options-UCBVI is stopped after K episodes, and, within the same stage n, we proceed to run
the low-level regret minimizer before continuing learning at the high-level. Similarly, in this phase,
UCBVI is acting on the flat MDP with the goal of learning the inner policy ¢ for each of the
options 0 € . This amounts to solving for each option o € O a single FH-MDP formalized as
M, = (S,, Ao, p, 70, Hy) where S, C S, A, C A, H, < H, meaning that each option operates on
a restricted portion of the original problem and for a specific fixed horizon H, (induced by Z° and
£3°). This time the high-level policy is kept fixed, and consequently, its effect is enforcing a specific
exploration that determines a particular option visitation.

In principle, solving such FH-MDPs M,, can be as complex as solving the original problem M with
a flat approach. This is expected since the advantages of a hierarchical approach emerge when a
certain structure on the original problem is present. This is particularly evident if we think of the
convergence of the learning process of the low-level policies, which could potentially end up in a
different optimum than the one reached by a flat approach in that same portion of the problem
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because the latter would have a complete scope over the whole problem. For this reason, a further
assumption over the structure of the problem is required.

Assumption 4.1. For any optimal high-level policy p*, let O« the set of options played by u* and
for 0 € O, let I} the set of optimal low-level policies form the joint optimization. Let II# be the
set of optimal low-level policies from the local optimization (7% € argmax, 4Q*°(s,a)Vs € S,). It
is assumed that

% C I1*

o — o*

This assumption ensures that the optimal inner-option policies 7}, on a portion of the original MDP
M, induced by an options o € O, selected by the optimal SMDP policy p*, do not differ from an
optimal policy 7* of the flat problem. This way, we can safely learn in the FH-MDPs M, knowing
that the learned policy will be “a portion” of the optimal policy 7n* in the flat FH-MDP. This
assumption, seemingly demanding, is the first one, to the best of our knowledge, that attempts to
characterize a structural property of the FH-MDPs that is suitable for being addressed by means of a
hierarchical approach. Indeed, if Assumption 4.1 is violated, the inner-option learning deviates from
the process of learning the optimal policy in the flat MDP, possibly preventing the convergence to the
optimal policy in the hierarchical architecture. An example of a scenario in which this assumption
is valid is the taxi problem described above. For instance, from a starting point A to destination
B, the optimal driving policy (i.e., the one solving the subtask (i)) does not differ if the problem is
considered a whole or a smaller one that includes just the neighborhood of the two points.

Theoretical Analysis As described above, in each stage n € [N], the learning process alternates
between the high- and the low-level learning problems, keeping the other fixed. This induces a bias
in both optimizations. To make this clear, we provide a convenient decomposition of the regret,
which highlights the contributions of the two phases of learning in each stage:

n=1 \ k=1

N

Regret(HLML, K) = ) (Z Vi(s1,1) — VErk (51,1 +Z Vi(s1,1) = Vi (s1,1) ], (3)
Regret during high-level learning - Regret during low-level learning
where pi,, 1, and 7, ;, are the high-level policy and the low-level policies played by the corresponding
algorithms Options-UCBVI and UCBVI at episode k of phase n. Unfortunately, the two terms
in Equation (3) cannot be directly bounded in terms of the properties of the regret minimization
algorithms. This is because each of them, as explained above, will converge to the corresponding
high /low-level optimal policy, given that the other-level policy is fixed. Thus, further elaboration is
needed to highlight the bias terms:

Vi(s1,1) = Ve (s1, 1) = Vi(s1,1) =V (s, D)+ Vo (s1,1) = Ve (1, 1) (4)

Regret during high-level learning Bias of not playing 7* Regret of Options-UCBVI
* n [ * n n n
V* (sla ) V7{-};Lk(8171) *V* (Sla]-) 7V*H (5171)+V*H (517 ) V#nk(slvl)a (5)
Regret during low-level learning Bias of not playing p* Regret of UCBVI

Thus, the regrets of the two phases (low- and high-level learning) are decomposed into a proper
regret term and a bias term, which accounts for the fact that the other level is kept fixed. The regret
terms can be easily managed by resorting to the properties of the regret minimizers. Concerning the
bias terms, the high level corresponds to the value difference between playing the current low-level
policies 7,1 compared to playing the optimal ones 7*. Symmetrically, for the low level, this bias
translates into the value difference between playing the current high-level policy u, compared to
the optimal one p*. From a technical perspective, we decide to upper bound the bias terms with
the proper regret terms at the price of introducing a concentrability coefficient for accounting of the
distribution shift, as shown in the following result.

Lemma 4.2. Let us define the concentrability coefficients:

d* (s, h
CH = max inf max #
n€[N] u* optimal (s,h)ESX[H] del 1(9 h)
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- dﬂ' ( /7 h/)
C* := max max inf m 07.
n€[N] o€O =% optimal (s, h)EZ" (s',h")ES, X [H,) dWT}L (S/, h/)

Then, it holds that:
Vi(s1,1) = Vi (s1,1) < CH ( Ve (s1,1) — VI (s1,1) )

Tn

Bias of not playing ©* Regret of low-level algorithm
* L * 4,

Vi (s1,1) — Vi (s1,1) < C (V,,"_l (s1,1) = VI (s1, 1)).
Bias of not playing p* Regret of high-level algorithm

Please note that the concentrability coefficients, C* and C*, are defined exclusively for state-stage
pairs. They are ensured to be finite when all state-stage pairs are visited with non-zero probability
under any policy. Additionally, they are proportional to 1/pmin, where pmin > 0 represents the
minimum probability of visiting a state-stage pair with any policy.

We are finally ready to state the main theoretical guarantees on the regret of our meta-algorithm.

Theorem 4.3. Let M = (S, A,p,r,H) be an FH-MDP and let O be a set of options to be learned
inducing the FH-MDPs M, = (S,, Ao, p, 70, Hy) for o € O. The regret suffered by Algorithm 2 under
Assumption 4.1, episode schedule as in Equation (2), and where Ho = max,co H,, is bounded with
probability at least 1 — § by:

< A L H
R(HLMLJ{)O(C HVSOKd +C Ho\/OSAKHo>

High-Level Regret Low-Level Regret

Some observations are in order. First, we relate the regret of the meta-algorithm in terms of the
regret suffered by the individual regret minimizers, Options-UCBVI and UCBVI, weighted by the
concentrability coefficients C* and CT. To be precise, the low-level regret is not the exact regret of
UCBVIL. It is the sum of the regret of the UCBVI instances run on all the options played in the n?
phase, then summed for all the V phases. Second, we can now appreciate the role of Assumption 4.1.
Indeed, in order to be able to converge at a low level to the optimal inner-option policies w* (as in
Equation (1)), it must happen that the low-level regret minimizer performs an optimization that is
compliant with what would have happened if solving the original flat MDP.

At this point, it is possible to properly characterize the class of problems more efficiently solvable
with this HRL approach instead of a flat one. We can do so by relating the regret of Theorem 4.3,
with the lower bound in FH-MDPs (Osband & Van Roy, 2016) for non-stationary transitions. Let
us consider a particular case for which Hp = aH, with 0 < o < 1, we can write:

Regret of Theorem 4.3 C’LH\/SO d+ C’HHO\/OSAKHO _ oL Od 4 CH VOB
Lower Bound FH—MDPS - H+v/SAK o AH

(6)

Therefore, considering Equation (6), the classes of problems for which this HRL approach will
outperform the flat one are the ones that guarantee to have this ratio smaller than 1 and with a
structure compliant to Assumption 4.1. Under the assumption that the effect of the concentrability
coefficients is negligible, there is a clear advantage of using the hierarchical approach when the
structure that the options induce on the MDP guarantees Od < AH and v Oa3 to be small enough.
In other words, the advantage emerges when the number of options is significantly smaller than the
number of primitive actions, and their durations significantly reduce the planning horizon in the
SMDP problem. Of course, given the presence of C and C*, this advantage gets mitigated by
the magnitude of these constants. However, our conjecture is that with these coefficients, we can
identify the point at which the convenience of HRL emerges, emphasizing the influence of the joint
learning process besides the MDP’s structure. This point would probably open a new question for
the theoretical study of HRL.
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5 Conclusions

In this paper, we investigated the problem of learning the inner-option policies together with learn-
ing the high-level policy in an HRL setting based on the options framework. We first provided
Options-UCBVI, a novel, provably efficient algorithm for learning in finite-horizon SMDPs enjoying
favorable regret guarantees, which become nearly tight when applied to standard FH-MDPs. Then,
we combined Options-UCBVI and UCBVI into a novel meta-algorithm HLML based on the alter-
nation between high- and low-level learning whose theoretical guarantees depend on those of the
individual regret minimizers under particular structural assumptions of the problem. This assump-
tion represents the first attempt to characterize the structure that an MDP should have to make a
hierarchical RL approach provably convenient compared to a flat one. We succeeded in achieving
sublinear regret for learning at both (high and low) levels, also showing the advantages over the
resolution of the FH-MDP with a flat approach. One of the main limitations of the approach lies
in the need for the concentrability coefficients in the analysis of the meta-algorithm. Future works
should investigate further in this direction to understand whether this represents an artifact of our
analysis, a limitation of the algorithm, or an inherent challenge of the setting.
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A Related Works

There is a vast literature for provably efficient algorithms for FH-MDP. Osband & Van Roy (2016)
proves the lower bound for the regret in the FH-MDP setting, Q(vHSAT). Then, many works pro-
pose algorithms with guarantees that nearly close the problem, i.e., with upper bounds of the same
order as the lower bound (Zanette & Brunskill, 2018). Azar et al. (2017) definitively close the prob-
lem by proposing an innovative analysis of an algorithm for which the upper bound, O(vVHSAT),
matches the lower bound in all terms.

Nevertheless, only some works focused on theoretically understanding the benefits of hierarchical
reinforcement learning approaches, and most of them consider a known set of pre-trained policies.
In Fruit & Lazaric (2017), the authors propose an adaptation of UCRL2 (Auer et al., 2008) for
SMDPs. This work was the first to theoretically compare options instead of primitive actions to
learn in SMDPs. It provides both an upper bound for the regret suffered by their algorithm and a
lower bound for the general problem. However, it focuses on the average reward setting to study how
to possibly induce a more efficient exploration when using a set of fixed options. Differently, we aim
to analyze the advantages of using options to reduce the sample complexity of the problem, resorting
to the intuition that temporally extended actions can intrinsically reduce the planning horizon in FH-
SMDPs, and characterize problems likely to benefit from using HRL even when no prior information
about the problem is known, up to its structure. Fruit et al. (2017) is an extension of this work,
where the need for prior knowledge of the distribution of cumulative reward and duration of each
option is relaxed. However, the setting is identical. Furthermore, Mann et al. (2015) studies the
convergence property of Fitted Value Iteration (FVI) using temporally extended actions, showing
that a longer options duration and pessimistic value function estimates lead to faster convergence.
Wen et al. (2020) demonstrate how patterns and substructures in the MDP provide benefits in
terms of planning speed and statistical efficiency. They present a Bayesian approach that exploits
this information, analyzing how sub-structure similarities and sub-problems’ complexity contribute
to the regret of their algorithm. A very recent approach proposed by Robert et al. (2024) studies
the sample complexity of a particular sub-class of HRL approaches: the Goal-conditioned one, in
which a goal-based problem is structured into a hierarchy of sub-tasks, each with its own sub-goal.
They analyzed the best possible performance achievable by the best algorithm in the worst possible
problem by adapting to this framework the lower bound on the sample complexity presented by
Dann & Brunskill (2015). Nevertheless, this work is not completely related to our framework, which
is more general than the goal-conditioned one.

The closest approach in the literature is Drappo et al. (2023). They propose to relax the assumption
of having a set of pre-trained options by implementing an Explore-Then-Commit approach (Latti-
more & Szepesvéri, 2020), which first learns each options’ policy and then exploits an adaptation of
UCRL2 to FH-SMDPs (Auer et al., 2008) to find the optimal policy over options. Nevertheless, they
sacrifice optimality to relax this assumption. Indeed, their approach suffer from the standard sub-
optimality of Explore-Then-Commit approaches, having a regret scaling with K2/, and additionally
is suboptimal in vHS being the high-level algorithm used in the second phase based on UCRL2.
Therefore, our approach is the first in the literature able to relax the aforementioned assumption
maintaining optimal guarantees.

B Proof of the regret of Options-UCBVI

In this section, we will present the analysis of the upper bound on the regret paid by Options-
UCBVI. The analysis will adapt the one of UCBVI Azar et al. (2017) to the FH-SMDP for non-
stationary transition models. For simplicity, we will write o = pug(s,h), and P**(s' h'|s,h) =
P(s', 1|5, in(5), ).
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Theorem 3.1. Let SM be an FH-SMDP with S states and O temporally extended actions (op-
tions), known reward,® bounded primitive reward r*(s,a, h) € [0,1]. The regret suffered by algorithm
Options-UCBVI in K episodes of horizon H is bounded, with probability 1 — 6, by:

Regret(O-UCBVI, K) < O (H\/SOKd + H35%0d + H\/Kd) ,

where d is the average per-episode number of options played during the execution of the algorithm.

Proof. The Proof follows the same ideas as the proofs of UCBVI for the Bernstein-Freedman explo-
ration bonus. We can write the regret as:

K
Regret(K) < Regret(K) < Z Vie(s,1) — VP (s,1)

Where V#* (s, 1) is the optimistic value function, and V#* (s, 1), is the real value function considering
the policy learned at the k*" step. Following the analysis of the original paper we can write the
regret in terms of the per step regret Apk(spi). Thus,

H ~
> Aui(sig)
j=1
where the summation over H is composed of d terms, for the temporally extended transitions, where
d is a random variable describing the expected number of options played in one episode, refer to the
main paper for a more detailed explanation (Section 3).

Now let’s define properly the per step regret:
Apr(si5) =V (spk, h) — VE* (spk, )
= [PLEVIE(s', B (snn) + bar — [PEEVIE(S', B (snr) £ [PV (s 1)) (sn)
= [(Bf = PYS )V (s 1)) (snk) + bk + [P (VI (s 1) = V(S 1)) (i)
+ [AV*(s' 1) (snk)
= [(]5,%‘ — P}fk)(f/uk (S/, h/) — V*(Sl, h’)](shk) + bpr + Pfljkﬁh/’k(shk)
+ (B = PVE(s 1) (sne) £ Anri(s”)

b N
= cnk + bk + enk + €nk + Ap k()

—_—~—

K
Regret(K) < Z
i=1

(a) By applying the bellman operator considering known reward that simplifies, and where
Pl = p(-,-|sh, pk(sn), h), and If’#,é‘ = p(, *|Shk, ik (Shk), h), the estimated transition model
at episode k. By applying the bellman operator on the optimistic value function, the bonus
term by is added to the reward.

b) By defining cpp = [(P*F — PM*)(Vie(s',h') — V*(s', )] (sni), the correction term, eps =
hik h
[(P,’;,j — PI'")V*(s',1/)](snx) the estimation error of the optimal value function, and ey a
martingale difference, defined as epr, = MAp/ ik (s) = P}* Aps (s) — Aps ("), where M, is
defined as a martingale operator (refer to appendix B.3 of Azar et al. (2017)).

Let us now bound each of these terms separately.

B.1 Bound of the correction term cy,

In this subsection, we bound the correction term
e = [(PhE = PLe) (VI (s 1) = V(s 1) (snk)

LD (B W s h) = PHE(s' B sni, ) (V4 (s' ) = V(s ))
s’eSh'eH

6The choice of assuming a known reward is for compliance with Azar et al. (2017). Nevertheless, learning the
reward function is known to be a negligible task compared to learning the transition model of the environment and,
consequently, will not alter the regret order.



RLJ | RLC 2024

. pan(") (1= pri(s') L € N\
SZ (2\/ hk nk(s,o,};f) +3nk(s,o,h)>Ah”€(8)

s'eSh'eH
c o~ 4SH?L
S 2\/Z phk(s )h Ah/k(S/) + ﬁ
s’eSh'eH nk(5,07 ) nk(5705 )
d prk(s’) %
=2V L Ay
f( nk(s, o, h) wi(s)

S ASH?L
LG Apr(s”) +7S
3ng(s,0,h)
(") E[(s" 7" )]eyp

;Nz( 2 Puk(sl’hqs”k’h/)\/ e )

("R )€El(s",h)eyp

_|_ Z phi(s)ni(s, 0, h) Ah’k(s/)> N ASH?L

o WG] ni(s, 0, h)? 3ni(s,0,h)

—QI th-‘r\/

Drk(s)nk(s, 0 h)H((S/’h/) € [(s"M)]typ) Anri(s")

phk nk S, 0, h) / ﬂ
+( é Z \/ (5,0, h)? Awn(s )) " Bni(s,0,h)
, 1 . SH2\4LH? ASH?L
<oV (e '

< f(ﬁhlﬂr\/; () + ng(s,0,h) >+ 3ny(s,0,h)
4SH3L N 4SH?L

ni(s,0,h) = 3ng(s,o,h)

1 -~
< 2V Lép, + ﬁAh,k(s’) +

(a) By considering, for brevity, P*(s’,h'|s,h) = P(s’,h'|s, u(s), h), and summing over all the

possible next states and next stages.

(b) Where for the first term we substitute the difference of transition probabilities with

the relative confidence interval (refer to section B.4 on the appendix of Azar et al.
(2017)), | Bf* (8", 1 |spie, h) — PPe(s', B |spi, B)| < 2\/”’“ 1 —prr(e' )L 3%?50’,1), where

ng(s,0,h)
pri(s’) = P (s’ h|s,h). Then we can bound V“’“( "R =V*(s',h') with Apg(s") because
V*(s',h') > VHr(s' h') (the true value function of the policy py) by definition.

(¢) Because (1 — ppr(s’)) <1 and App(s’) < H

(d) We divide the summation over all the possible next state-stage, in the summation over the

(e) We multiply the first term by Z ’”‘E 7 and the second by

pairs contained in the typical pairs and the ones outside the set (the typical episodes are
the episodes in which we have smaller regret; refer to the appendix of Azar et al. (2017)).

nk(s,0,h)
ng(s,0,h)"

(f) We sum and subtract \/H((;::zs)egk(/gg]ﬁgp)Ah/k(s') and apply the martingale opera-

tor M (see (b) in the previous proof). € = pﬁk\/ ((I’J}:k}z;))f[b(k(,g/o ;;),p)Ah/k( "+
((s,h)E(s"h)]typ) A
\/ Phi (s’ )nk(sohyp Aps ( )
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(g) For typical next state-stage pairs ng(s, 0, h)P(s’, h|s,0,h) > 2H?L, where L is a logarithmic
term (We kept the same lower bound of Azar et al. (2017)).

Now, before bounding the estimation error and the exploration bonus, let’s rewrite the regret as

Regret(K) = ZAM(SI) =3 Aijsiy)

i=1 j=1
d K H
4SH3L 4SH?L
< b 2
(15 5 ) o3 (o ene o2V T+ 20 Ly ASITL )
\ ,i1=1 j=1
<e

or otherwise omitting the last term Which is dominated

b NGTS 4SH3L
ReQTGt Z Z hk + €enk + €nk + 2 €nk + m (7)

B.2 Bound of the estimation error e

Let’s consider just the typical episodes, the episodes for which the number of visits of state-option-
stage pairs is larger than the rest of the episodes.

ZZ%—ZZMG ) (P = PV (/1)) (51))

k=1 h=1 k=1 h=1
H
¢ Vi L 4HL
< ]I ) hk
- :1}; typ < nk‘(shk707 h) + Snk(s,o, h))
b K H K H 1
S22V D D Vi DD Ik e [k typ)m
k=1h=1 k=1h=1
H
4HL
I(k € =
- :1}121 ]typ)Snk(s o,h)

<2VL (\/ KH?+ HdUx, + OVHSKL + 4/3H°L) (V2SOdL) + 4/3HS0dL*
d
< OLHVKSOd + OLd\/HSOUx

(a) Using Bernstein Inequality. V3, = Vary py~puk (.)s,n) (V*(s',2')) (Remember the meaning
of Ph)

(b) Using Cauchy-Schwartz inequality

(c) Summing and subtracting Vi3 = Var(y p/)opur(.)s,n)(V**(s', h")) the variance of the next
state-stage pair value function, inside the first square root, and then using Lemma D.2 and
D.3. For the second square root and the additional term, we just use a pigeon-hole argument

(Lemma D.1). We ignore the numerical constant represented as [J.

(d) Because for typical episodes K > H?L?5%0d and thus we consider only the dominant terms.

B.3 Bound of the martingale differences ¢, and €

K H
Zz€hk < HVdKL

k=1h=1
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K H

Z Z enk < \/ﬁ

k=1h=1
These results follow the same proofs of the original paper, thus considering the same event £ to hold.
The only difference is that the summation over H is a summation of d elements, and thus, (H — h)
is at most d in this case for the effect of the temporally extended actions.

B.4 Second-order term

Let’s now see the upper bound on the second-order term, which will be useful for the upper bound
on the exploration bonus.

By applying the pigeon-hole principle (Lemma D.1).

4SH3L

> s < OH®S?0L%d

=1 he=1 TLk(S, 0, )

B.5 Bound of the exploration bonus by

Before bounding the sum, we need to define the exploration bonus. We will consider an adaptation
to temporally extended actions and non-stationary transitions of the same bonus presented in the
original paper of UCBVI Azar et al. (2017). However, to make the definition clearer, let us motivate
the need for this term.
Given that the optimistic value function V#* is an upper bound of the true value function V*, we
can not guarantee the same for the relative empirical variance. Hence, if the empirical variance of
V#s is an upper bound on the empirical variance of V*. Nonetheless, it is possible to prove that
when the two value functions are sufficiently close to each other, the same applies to their empirical
variance.
Let’s resort to Lemma 2 of Azar et al. (2017),
Vig < 2V + 2( V)arA (V(s',h') = V*(s', 1)) < 2Vpp + 2PH (V(s', 1) — V*(s', h))?
s',h! )~ Phk
where Vi, = Var (g pry~prk (5,0 (V*(s", ")) and Vg = Var(s/ﬁh,)Np:k (Vi (s, h)).
We need this term to be of the same order as the estimation error ey, and thus we can say that
biie ~ (PR = P )V (s, 1)) (snr)
This time, however, we use the Empirical-Bernstein inequality Maurer & Pontil (2009) because we
need the empirical variance to appear.

Vi, L 14HL
b < (2 e
k= ( ng(s,0,h) = 3ni(s,o, h))

By applying Lemma 2 to this equation and substituting \A’;‘Lk we get the same form of bonus of Azar
et al. (2017).

b — 8Lvar<s',h/)~ﬁ:'~”<-|s,h>(wk(sl’hl)+ 14HL 83y P (s, 1|5, h) [ min (b}, H?) |
k= nk(s,o,h) 3nk(s,0,h) ng(s,o0,h)

in which b}, stands for the upper bound on the square root of the difference between the optimistic
value function in the next state-stage pair, and the optimal value function in the same next state-
stage.

The last thing to do to properly define the bonus is express b}, in our scenario. Let’s write
V(s' ) = V*(s' W) < /b,
and consider that b, has to be appropriate to guarantee an adaptation of Lemma 16 of Azar et al.

(2017), in which the second inequality applies if \/Nj, (s) > 2500H2?S?AL?, which is the second
order term for standard UCBVI, given that Nj, (s) > H?S?AL? for good episodes. Therefore, in
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our scenario, we need that

N (Z n(s, o, h)) >0OH*S?0L? > OH?S?0L%d
where the r.h.s of the equation above is the second-order term in our case. Thus, considering that
>, nk(s,0,h) < K, and K > H3L?S?0 > H2L?S20d for typical episodes, we have:
;o 1002H?S2%2L20
hk Zo nk(s707 h)

When considering the bound for the next state-stage pair b},,, we simply refer to the visit count of
the next state and next stage ny(s’,0,h'). The numerical constant 100? is derived analogously to
Azar et al. (2017).

Let’s now analyze the summation of this term, considering, as for epg, just the typical episodes.

K H kK H BLVAr (o iy pr (o (VI (', 1) 14HL
bk = I(k € [kliyp) (\/ Sl S +
1

ng(s,0,h) 3n(s,0,h)

(ft)

K A 8%, ,, P! (s h|s, h)[ min (¥, , H?
+ZZH<kemm>\/ Co P nk(|s70>]£) (i 1)

(st)

We separately analyze the first two terms and then the last.
The analysis of (ft) follows the same concept as the analysis conducted for the estimation error ey,
where instead of using Lemma D.3 we use Lemma D.4

(ft) < V3L <\/ KH? + OHdUx.; + OH2SdVELO + 4/3H3L) (V/SOdL) + 14/3HSOdL?

b
< V3L (\/KH2 n DHdUK,l) (V/SOAL) + 14/3HSOdL?
< OLHVKSOd + OLd\/HSOUs 1

(a) As we said above, we follow the same concept of point (c) of the proof of the upper bound
of epr. In this case, we use Lemma D.4 instead of Lemma D.3.

(b) Because for typical episodes K > H2L?S?Od and thus we consider only the dominant terms.

Regarding the second term (st) adapting the proofs of Azar et al. (2017), we will focus only on
the last term (k)(h), which results in a term of the same order of the second-order term already
analyzed, the other two terms are upper bounded by the main terms.

" K H 1
(st) < ZZH(kG[ typ)b ZZ Fltap) ni(s,0,h)

k=1h=1

< HOSQLQ H typ ]I typ RN
k=1h=1 8 )0, h, k=1h=1 ng (Sa 0, h)
< VHPS2L20(v/S0dL)?

= H?S?L*VO3Hd2
d
< H3S?L%0d

(a) Considering only the (k)(h) of the original proof and applying Cauchy-Schwartz inequality.
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(b) By substituting b}, in the equation.
(¢) By applying two times Lemma D.1.
(d) IO < H.

To conclude the summation of exploration bonuses

K H
> Y bw <OLHVKSOd + OLd\/HSOU 1 + H*S*L*Od
k=1h=1

neglecting smaller order terms.

B.6 Summing all the terms

Finally, we can combine all the terms analyzed separately back into Equation (7), and we will get:
Regret(K) < OLHVESOd + OLd\/HSOUx 1 + OH3S*L20d + HVAK L

< OLHVKSOd + OHSL20d* + OH3S2L20d + HVAK L
<OLHVKSOd+ OH3S?L?0d + HVdKL

where (a) results by solving for Uk 1, and this completes the proof, ignoring the numeric constants
replaced by . O

Remark: The term d is a random variable, being the duration of each option a random variable
itself. However, as shown in Drappo et al. (2023), it is possible to bound this value when we have
options with duration Tyin < 7o < Tiax, resorting to renewal processes theory (Pinelis, 2019) with

d< 32H(7’,m.Lx — Tmin) log(2/4) b H .
mineeo E[To]s miNeeO E[To]

holding with probability at least 1 — 4.
This term is bounded by the ratio between the horizon H and the expected duration of the shorter
option composing the set, plus a confidence interval accounting for the stochasticity of the duration.

C Proof of Theorem 4.3

In this section, we will provide a detailed proof of Theorem 4.3.

As described in the main paper, the meta-algorithm alternates between two regret minimizers,
UCBVI and Options-UCBVI, for N stages at two levels of temporal abstraction of the problem.
While learning on one level, the policies of the second are kept fixed for all episodes on the stage.

Initially, we will keep the analysis general for any pair of regret minimizers, A%, A - where the
former is the regret minimizer used for the low-level and the latter the one used for the high-level.

Before proceeding, we introduce Lemma 4.2, which relates the regret paid by the regret minimizer
of one level to the bias introduced in the learning of the other level.

Lemma 4.2. Let us define the concentrability coefficients:

d” (s,h
CH = max inf (5, 7)

s1,1
max - <
n€[N] pu* optimal (s,h)ESX[H] dgfi(sv h) ’

o (ol B
L . : ds, (S 7]7‘ )
C* = max max inf max max —_—
n€[N] o€O =¥ optimal (s,h)EZL° (s',h')ES, X [H,] dwn,fl(sl h/)
Sh )

S

Then, it holds that:
V2 (s1,1) = Vi, (s1,1) < CF (Ve (s1,1) = Vi (51, 1) ),

Bias of not playing m* Regret of low-level algorithm
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Vi (s1,1) — VEn(s1,1) < CL(V;H_J (s1,1) = VI (s1, 1)).

Bias of not playing p* Regret of high-level algorithm

where p* is the optimal high-level policy (SMDP), and 7 is the optimal policy of a single option o
(low-level optimal policy).

Proof. Let us write the bias of a level for the stage n € [N] as 3, respectively specialized as 8 for
the high-level bias and 8% for the low-level bias.

B =Vi(s1,1) = Vi (s1,1)
= E [R,r* (s,h) — R, _, (s, h)]

(S1h)~d:1,1

d" (s, h)
b 51,1\
L % (R (s,h) — Re, (s, h
(sl | ) (s h)( (8:h) : ))]

Ao

dsl 1(55 h)
max inf N

n€[N] p* optimal (s, h)ES)>(< [H] dglnl(s, )

(Vs ) = Vit (s1,1))

<O (Vi (1, 1) — Vi (s1,1)

(a) We can write the difference in value as the difference in return of the two option policies,
where R.+ and R, , are respectively the return obtained by playing the optimal options
policies, and the return obtained by playing the options policies learned up to the previous
step, and the state-stage pairs (s, h) are sampled from the distribution of visit induced by
the policy p*.

(b) Using an importance-sampling argument, we can change the exploration policy by adding

d.':171(s,h)

the importance weighting term T G

(c) Substituting the expectation with the sup over the states and stages, the inf over the possible
optimal exploration policies, and maximizing for all possible n stages.

(d) Substituting the first term with the constant C¥, defined above.
We will not consider the proof of the second inequality because it follows the same passages. O

Given this Lemma, we can provide a general result for any choice of A, A, and any choice of
scheduling.

Lemma C.1. Let A and A* be two regret minimizers that suffer regret bounded RY(K) and
RE(K) when run for K episodes. Then, under Assumption 4.1, Algorithm 2 when run with the

episode schedule (KX KI)N_ | such that Z KL+ KT = K, suffers regret bounded by:

R(HLML, K) < Z( (CH + )RE(KE) + (CF + 1)RH(K,§I)).

Proof. We can write the regret of the two-phase algorithm as a summation of the regret of the
high-level and the regret of the low-level as expressed by Equation (3) in the main paper.

N /KZ
Regret(HLML, K) = ) (Z (Vi (s1,1) = Vgt (s1,1 +Z( (s1,1 V:;k(sl,l))>

n=1 k=1

N
25" (B2 + RM(KH) + 8L + RM(KE))

n=1
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(CHRM(K) )+ R(KM) + C*RY (K[ )) + RM(K)))

Ao
] =

3
Il
-

(C? + 1)RM(KE) + (CF + DR (K.

Ao
] =

3
Il
-

(a) We can decompose the two terms of the summation as shown in Equations (4) and (5), and
then for shortness, use 3, to express the bias of the two levels at the n'” stage, and R(K,)
for the regret of the two regret minimizers, A, A7 at the n'" stage.

(b) By applying Lemma 4.2 for the two general regret minimizers.

(¢) Clearly the sum of n — 1 is smaller than the sum of n terms, thus we can upper bound
RE(KE ) with RE(KE), and the same for R (K ).

And with the last step, we conclude the proof. O

Now we can specialize Lemma C.1 for UCBVI for the options learning and Options-UCBVI for the
high-level, and we get:

Theorem 4.3. Let M = (S, A,p,r, H) be an FH-MDP and let O be a set of options to be learned
inducing the FH-MDPs M, = (S, Ao, D, 70, Hy) for o € O. The regret suffered by Algorithm 2 under
Assumption 4.1, episode schedule as in Equation (2), and where Ho = max,co H,, is bounded with
probability at least 1 — § by:

HLML. K)<O(ct HVSOK H AKHp ).
R( , )_O(C SOKd +CH Hp+\/OS o)

High-Level Regret Low-Level Regret

Proof. For the option learning procedure, we instantiate a UCBVI algorithm for each sub-MDP M,
and for the n — th phase, we paid a regret proportional to:

Ky K,
> R =YY Ry
k=1

o j=1

£ Ho\/SoAK H,
Ho+/SAHo Z VK,

Hov/SAHo /OZKO

= Ho\/OSAHoKL

where R,,, is the regret paid for running the option oy, in the £ —th episode and K, are the episodes
given to that option o. With (a), we just write the regret of running UCBVI on K, episodes. In
the passage (b), we upper bound to the worst possible sub-MDP, M,,, where for the state space and
the action space, we have the cardinalities of the primitive MDP, and we have an episode duration
Ho = max, H,. In the next inequality (c), we use the Cauchy-Schwartz inequality, and being
Yoo Ko = KL the last equality holds. Therefore, by considering just the dominant term of the two
upper bounds of regret, we can write

RL, = Regret-UCBVI< O <HO,/OSAK5HO)
RE, = Regret-O-UCBVI< O (H1 /SOKH d>

[N\

VAR
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Now by directly substituting these results in Lemma C.1 and considering the scheduling proposed
in Equation (2), we can rewrite the regret of the meta-algorithm as:

N
Regret(HLML, K) < O <Z ((CH +1)Ho/OSAHp2" 4 (CF + 1)H\/SOd2”>>

n=1

- < oH +1)Ho\/OSAHp + (C* 4+ 1)HV SO ) Z\/Tn)

N/2
( 1)Ho\/OSAHo + (CL +1)HVSOd ) 2v2) 2"
n=0

0 (((€7 + 1) Ho\/OS AT + (€ + 1)HVS0M) (2/3(2Y2+1 - 1))
((CHHO\/m 4 C’LH\/W) 2(log2(K))/2>
((CHHo OSAHo + CLHVSOd ) f)

Where all the passages follow algebraic operations, except for (a) in which we neglect all the numer-
ical constants and we consider that K = 2 ij:l 2n—1 = 2N+1 1 and thus, N = log,(K). The last
passage concludes the proof. O

D Useful Lemmas

Lemma D.1. Considering ni(s, o0, h) the number of visits of the triple (s,o0,h) up to episode k, and
(kltyp the typical episodes for which ny(s, o0, h) is sufficiently large, the following holds true:

K H 1
D Uk € [Kligp) Y o S dSOIn(Kd)
— h—1 ng(s,o,

Proof.

IA@

K H
ZH typhz::lnksoh

k=1 (s,0)€SX0O he[d] n=1

b Kd1
<d =
<dsoy -~

n=1

< dSOIn(3Kd)

(a) Considering ny(s,o0,h) for the whole state space and options space, and considering the
summation over H bounded by d elements, for the temporal extension of the actions.

(b) Considering that the maximum number of (s, o0, h) visited until episode K is bounded by
Kd

(c) Considering the rate of divergence of the harmonic series Y 1 | + ~ In(n)

The following lemmas are adaptations to SMDPs of Lemma 8, 9, and 10 of the paper of the UCBVI
paper Azar et al. (2017). We consider to have the same good event E and Qy 5.
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Lemma D.2. Let k € [K]| and h € [H]. Then under the event E and Qy j, of the original paper, the
following hold

k H
SO>S VE, < KH?+ 2VHSKL + 4d° /3L
i=1 j=h

Proof. The proof follows the same passages of the proof of Lemma 8 in Azar et al. (2017), where 5’
is the next stage after a temporally extended transition. O

Lemma D.3. Let k € [K| and h € [H]. Then under the event E and Q j, of the original paper, the
following hold

k H
SO (Vig - Vi) < 2HdU, +4H*VHKL + 4d° [31
i=1 j=h

Proof. The proof follows the same passages of the proof of Lemma 9 in Azar et al. (2017), where 5’
is the next stage after a temporally extended transition. O

Lemma D.4. Let k € [K]| and h € [H]. Then under the event E and Qy j, of the original paper, the
following hold

k H
Yy (Vi,j, — v j,) < OHdUy,, + OH?S0d* K LO
i=1 j=h
Proof. The proof follows the same passages of the proof of Lemma 10 in Azar et al. (2017), where

4’ is the next stage after a temporally extended transition. More precisely, what changes is the
application of the pigeon hole principle (Lemma D.1). O



