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Abstract
The development of Large Language Mod-001
els (LLMs) provides human-centered Artificial002
General Intelligence (AGI) with a glimmer of003
hope. Empathy serves as a key emotional at-004
tribute of humanity, playing an irreplaceable005
role in human-centered AGI. Despite numerous006
researches aim to improve the cognitive empa-007
thy of models by incorporating external knowl-008
edge, there has been limited attention on the009
sensibility and rationality of the conversation it-010
self, which are vital components of the empathy.011
However, the rationality information within the012
conversation is restricted, and previous meth-013
ods of extending knowledge are subject to se-014
mantic conflict and single-role view. In this015
paper, we design an innovative encoder module016
inspired by self-presentation theory in sociol-017
ogy, which specifically processes sensibility018
and rationality sentences in dialogues. And we019
employ a LLM as a rational brain to decipher020
profound logical information preserved within021
the conversation, which assists our model in022
assessing the balance between sensibility and023
rationality to produce high-quality empathetic024
response. Experimental results demonstrate025
that our model outperforms other methods in026
both automatic and human evaluations.027

1 Introduction028

Empathetic response generation, the capacity to029

perceive emotion of individuals and response ac-030

cordingly, is integral in the pursuit of intelligent031

agents(Hofmann et al., 2010). In psychology, sen-032

sibility and rationality are crucial components of033

an individual’s empathy. Lack of sensibility makes034

it ineffectual to emotionally relate to users. And035

conversely, the absence of rationality may result036

in emotional empathy and the symptom of unmiti-037

gated communion(Fritz and Helgeson, 1998). How-038

ever, rational sensibility, known as cognitive em-039

pathy, allows for a better comprehension of users040

while decreasing one’s own negative emotional ex-041

perience(Smith, 2006).042

Figure 1: An example of empathetic response from
EMPATHETICDIALOGUES dataset. (a) According to
the sociological theory of self-presentation, categoriz-
ing conversation utterances into sensibility and rational-
ity groups. (b) the chain of emotion-aware empathetic
prompting based on LLM.

Although many researchers endeavor to enhance 043

the cognitive ability of models through external 044

knowledge(Ghosal et al., 2020; Zhou et al., 2021; 045

Sabour et al., 2022), limited attention has been di- 046

rected towards the inherent expression within the 047

conversation, such as sensibility and rationality. 048

Besides, the rational thinking of the dialog itself 049

provides limited information and cannot furnish 050

in-depth perception, such as intention and purpose. 051

Previous methods usually adopt COMET(Bosselut 052

et al., 2019) to enhance the commonsense reason- 053

ing ability of models, which is constructed on two 054

large knowledge graphs, ATOMIC(Sap et al., 2019) 055

and ConceptNet(Speer et al., 2017), including a 056

huge amount of social commonsense knowledge. 057

However, this method exists two limitations: se- 058

mantic conflict and single-role view. Common- 059
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sense knowledge can be divided into five categories:060

intent, need, effect, want, and react. These cate-061

gories are relatively independent and difficult to062

ensure semantic consistency, which is the main063

reason for semantic conflict(Cai et al., 2023). Fur-064

thermore, previous methods are limited to focus-065

ing on a single-turn utterance to expand external066

knowledge with a single-role view, e.g., speaker or067

listener. To tackle the above issues, we seek solu-068

tions based on the intersection of sociology and the069

large language model (LLM).070

In sociology, self-presentation the-071

ory(Baumeister and Hutton, 1987; Jensen Schau072

and Gilly, 2003) divides sentences into categories:073

sensibility and rationality. In sensibility, the074

emotionally charged utterances are used to075

accentuate the individual’s personality traits, depict076

personal state and project desired character. In077

rationality, sentences primarily serve the purpose078

of transmitting information, expressing opinions,079

and engaging in logical thought processes in an080

objective manner. As illustrated in Figure 1(a), the081

dialogue is divided into sensibility and rationality082

sentences with the aim to achieve more accurate083

context encoding.084

Furthermore, we employ the LLM as a rational085

brain to provide logical reasoning for empathetic re-086

sponse without limitation of semantic conflict and087

single-role view. Particularly, we design an innova-088

tive module, rational representation enhancement,089

which are mainly composed by Chain of Emotion-090

aware Empathetic prompting(CoNECT). As shown091

in Figure 1(b), CoNECT employs an affective in-092

dicator to facilitate the evaluation and correlation093

of contextual connections, based on the extensive094

knowledge within LLM. This approach enables em-095

pathetic reasoning and boasts notable advantages:096

1) Rational reasoning. Examine the portrayal of097

emotional labels within historical context and an-098

alyze the intrinsic psychological expression. 2)099

Multi-role view. Offer a comprehensive perspec-100

tive when perceiving the emotions and intentions101

from the view of speaker and listener on a global102

scale.103

In this paper, we present LLM enhanced104

empathetic response generation model guided by105

self-presentation theory, Lamb. The model con-106

sists of three modules: 1) Rational-sensible En-107

coder. Emotionally charged sentences are identi-108

fied by the pretrained emotion-cause model. Then,109

we utilize a designed attention mechanism to com-110

bine the sensible and rational sentences. 2) Ra-111

tional Representation Enhancement. In the con- 112

text of a conversation and the corresponding emo- 113

tion label, we employ the CoNECT and COMET 114

methodologies to generate rational knowledge for 115

Lamb. 3) Rational-sensible Decoder. We employ a 116

cross-attention mechanism that allows the decoder 117

to perceive context, commonsense knowledge and 118

CoNECT data. 119

Our main contributions are listed as follows: 120

• Guided by self-presentation theory, we focus 121

on the sensible and rational expression of the 122

conversation itself to enhance cognitive empa- 123

thy. 124

• We introduce the chain of emotion-aware em- 125

pathetic data into the empathetic response gen- 126

eration task, which provides multi-role aware 127

rational reasoning. 128

• Our model, Lamb, uses weighted context and 129

external knowledge to understand speaker’s 130

emotional state and generate suitable empa- 131

thetic response. 132

• Experiments demonstrate that Lamb generates 133

more empathetic response compared with the 134

state-of-the-art methods. 135

2 Related Work 136

The objective of the empathetic response genera- 137

tion is to equip the model with the capability to 138

deliver suitable emotional value(Hofmann et al., 139

2010). Numerous work has addressed this task 140

in terms of perception enhancement and cognition 141

enhancement. 142

2.1 Perception Enhancement Methods 143

Methods for perception enhancement typically an- 144

alyze the sentiment words in conversations and dis- 145

till fine-grained emotion control information(Lin 146

et al., 2019; Ghosal et al., 2020; Li et al., 2020; 147

Zhao et al., 2023). For example, multi-granularity 148

sentiment labels of conversation and utterance in 149

data can help the model capture user sentiment ef- 150

ficiently(Wang et al., 2022a). E-CORE(Fu et al., 151

2023) focus on exploring intrinsic sentiment by 152

emotion correlation learning, utilization, and su- 153

pervising. Besides, CAB(Gao et al., 2023) split 154

the empathy response generation into three parts: 155

cognition, affection and behavior. Additionally, 156

ESCM(Yang et al., 2023) uses dynamic emotion- 157

semantic vectors and dependency trees to guide 158
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the model generate empathetic responses. Further-159

more, Yufeng et al. (2024) categorizing emotions160

into fine-grained trait and state emotion to control161

sentiment representation more accurately. Never-162

theless, despite the potential for fine-grained emo-163

tional control data to reveal perspective-specific164

emotion states, the sensible representation of dia-165

logue at the utterance level remains underutilised.166

Based on the self-presentation theory in psy-167

chology, we divide the conversation into sentences168

with two types of attributes: sensible and ratio-169

nal, and explore their importance for empathetic170

response(Fritz and Helgeson, 1998; Smith, 2006).171

2.2 Cognition Enhancement Methods172

Cognitive enhancement can improve the model’s173

comprehension and learning capacity.(Tahir et al.,174

2023; Zhou et al., 2023). For example, CEM175

(Sabour et al., 2022) introduces commonsense176

knowledge inference to this task for the first time177

through the pre-trained COMET model. The scope178

of cognition enhancement methods is further ex-179

panded with the help of ambiguous information180

filtering(Cai et al., 2023) and graph neural net-181

work structure(Li et al., 2022). However, these182

approaches are constrained by limitations of se-183

mantic contraction and single-role view(Cai et al.,184

2023).185

Chain-of-Thought Prompting(CoT) are typically186

used to facilitate the logical resolution of com-187

plex problems, elucidating the rationale behind the188

decision-making process(Wei et al., 2022; Wang189

et al., 2022b, 2023). The chain-of-empathy method190

employs CoT technology to enhance the cognitive191

capacity of the empathetic response model, though192

it does not examine the logical interrelationship be-193

tween emotion and conversation history(Lee et al.,194

2023). In our work, we utilize the chain of emotion-195

aware empathetic prompting method to enhance the196

cognitive ability of the model.197

3 Method198

As shown in Figure 2, Lamb is consists of three199

models: 1) rational-sensible encoder, 2) rational200

representation enhancement, 3) rational-sensible201

decoder.202

3.1 Task Formulation203

Given a dialogue history U =204

[S1, L1, S2, L2, ..., LN−1, SN ] of 2N -1 utter-205

ances, the goal of the empathetic response206

generation is to predict the overall sentiment 207

label etar and generate empathetic response 208

Y = [y1, y2, ..., ymy ]. In dialogue history U , 209

Si = [si1, s
i
2, ..., s

i
msi

] and Li = [li1, l
i
2, ..., l

i
mli

] 210

represent the i−th utterance of speaker and listener, 211

composed by msi and mli tokens respectively. 212

3.2 Rational-sensible Encoder 213

The first group encompasses sentences that used 214

to underscore individual characteristics by sensible 215

expression. On the other hand, the second group 216

is composed of sentences that primarily empha- 217

size the rational reasoning. When selecting the 218

first group sentences, our purpose is to align the 219

global sensible experiences of both the speaker and 220

listener, which enables the model to better under- 221

stand the speaker’s emotion and respond more em- 222

pathy. Thereforce, we adopt the pretrained model 223

SEEK(Wang et al., 2022a) to prelabel comprehen- 224

sive sentiment for each conversation, inspired by 225

Welivita and Pu (2020). Then, we use a pretrained 226

emotion-cause model RECCON(Poria et al., 2021) 227

to detect relevant sensible expression in context. 228

As described in Figure 2, we set U as input of 229

the SEEK model, and obtain predicted global senti- 230

ment label eano accordingly. Next, we use eano as 231

the target sentiment of the model RECCON, and 232

look for cues that evoke the sentiment in U . The 233

final output is the sensible sentences D that implies 234

the expression of the sentiment, which is a subset 235

of U . 236

eano = SEEK(U) (1) 237

D = RECCON(eano, U) (2) 238

We feed U and D into the Bart encoder to obtain 239

the context representation RU ∈ ℜlU×d and the 240

cause representation RD ∈ ℜlD×d: 241

RU = Bartenc(S1⊕⟨\s⟩⊕L1⊕⟨\s⟩...SN ) (3) 242

RD = Bartenc(D) (4) 243

Additionally, in order to assist the model in 244

discerning between these two categories of sen- 245

tences, we incorporate the method of joint model- 246

ing through the designed attention mechanism to 247

acquire distinct weights for them, and output finally 248

representation RG ∈ ℜlG×d. 249
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Figure 2: The model architecture of Lamb, which consists of three parts: (a) Rational-sensible Encoder based on
self-presentation theory, (b) Rational Representation Enhancement by CoNECT and COMET, (c) Rational-sensible
Decoder.

RG = softmax(
(WqRU ) · (WkRD)

T

√
2d

)·(WvRD)

(5)250

, where Wq ∈ ℜd×d, Wk ∈ ℜd×d and Wv ∈ ℜd×d251

are randomly initialised tensor matrix. lU , lD and252

lG is the number of corresponding tokens. d is the253

dimension of feature vector.254

3.3 Rational Representation Enhancement255

In this module, we dedicate to enhancing rational256

information by CoNECT and COMET’s common-257

sense knowledge.258

3.3.1 COMET259

Following previous works, we adopt the pre-260

trained model COMET to generate common261

sense knowledge. Given the last utterance262

SN of the historical context U , we alternately263

select xIntent, xEffect, xWant, xReact and264

xNeed cognitive attributes for inferencing, ob-265

taining Cr commonsense knowledge where r ∈266

{xIntent, xEffect, xWant, xReact, xNeed}:267

Cr = COMET (SN ) (6)268

After that, we append the [CLS] token to the first269

position for each COMET relation. Then we fed270

them into the encoder getting feature matrix RC ∈271

ℜlC×d, where lC is the number of tokens in set r272

and special tokens.273

RC = Bartenc−r([CLS]⊕ Cr) (7) 274

As a result, we embed the commonsense knowl- 275

edge in the decoder, so as to provide more effective 276

complementary information to the model. 277

3.3.2 CoNECT 278

As shown in Figure 2, the CoT prompt we used can 279

be divided into three parts: 280

Character. We assign LLM to role-play a com- 281

passionate psychologist who is expected to possess 282

theoretical knowledge and behavioral paradigms in 283

professional domain. 284

Causal Chain. In order to improve contextual 285

coherence and achieve more precise comprehen- 286

sion of dialogues, we extend the scope of external 287

knowledge sources by incorporating the complete 288

context into the prompt. 289

Global Sentiment Label. In conjunction with 290

the causal chain, the method offers guidance for 291

the logical behavior of the analytical model. 292

In practice, we use the prompt CP as the input 293

of LLM, and the output of the LLM is the CoNECT 294

data CM . 295

CP = Prompttemplate(U, eano) (8) 296

CM = LLM(CP ) (9) 297

Afterwards, we pass CM through the encoder to 298

acquire unified feature representation RM ∈ ℜc×d, 299
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where c is the length of CoNECT data.300

RM = Bartenc(CM ) (10)301

3.4 Rational-sensible Decoder302

The rational-sensible decoder facilitates the303

model’s ability to balance sensible and rational304

cognition, thereby generating empathetic responses305

that are more consistent with the listener’s role.306

To begin with, the model perceives the sensible307

and rational cognitive aspects of the context with308

RG, which offers essential background informa-309

tion. Subsequently, the model extends the basic310

commonsense knowledge with the assistance of311

the RC . Lastly, the model incorporates information312

from the RM to enrich and intensify the rational313

cognitive expression.314

The target response Y = [y1, y2, ..., ymy ] with315

length my, which is generated token by token by316

Bart decoder based above representation RG, RC317

and RM . During training, we adopt the standard318

negative log-likelihood(NLL) loss on the target re-319

sponse Y :320

£nll = −
my∑
t=1

log(y|(RG, RC , RM ), y<t) (11)321

3.5 Training Objectives322

The objective of our training program is composed323

of two parts: emotion classification and empathetic324

response generation.325

3.5.1 Emotion Classification326

For emotion classification task, we utilize average327

pooling to get the knowledge vector pk ∈ ℜd:328

pk = Average− pooling(RC) (12)329

Then, in order to optimize knowledge acquisi-330

tion, we strive for the fusion of historical conver-331

sations, empathetic thought chains, and common332

sense knowledge.333

RF = RG[0]⊕RM [0]⊕ pk, (13)334

Pepre = softmax(Wθ(RF )) (14)335

After that, we subsequently pass RF through a lin-336

ear operation Wθ ∈ ℜd×q, followed by a softmax337

calculation to produce the distribution Pepre ∈ ℜq,338

where q is the number of emotion categories:339

In training phase, we optimize the object by mini- 340

mizing the Cross-Entropy loss between the emotion 341

category and the ground truth label etar: 342

£emo = −log(Pepre(etar)) (15) 343

3.5.2 Final Training Objective 344

In the training phase, all the parameters of our 345

model are optimized with £emo and £nll: 346

£ = £nll +£emo (16) 347

4 Experiments 348

4.1 Datasets 349

Our experiments are conducted on the widely 350

used EMPATHETICDIALOGUES(Rashkin et al., 351

2019), comprising 25k multi-turn empathetic con- 352

versations between a speaker and a listener, with 353

an average of 4.31 turn per dialog. This dataset 354

provides 32 evenly distributed emotion labels, and 355

each conversation is assigned a related label. 356

To ensure the fairness of the comparison experi- 357

ments, we use the same dataset division as the previ- 358

ous research method, dividing the dataset into train- 359

ing, validation and test sets in an 8:1:1 ratio(Cai 360

et al., 2023). 361

4.2 Evaluation Metrics 362

In order to confirm the effectiveness of Lamb, we 363

implement a dual evaluation strategy, a compre- 364

hensive evaluation from automation and human 365

perspectives. The detailed experiment setting is de- 366

scribed in Appendix E. And the compared baseline 367

models are listed in Appendix B. 368

4.2.1 Automatic Evaluation 369

Following previous work, we choose Perplex- 370

ity(PPL), corpus-level BLEU(B-N), sentence- 371

level ROUGE(R-N), Distinct-n(Dist-N) and Ac- 372

curacy(Acc) as our main automatic metrics. 1) 373

Perplexity is used to assess the fluency and compre- 374

hensibility of the text generated by the model, and 375

a lower PPL value means that the text is more natu- 376

ral. 2) The BLEU and ROUGE score indicate the 377

degree of similarity between the generated text and 378

the ground-truth text. A higher score indicates a 379

greater degree of similarity. 3) Dist-N is used to as- 380

sess the diversity of the content, with higher metric 381

values indicating that the model can produce more 382

diverse and richer representation. 4) Acc is used 383

to measure the accuracy of the model for emotion 384

classification. 385
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Table 1: Results of automatic evaluation. Optimal outcomes are highlighted in bold, and suboptimal outcomes are
indicated by underlining. The evaluation of the LLM utilizes a meticulously crafted prompt for inference.

Models PPL B-1 B-2 B-3 B-4 R-1 R-2 Dist-1 Dist-2 Acc

MoEL(Lin et al., 2019) 36.60 18.07 8.30 4.37 2.65 18.24 4.81 0.59 2.64 31.74
MIME(Ghosal et al., 2020) 37.24 18.60 8.39 4.54 2.81 17.08 4.05 0.47 1.66 30.96

EmpDG(Li et al., 2020) 37.43 19.96 9.11 4.74 2.80 18.02 4.43 0.46 1.99 31.65
CEM(Sabour et al., 2022) 36.33 16.12 7.29 4.06 2.03 15.77 4.50 0.62 2.39 36.84
SEEK(Wang et al., 2022a) 36.78 10.77 4.40 2.02 1.08 12.74 2.94 0.68 2.81 42.74
CASE(Zhou et al., 2023) 35.20 15.59 7.22 3.80 2.24 17.33 4.67 0.65 3.37 38.99
E-CORE(Fu et al., 2023) 33.03 - - - - - - 0.72 3.49 42.59
KEMP(Li et al., 2022) 36.39 16.72 7.17 3.77 2.33 16.11 3.31 0.66 3.07 36.57
CAB(Gao et al., 2023) 34.36 19.23 8.55 4.36 2.57 17.50 4.13 1.13 4.23 40.52

ESCM(Yang et al., 2023) 34.82 - - - - - - 1.19 4.11 41.19
DCKS(Cai et al., 2023) 18.58 18.75 9.12 5.38 3.57 19.14 5.45 1.57 6.02 48.69

CTSM(Yufeng et al., 2024) 34.56 - - - - - - 2.00 7.34 43.41

Qwen1.5-MoE-A2.7B-Chat(Team, 2024) - 7.73 2.39 1.03 0.52 10.45 1.12 2.76 22.41 -
LLaMA2-13B-Instruct(Touvron et al., 2023) - 11.69 4.03 1.79 0.93 13.27 1.83 2.91 18.92 -
LLaMA3-8B-Instruct(Touvron et al., 2023) - 13.17 4.42 1.92 1.02 14.12 1.68 2.69 18.70 -

Qwen1.5-72B-Chat(Team, 2024) - 14.19 4.85 2.27 1.23 13.83 1.97 3.29 22.68 -
Mixtral-8x7B-Chat(Jiang et al., 2024) - 14.66 4.72 2.11 1.10 14.54 1.69 3.30 21.13 -

Lamb(CoNECT based on LLaMA2-13B-Instruct) 20.14 22.16 10.55 6.01 3.78 19.39 5.47 2.38 10.32 51.36
+ Compared with LM - ▲ 2.93 ▲ 1.43 ▲ 0.63 ▲ 0.21 ▲ 0.25 ▲ 0.02 ▲ 0.38 ▲ 2.98 ▲ 2.67

+ Compared with LLM - ▲ 7.50 ▲ 5.83 ▲ 3.74 ▲ 2.55 ▲ 4.85 ▲ 3.50 - - -

& CoNECT based on LLaMA3-8B-Instruct 20.22 22.56 11.03 6.33 3.82 19.73 5.68 2.41 10.41 52.16
+ Compared with LM - ▲ 3.32 ▲ 1.91 ▲ 0.95 ▲ 0.25 ▲ 0.59 ▲ 0.23 ▲ 0.41 ▲ 3.07 ▲ 3.47

+ Compared with LLM - ▲ 7.87 ▲ 6.31 ▲ 4.06 ▲ 2.59 ▲ 5.19 ▲ 3.71 - - -

& CoNECT based on Qwen1.5-72B-Chat 20.15 22.27 10.88 6.32 3.60 19.54 5.71 2.29 10.33 51.69
+ Compared with LM - ▲ 3.04 ▲ 1.76 ▲ 0.94 ▲ 0.03 ▲ 0.40 ▲ 0.26 ▲ 0.29 ▲ 2.99 ▲ 3.0

+ Compared with LLM - ▲ 7.61 ▲ 6.16 ▲ 4.05 ▲ 2.37 ▲ 5.0 ▲ 3.74 - - -

& CoNECT based on Mixtral-8x7B-Chat 20.18 22.24 10.87 6.35 3.79 19.51 5.73 2.37 10.35 51.75
+ Compared with LM - ▲ 3.01 ▲ 1.75 ▲ 0.97 ▲ 0.22 ▲ 0.37 ▲ 0.28 ▲ 0.37 ▲ 3.01 ▲ 3.06

+ Compared with LLM - ▲ 7.58 ▲ 6.15 ▲ 4.08 ▲ 2.56 ▲ 4.97 ▲ 3.76 - - -

4.2.2 Human Evaluation386

To further verify the effectiveness and reliability of387

our method, we conduct manual evaluation work.388

Specially, we set four evaluation dimensions, and389

the score of each dimension is quantitatively evalu-390

ated from 1 to 5. 1) Coherence(Coh.): Measures391

the level of relevance between the text generated392

by the model and the gold response. 2) Empa-393

thy(Emp.): Demonstrates a greater comprehension394

of the speaker’s circumstances and conveys a more395

fitting sentiment. 3) Informativeness(Inf.): Mea-396

sures the richness of information contained in gen-397

erated responses. 4) Continuity(Cont.): Indicates398

the intensity of the speaker’s desire to continue399

the conversation. Particularly, we randomly se-400

lect 1000 sets of test data and randomly shuffled401

their order to ensure the fairness and objectivity402

of the evaluation. Then we distribute the data to403

three qualified and experienced human evaluators,404

whom score the model’s responses and get a aver-405

age score. In this way, we can ensure the accuracy406

and scientificity of the assessment results, which407

in turn strongly supports the effectiveness of our408

methods. The detailed basis of scoring is shown in409

the Appendix D.410

4.3 Automatic Evaluation Results 411

Our CoNECT module conduct several sets of ex- 412

periments based on different LLMs: LLaMA2- 413

13B-Instruct, LLaMA3-8B-Instruct, Qwen1.5-72B- 414

Chat and Mixtral-8x7B-Chat. Compared with LM: 415

MoEL, MIME, EmpDG, CEM, SEEK, CASE, E- 416

CORE, KEMP, CAB, ESCM, DCKS, and CTSM, 417

Lamb exceed the baseline models on most metrics, 418

proving the robustness and effectiveness of our 419

method. We observe that all four variants of Lamb 420

achieve significant performance, which indicates 421

that the improvement comes from the architecture 422

of Lamb rather than relying on a specific LLM. 423

The enhancement in both Dist-1 and Dist-2 in- 424

dicates a greater diversity in our model responses, 425

thereby mitigating the appearance of hollow re- 426

sponse. Furthermore, achieving the highest scores 427

on both BLEU-N and ROUGE-N metrics reflects 428

better consistency between model responses and 429

historical conversations while also maintaining di- 430

versity. Additionally, our model exhibits a notable 431

increase of 2.67 points in emotion classification ac- 432

curacy, showcasing its capability to accurately cap- 433

ture speaker sentiment. Despite a slight decrease 434
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Table 2: Ablation study

Models PPL ↓ B-1 ↑ B-2 ↑ B-3 ↑ B-4 ↑ R-1 ↑ R-2 ↑ Dist-1 ↑ Dist-2 ↑ Acc ↑

Vanilla 18.58 18.75 9.12 5.38 3.57 19.14 5.45 1.57 6.02 48.69
Vanilla + Self-pres 17.74 21.02 10.17 5.84 3.74 19.88 5.56 2.01 8.52 50.65
Vanilla + CoNECT 20.30 19.95 9.79 5.72 3.69 19.62 5.69 2.25 9.96 51.30
Lamb 20.14 22.16 10.55 6.01 3.78 19.39 5.22 2.38 10.32 51.36

Figure 3: Effect of Self-presentation and CoNECT module.

in our PPL due to the complex structure of the435

Lamb, the overall improvement in other evaluation436

metrics reaffirms the effectiveness of our approach.437

We will discuss the results of the comparison with438

LLM in Section 4.6.439

4.4 Ablation Studies440

In order to prove the validity of the CoNECT and441

self-presentation module, we conduct two ablation442

experiments. The following is an introduction to443

the comparison models used in the experiment:444

1) Vanilla: Removing both Self-presentation445

module and CoNECT module.446

2) Vanilla + Self-pres: Based on vanilla, the447

self-presentation module is added.448

3) Vanilla + CoNECT: Based on vanilla, the449

CoNECT module is added.450

The Table 2 demonstrates that removing either451

the Self-presentation module or the CoNECT mod-452

ule result in a significant decrease in most evalu-453

ation metrics, indicating the effectiveness of both454

modules. When comparing the CoNECT and Self-455

presentation module, the approach with CoNECT456

excels in diversity metrics but underperforms in457

BLUE and ROUGE metrics. This observation sug-458

gests that the CoNECT module enhances the model459

by providing more contextual information with ex-460

ternal knowledge. The Self-pres module, on the461

other hand, directs the model to focus more on the462

dialog content to improve semantic understanding.463

Figure 4: Results of Human A/B test.

The synergistic effect of these two modules boosts 464

the model’s performance in empathetic response 465

generation. 466

To further validate the effectiveness of our pro- 467

posed self-pres and CoNECT modules, we provide 468

a detailed analysis with two sets of case ablation 469

experiments, as shown in Figure 3. 470

Self-presentation Module. In example-1, the 471

model integrates both perceptual and rational cog- 472

nition by conducting a detailed analysis of the 473

conversation context to better understand and re- 474

spond to the user’s expressed emotions of "long- 475

ing for friends". This approach not only strength- 476

ens the emotional bond between the model and 477

the user but also proves the effectiveness of the 478

self-presentation theory in real-world scenarios. 479

In example-2, the model effectively utilizes self- 480

7



presentation module to express empathy, and leads481

speaker to express their deeper feeling of sadness482

by asking questions. This strategy not only demon-483

strates the model’s role as a superb listener but also484

emphasizes its human-like qualities.485

CoNECT. In example-1, CoNECT recognizes486

that users were joining social groups out of lone-487

liness. The model responds positively to the deci-488

sion, expressing optimism about its potential to489

enhance user satisfaction. These responses not490

only address the emotional needs of users but also491

demonstrate CoNECT’s expertise in handling com-492

plex emotional issues. In example-2, CoNECT493

analyzes parents’ distrustful attitude towards medi-494

cation and doctor’s advice, clearly pointing out that495

this is a key factor leading to the unfortunate death496

of a newborn. As a result, the model responds by497

questioning family members to provide emotional498

support to the user.499

Table 3: Results of human evaluation.

Models Coh. Emp. Inf. Cont.

EmpDG 3.22 3.10 2.99 3.07
CEM 3.41 3.49 3.12 3.18
SEEK 3.40 3.62 3.19 3.33
KEMP 3.56 3.66 3.35 3.52
DCKS 4.10 3.94 3.76 3.87

Lamb 4.31 4.21 4.78 4.32
+ Improvement + 0.21 + 0.27 + 1.02 + 0.45

4.5 Human Evaluation Results500

As illustrated in Table 3, Our model improves on all501

human assessment indicators. The incorporation of502

CoNECT enhancements the model’s capacity for503

empathizing, along with an increase in the volume504

of information conveyed in the response. Further-505

more, reinforced by self-presentation theory, the506

model can focus on the sensibility clues in histor-507

ical content, improving the contextual coherence508

of the generated response and thus motivating the509

speaker’s willingness to continue the conversation.510

Additionally, the pairwise response comparison re-511

sults are shown in Figure 4. The results further512

confirm that the responses generated by Lamb are513

more preferred by human judges. Please refer to514

the Appendix A for a more detailed case study.515

4.6 Comparing with LLM516

Although we employ LLaMA2-13B-Chat infer-517

ence data as an aid during our study, our gener-518

Figure 5: Prompt used for evaluating LLM empathetic
ability.

Table 4: Compared with closed source LLMs.

Models BLEU-2 BLEU-4

ChatGPT(+ 0-short) 6.19 1.86
ChatGPT(+ 1-short) 6.79 2.12
ChatGPT(+ 5-short) 7.85 2.65
GPT-3(+ 0-short) 6.88 2.22
GPT-3(+ 1-short) 6.71 2.16
GPT-3(+ 5-short) 8.51 2.83
GPT-3.5(+ 0-short) 8.51 2.80
GPT-3.5(+ 1-short) 5.62 1.99
GPT-3.5(+ 5-short) 9.37 3.26
GPT-4(+ 0-short) 9.83 3.25
Lamb 10.55 3.78

ative model is still based on BART, a much less 519

parameters model than LLM. Considering the large 520

amount of data processed during LLM training and 521

the sampling strategy used, there is a significant 522

advantage over small models, thus, we do not com- 523

pare perplexity and diversity metrics with them. 524

The compared open-source LLMs utilize a metic- 525

ulously crafted system prompt in order to optimis- 526

ing its capacity of empathetic response, as shown in 527

Figure 5. In the bottom of Table 1, our model is best 528

in all BLUE and ROUGE metrics. Furthermore, 529

our model outperforms compared closed-source 530

LLM in BLUE-2 and BLUE-4 in Table 4. For fair- 531

ness, we maintain the setting of GPT-series LLM 532

are consistent of (Qian et al., 2023). 533

5 Conclusions 534

In this research, we enhance the generation of em- 535

pathetic responses through the incorporation of self- 536

presentation module and CoNECT. The results of 537

both automated and human evaluations indicate the 538

superior quality of responses generated by Lamb. 539

In the future, we will strive to strengthen the inte- 540

gration of multidisciplinary knowledge and further 541

delve the significance of sensibility and rationality 542

in cognitive processes. 543
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6 Limitations544

There are two main limitations in our work. First545

of all, we employed COMET commonsense knowl-546

edge in the rational representation enhancement547

module, however, we did not take a strong approach548

to mitigate the problem of semantic conflicts be-549

tween the information it generates. Secondly, auto-550

mated evaluation is difficult to score the empathy551

of generated responses, existing a certain degree of552

limitation.553

7 Ethics Considerations554

We obtain our data from EMPATHETICDIA-555

LOGUES, a publicly available dataset that does556

not include any personal information. Our human557

assessments are carried out by three experienced558

annotators and they are fairly compensated for their559

work.560
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A Case Study745

The responses generated by Lamb and other mod-746

els are shown in Table 5. The response generated747

by KEMP is not relevant to the history of the di-748

alog. Although SEEK and DCKS responses ex-749

pressed congratulations to the speaker, they did750

not establish a connection to concrete things in the751

conversation and therefore contained relatively few752

semantic information.753

In our method, CoNECT analyzes the speaker’s754

state of mind from a global perspective, and spec-755

ulates that "the happiest thing in life" and "some-756

thing you will never forget" are the key words in the757

conversation, which add color to the joy brought758

by the birth of the first child. The keywords empha-759

size the joy of the birth of the first child. By fur-760

ther integrating the self-presentation theory, Lamb761

recognized the speaker’s joyfulness while closely762

focusing on the key messages in the conversation,763

which effectively stimulated the speaker’s willing-764

ness to continue the communication. Table 6 and765

Table 7 are two more empathetic response case.766

In comparison to responses from LLaMA2-13B-767

Chat that demonstrate strong emotion, our response768

has the following advantages:769

(1) Lamb directly expresses sympathy for770

Speaker’s feelings. This simplicity avoids exces-771

sive explanation or unnecessary emotional burden772

that might be caused.773

(2) In Table 6, Lamb echoes Speaker’s feelings774

about “finally meeting someone after waiting for775

a long time” without shifting to Listener’s own776

experience. This allows the Speaker to feel that777

their feelings have been responded to and valued.778

(3) The information presented in Table 5 shows779

that LLaMA2-13B-Chat shares personal experi-780

ences. This can make the speaker feel like the781

other person is talking about themselves instead782

of paying attention to the speaker’s feelings. As a783

result, this may divert the conversation away from784

the original emotional expression of the speaker.785

B Baseline Models Details786

The following are the models we compared in the787

experiments. We use the official codes and follow788

the implementations.789

1) MoEL(Lin et al., 2019): The model designs a790

corresponding decoder for each emotion to gener-791

ate a response, and all the results are synthesised792

to produce the final result. 2) MIME(Ghosal et al.,793

2020): Depending on the positive or negative po-794

larity of the emotion and the contextual content, 795

the model is able to simulate the user’s emotions 796

and enable the generation of empathetic responses 797

by introducing randomness. 3) EmpDG(Li et al., 798

2020): A model that includes an empathetic in- 799

formation generator and a sentiment discriminator. 800

The function of the generator is to ensure that the 801

model has the ability to generate diverse content, 802

while the function of the discriminator is to en- 803

sure that the information produced by the generator 804

matches the empathetic sentiment in the context. 805

4) CEM(Sabour et al., 2022): The first model in- 806

troduces the COMET pre-trained model to acquire 807

common sense knowledge in empathetic response 808

generation task, and uses both intent and cognitive 809

types to categorise the knowledge. 5) SEEK(Wang 810

et al., 2022a): A model focuses on sentence-level 811

sentiment information and utilizes attention mech- 812

anisms to provide the model with multi-granularity 813

sentiment label information. 6) CASE(Zhou et al., 814

2023): A model employ external message, COEMT 815

and ConceptNet, to enhance the ability of cogni- 816

tive and emotion. 7) E-CORE(Fu et al., 2023): 817

A method fouces on exploring intrinsic sentiment 818

by emotion correlation learning, utilization, and 819

supervising. 8) KEMP(Li et al., 2022): A model 820

that uses ConceptNet and VRC-NED as external 821

knowledge sources and performs contextual mod- 822

elling through a graph neural network structure. 9) 823

CAB(Gao et al., 2023): A model split the empa- 824

thy response generation into three parts: cognition, 825

affection and behavior. 10) ESCM(Yang et al., 826

2023): Using dynamic emotion-semantic vectors 827

and dependency trees to guide the model generate 828

empathetic responses. 11) DCKS(Cai et al., 2023): 829

A model uses adaptive module for commonsense 830

knowledge selection to ensure consistency between 831

the model responses and the history context. 12) 832

CTSM(Yufeng et al., 2024): A model that cate- 833

gorizes emotions into fine-grained trait and state 834

emotion to enhance the ability of perceiving senti- 835

ment. 836

C Empathetic Response Derived from 837

Different Prompts 838

To maximize the empathetic response capabilities 839

of the model, we developed several iterations of 840

prompts. In practice, given the same contextual 841

information, we assessing the impact of various 842

prompt based on GPT-4-0613. The detailed com- 843

parative results is shown in Table 8. 844
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D Details of Human Evaluation845

We apply human evaluation to assess the Co-846

herence(Coh.), Empathy(Emp.), Informative-847

ness(Inf.) and Continuity(Cont.) of responses848

from empathetic models.849

For each evaluation indicator, we specify a scor-850

ing dimension from 1 to 5, as follows:851

Rating 1: The generated response completely852

fails to meet the specific requirement.853

Rating 2: The response generally meets the spe-854

cific requirements, but has some shortcomings.855

Rating 3: The response does meet the required856

requirements.857

Rating 4: The response meets specific require-858

ments while also making some additional contribu-859

tion or merit.860

Rating 5: The response exceeds expectations861

and provides excellent content or solutions while862

meeting specific requirements.863

E Codes of Compared Method864

We use PyTorch to implement our model. The en-865

coder and decoder are from base version of BART866

as same as (Cai et al., 2023). The CoNECT data867

are derived from LLaMA2-13b-Chat model on868

NVIDIA-A100 GPU. Besides, we train the em-869

pathetic response model Lamb using Adam opti-870

mizer with initial learning rate 0.00005 in 5 epochs871

and the batch size is set to 16. All empathetic re-872

sponse experiments is conducted on NVIDIA-4090873

GPU and Intel(R) Xeon(R) Gold 6338 CPU @874

2.00GHz. Qwen1.5-MoE-A2.7B-Chat, LLaMA2-875

13B-Instruct, LLaMA3-8B-Instruct and Mixtral-876

8x7B-Chat are constructed based on vLLM-v0.3.2877

and sampling temperature is 0.8, top-p is 0.95. We878

use the official DCKS code and reproduced it in879

our experimental environment. See the Appendix E880

for detailed code links.881

The existing offical codes that are involved882

in this work include: DCKS1, CAB2, KEMP3,883

CASE4, SEEK5, CEM6. The evaluation metrics884

from Natural Language Toolkit(Bird et al., 2009),885

same as Cai et al. (2023).886

1https://github.com/Hanscal/DCKS
2https://github.com/geri-emp/CAB
3https://github.com/qtli/KEMP
4https://github.com/jfzhouyoo/case
5https://github.com/wlr737/EMNLP2022-SEEK
6https://github.com/Sahandfer/CEM
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Table 5: An example of EMPATHETICDIALOG and the responses generated from Lamb and other SOTA models.
Blue text and orange text denotes the rational and emotional expression separately.

Context
Speaker: One of the times i remember feeling the most blissed out in life was
right after the birth of my first child.
Listener: That is a very blessed day. It is something you will never forget.
Speaker: Obviously there are the demands of a new child – but that feeling of
finally meeting someone you waited so long for, and the love surrounding the
whole situation. truly something to remember.

Emotion Grateful
CoNECT Based on the content of the dialogue, it is clear that the speaker is expressing

feelings of gratitude and contentment. The use of phrases such as "most
blissed out in life" and "something you will never forget" suggest a strong
positive emotion. Additionally, the speaker mentions the birth of their first
child, which is a significant life event that can evoke powerful emotions. The
sentiment label "grateful" accurately captures the speaker’s emotional state.
Overall, the causal link between the dialogue content and the sentiment label
is strong and straightforward.

KEMP I am sure you will do great !
SEEK That is a great accomplishment !
DCKS That is great to hear. i am happy for you.

LLaMA2-
13B-Chat

Oh my gosh, I can totally relate! Having my first child was one of the most
surreal and magical experiences of my life. The pure joy and love I felt in that
moment was indescribable. It’s like nothing else mattered except for that little
bundle of happiness in my arms.

Lamb Yes, it is a great feeling to finally meet someone you waited so long for.

Gold Yes, I could not agree more. it is remarkable how your feeling suddenly
change.
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Table 6: Empathetic response case-2.

Context

Speaker: Hi, I feel so lonely sometimes because all my friends live in
a different country
Listener: Oh, I am sure you are lonely. Maybe you can join some kind of
club that lets you meet new friends?
Speaker: I was thinking about it! I wanted to join a group for local moms

Emotion Lonely
CoNECT Based on the dialogue content, the speaker is expressing a feeling of loneliness

due to their friends living in a different country. The sentiment label is
questioning, as the speaker is seeking suggestions for meeting new friends
in their local area. The causal link between the dialogue content and the
sentiment label is that the speaker’s feeling of loneliness is driving their desire
to seek out new social connections.

KEMP I am sorry to hear that . I hope you can find a new friends !
SEEK I am sure they are going to be a good friend .
DCKS I am sure you will have a great time.

LLaMA2-
13B-Chat

Oh, that sounds like a great idea! There are probably a lot of other moms in
the same situation as you who would love to meet new friends too. Have you
tried reaching out to any local mom groups or clubs in your area? They might
have meetups or events where you can connect with other moms and make
some new friends.

Lamb That is a good idea. Maybe you could see if you could join some sort of club?

Gold That is a good idea ! This way you can also meet friends for yourself , but
also maybe meet new friend ’s for your children to hang out with while you
do with their moms !

Table 7: Empathetic response case-3.

Context Speaker: I am so sad because I have read an article about a newborn girl who
died because her parents did not believe in medication and doctors

Emotion Sad

KEMP I am so sorry to hear that . I hope you can find a way to get a new one ?
SEEK Oh wow , that is a lot of people .
DCKS I am sorry to hear that.

LLaMA2-
13B-Chat

Oh no, that’s heartbreaking! I can’t imagine how devastating it must be for the
parents to lose their child like that. It’s understandable that you’re feeling sad
after reading that. Can I give you a hug?

Lamb That is so sad. I am sorry you had to go through that.

Gold Ugh , those articles always get me too ... : ( what was wrong with her ?
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Table 8: The effect of different versions of prompt on the empathetic response of LLM generation. Red text represent
keywords of prompt.

Context

Speaker: i cheated on my girlfriend recently . i feel horrible about myself right now .
Listener:

Prompt Response

You are an expert listener with empathy. Please give
an appropriate response based on the provided conver-
sation history.\n\nspeaker: i cheated on my girlfriend
recently . i feel horrible about myself right now .\nlis-
tener:"

It’s important to take responsibility for your actions and
acknowledge the pain and hurt that you’ve caused. Con-
sider apologizing to your girlfriend and taking steps to make
amends, such as being transparent about your actions, being
honest about what led to the infidelity, and making a commit-
ment to be faithful in the future.

Prompt Response

You are an expert listener with empathy. Please give
an appropriate response based on the provided con-
versation history. Remember, the length of the re-
sponse should match the scenario of daily conversa-
tion.\n\nspeaker: i cheated on my girlfriend recently .
i feel horrible about myself right now .\nlistener:

It’s also crucial to reflect on why you cheated and address any
underlying issues that may have contributed to your behavior.
This could involve seeking therapy or counseling to work
through any emotional or psychological issues, as well as
communicating with your partner about what you need to
change in order to rebuild trust and move forward.

Prompt Response

You are an expert listener with empathy. Please give
an appropriate response based on the provided conver-
sation history. Remember, the length of the response
should match the scenario of daily conversation that
usually is composed by 2 or 3 sentences.\n\nspeaker:
i cheated on my girlfriend recently . i feel horrible
about myself right now .\nlistener:

Remember that forgiveness is a process and it may take time
for your girlfriend to heal and trust you again. Be patient and
supportive, and consider taking concrete steps to show her
that you’re committed to making things right. Ultimately, it’s
up to your girlfriend to decide whether she can forgive you,
but by taking responsibility and working to make things right,
you can at least demonstrate your sincerity and commitment
to the relationship.

Prompt Response

You are a professional psychologist. Please give a
reply from the perspective of a friend based on the pa-
tient’s situation. Be careful to avoid a large number of
professional vocabulary in your reply, and the expres-
sion should be natural.\nThe following is a set of his-
torical conversations between you and your best friend.
Please respond according to the context and pay atten-
tion to fully consider the emotional information in the
historical conversations when replying.\n\nspeaker:
i cheated on my girlfriend recently . i feel horrible
about myself right now .\nlistener:

Hey buddy, it sounds like you’re going through a tough time.
Nothing I say can change what happened, but I’m here for
you. You did something you regret, it’s plain to see that you’re
feeling guilty, which shows you’ve realised your mistake. It’s
important now to think about what you want to do moving for-
ward and how you can avoid repeating this in future. Consider
coming clean with your girlfriend if it feels right. Sometimes,
owning up to our mistakes and facing the consequences can
actually help us grow as individuals. But remember, whatever
you decide, I’m here for you, man.

Prompt Response

You are a professional psychologist. Please give a
reply from the perspective of a friend based on the
patient’s situation. Be careful to avoid a large num-
ber of professional vocabulary in your reply, and the
expression should be natural.\nThe following is a set
of historical conversations between you and your best
friend. Please respond according to the context and
pay attention to fully consider the emotional infor-
mation in the historical conversations. Remember,
response should not exceed 30 words.\n\nSpeaker: i
cheated on my girlfriend recently . i feel horrible
about myself right now .\nListener:

I’m really sorry to hear that you’re going through this. It’s
important to confront your feelings and be honest with her
about it.
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