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Abstract
Large Language Models (LLMs) have shown001
the impressive capability of answering ques-002
tions in a wide range of scenarios. However,003
when LLMs face different types of questions,004
it is worth exploring whether LLMs are aware005
that some questions have limited answers and006
have to respond more deterministically but007
some do not. We refer to the ability as008
question awareness that LLMs know to adjust009
the determinacy of the answers according to010
the questions. The lack of question awareness011
leads to two contradictory issues: (1) Too012
casual to answer non-open-ended questions. (2)013
Too boring to answer open-ended questions.014
In this paper, we first evaluate the question015
awareness of LLMs. The experimental results016
show that LLMs have the above issues of017
lacking the awareness of questions in certain018
domains, e.g. factual knowledge. To mitigate019
these issues, we propose a method called020
Question Awareness Temperature Sampling021
(QuATS). This method enhances the question022
awareness of LLMs by dynamically adjusting023
the output distributions based on question024
features. The automatic adjustment in QuATS025
eliminates the need for manual temperature026
tuning in text generation and improves model027
performance in various benchmarks.028

1 Introduction029

Large language models (LLMs) (OpenAI, 2022,030

2023; Anthropic, 2023) have emerged as ground-031

breaking innovations in achieving a remarkable032

level of fluency and comprehension in question-033

answering using the human language (Taori et al.,034

2023; Chiang et al., 2023; Xu et al., 2023). Though035

LLMs can answer enormous questions with their036

knowledge base, we are hard to tell if the LLMs037

are aware of what kinds of questions they are038

answering. In other words, do LLMs understand039

that, open-ended questions encourage more casual040

and creative answers, but non-open-ended ques-041

tions, e.g. problems about calculations and factual042

knowledge, need more accurate answers? We refer 043

to this ability question awareness that one knows 044

which type of questions requires deterministic 045

answers and which does not. 046

The question awareness indicates LLMs can 047

identify which questions need more accurate an- 048

swers and choose to act more deterministic. It is 049

significant to explore that the question awareness 050

of LLMs has a relationship to the model hallucina- 051

tions and how to improve it because LLMs may be 052

more likely to generate hallucinated answers when 053

they are not sure. 054

In this paper, we explore whether LLMs have 055

question awareness across different types (open- 056

ended/non-open-ended) of questions. To evaluate 057

the question awareness, we have to first introduce 058

a metric. Because LLMs sample the answer tokens 059

from output distribution, as shown in Figure 1, 060

we can examine the degree of the determinacy 061

of LLMs from the "steepness" of the output 062

distributions. A steeper output distribution means 063

the model has confidence in generating the token 064

with a large probability and a flat one means the 065

models have more choices of generating what 066

token. It corresponds to the degree of question 067

awareness. Therefore, we can investigate question 068

awareness by checking if there is a difference 069

in the output distribution when LLMs are asked 070

different types of questions. We collect different 071

types of non-open-ended questions and open-ended 072

questions for evaluation. The experimental results 073

show that LLMs have a certain degree of question 074

awareness but lack the awareness in some scenarios, 075

e.g., factual knowledge, thus giving more casual 076

and hallucinated answers in some cases. 077

To alleviate the influence of lacking question 078

awareness, we propose Question Awareness Tem- 079

perature Sampling (QuATS), a method that en- 080

hances question awareness of LLMs and adjusts the 081

output distributions through temperature according 082

to the question type. When facing different 083
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Figure 1: LLM should have question awareness to handle different questions.

questions, LLMs can adaptively choose to be more084

deterministic or not by themselves avoiding the085

tedious process of temperature tuning. To sum up,086

our contributions are stated as follows:087

• We evaluate the question awareness of the088

LLMs and observe that LLMs have the fun-089

damental ability to identify open-ended and090

non-open-ended questions but lack effective091

awareness in some domains, e.g., factual092

knowledge.093

• We propose Question Awareness Tempera-094

ture Sampling (QuATS). It enables LLMs095

to choose to be deterministic or not when096

answering different questions by adaptively097

adjusting the sampling temperature.098

• Our experimental results show that the QuATS099

enhances the question awareness of the LLMs100

and improves the performance on various101

benchmarks.102

2 Question Awareness Evaluation103

In this section, we evaluate the question awareness104

of LLMs on two widely used open-source LLMs,105

LLaMA 2 (Touvron et al., 2023) and Falcon106

(Penedo et al., 2023), on different question types. It107

is noted that we do not evaluate question awareness108

on GPT-3.5-turbo (OpenAI, 2022) and GPT-4109

(OpenAI, 2023) because we can not obtain the110

output distributions from the APIs.111

2.1 Formulation of Supervised Fine-tuning112

To better clarify the evaluation process of the113

question awareness, we first give a formulation114

of supervised fine-tuning (SFT) / instruction fine-115

tuning (Cobbe et al., 2021). Supervised fine-116

tuning (SFT) serves as a bridge that leverages117

the foundational language comprehension gained118

during pre-training and then tailors it for conversa-119

tional purposes. For an auto-regressive language120

model, denoted as ϕ, given a joint sequence s = 121

(x1, x2, . . . , y1, y2, . . . , yT ) of a question x and an 122

answer y, we minimize the SFT training objective 123

only on the answer sequence y in the teacher 124

forcing way (Lamb et al., 2016): 125

LSFT (ϕ) = E

(
−

T∑
t=1

log pϕ(ŷt|x, y<t)

)
. (1) 126

During the inference after supervised fine-tuning, 127

we sample token from the output distribution 128

pϕ(ŷt|x, y<t) to generate the token at step t. 129

2.2 Metric 130

The distribution pϕ(ŷt|x, y<t) = (p1, p2, . . . , pn) 131

in Eq 1 indicates how LLMs are confident on 132

the next token to predict among the entire token 133

vocabulary with size n. A steeper distribution 134

demonstrates LLMs are more sure to predict the 135

tokens with larger probabilities, which is crucial for 136

answering the non-open-ended question, as shown 137

in Figure 1. Therefore, we introduce kurtosis to 138

measure the steepness of the distribution. If the 139

distribution is steeper, the kurtosis will get larger. 140

We use the average kurtosis of the distribution over 141

the whole answer to reflect the general determinacy 142

of the answer. We calculate the average kurtosis K 143

over the entire output distributions as follows: 144

κt =
1
n

∑n
i=1(pi − p)4(

1
n

∑n
i=1(pi − p)2

)2 − 3,

K =
1

T

T∑
t=1

(κt/κone−hot),

(2) 145

where pi is the probability of the token to predict 146

at step t and κt is the kurtosis of the distribution 147

of the token at step t. We normalize the average 148

kurtosis to (0, 1) by dividing the kurtosis of the 149

one-hot distribution κone−hot. 150
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Figure 2: The result of question awareness evaluation. The dotted lines are the trend lines of the kurtosises, which
are linearly fitted.

2.3 Evaluation Process151

Evaluation Dataset To evaluate question aware-152

ness, we need to construct an evaluation dataset153

where questions have distinctions in terms of154

the determinacy to answer them. Therefore, we155

collect the questions of mainly two types, non-156

open-ended and open-ended questions. We collect157

three types of non-open-ended questions that have158

only fixed/limited answers: (1) TruthfulQA: We159

select 100 hard questions about commonsense160

knowledge from the TruthfulQA dataset (Lin et al.,161

2022). (2) GSM8K: We select 100 school math162

word problems of diverse grades from the GSM8K163

dataset (Cobbe et al., 2021). (3) RefGPT-Fact:164

We select 100 questions about world knowledge165

from the RefGPT-Fact dataset (Yang et al., 2023), 166

which includes factual knowledge of histories, 167

celebrities, places, and so on. We also collect 168

open-ended questions that encourage more creative 169

answers: (1) Creation: content creation including 170

written articles, emails, and so on. (2) Discussion: 171

discussion on a certain topic, (3) Suggestion: 172

offering useful suggestions. All these subsets of 173

non-open-ended type have 100 questions each and 174

are carefully filtered by humans from ShareGPT 175

datasets (Dom Eccleston, 2023). 176

Setup Using the evaluation dataset, we investi- 177

gate chat models with different sizes, including 178

LLaMA 2-Chat 7b/13b/70b (Touvron et al., 2023), 179

Falcon-instruct 7b/40b (Penedo et al., 2023). We 180
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calculate the average kurtosises of the output181

distributions from the models on the evaluation182

dataset to evaluate the question awareness.183

2.4 Results and Analysis184

LLMs lack a strong sense of question awareness.185

In Figure 2, from the trend lines, we observe that186

the kurtosises of the non-open-ended questions187

are not significantly higher than the kurtosises of188

the open-ended questions in most models. For189

non-open-ended questions, LLMs have fundamen-190

tal question awareness, especially in answering191

commonsense knowledge in TruthfulQA and math192

problems in GSM8K. However, LLMs do not193

show more determinacy when answering questions194

about factual knowledge in RefGPT-Fact, where195

the kurtosises are close to the average of open-196

ended questions. It shows that LLMs fail to197

recognize some questions about world knowledge198

are required to be answered carefully, thus leading199

to casual and hallucinated answers. For open-ended200

questions, similar problems can be found: Most201

LLMs have relatively lower kurtosis in Creation202

but fail to be more creative and casual in Discussion203

and Suggestion. It suggests the models may give204

repetitive answers to these questions if we ask205

several times.206

Larger models have more confidence in text207

generation. Though we do not observe an emer-208

gence of question awareness in larger models, we209

find that models with larger sizes tend to be more210

deterministic and focused with higher kurtosis. It211

means they are more confident in their answer.212

3 Question Awareness Temperature213

Sampling214

Based on the findings above, we want to further215

improve the performance of LLMs by enhancing216

the question awareness of the LLMs in more scenar-217

ios. Therefore, we propose the Question Awareness218

Temperature Sampling (QuATS), which adaptively219

adjusts the sampling temperature according to the220

given questions. We first illustrate how sampling221

temperature affects the output distributions in text222

generation. Then we will introduce the mechanism223

of our QuATS. For simplification, we consider224

kurtosis and steepness to be the same things.225

3.1 Temperature Sampling226

In text generation, we can adjust the steepness of227

the output distribution by setting the temperature228

in the Softmax function as follows: 229

pϕ(ŷt|x, y<t) = Softmax

(
lϕ,t(x, y<t)

T

)
, (3) 230

where the lϕ,t(x, y<t) is the output logit of the 231

token at the step t. We can consider the Softmax 232

function without T as the Softmax function with 233

a temperature of 1. If we sample the next token 234

with a lower temperature, the output distribution 235

will get steeper thus likely sampling the token with 236

a large probability. When the LLMs face different 237

questions, we want the LLMs themselves to decide 238

the determinacy of the answer by adjusting the 239

temperature to change the steepness of output 240

distributions. However, it is a challenge that 241

temperature is a hyperparameter that can not be 242

optimized. We bypass the direct optimization and 243

use the neural network to predict the tendency 244

of how temperature changes according to the 245

determinacy. 246

3.2 Training DetBlock to Predict Determinacy 247

We introduce a tiny network called DetBlock to 248

predict the determinacy and leverage it to find the 249

optimal temperature for sampling. Before doing 250

inference with QuATS, we train the DetBlock to 251

predict how deterministic and focused they should 252

be based on the given questions. After DetBlock is 253

ready, we convert the predicted determinacy score 254

to the sampling temperature and adaptively adjust 255

the temperature on the fly during inference. 256

Training Dataset To train the DetBlock, we 257

construct a dataset where questions are rated by 258

a scalar determinacy score. To be specific, we rate 259

the open-ended questions with lower scores and 260

non-open-ended questions with higher scores. We 261

use the questions as the input and the determinacy 262

scores as the training labels. 263

DetBlock Structure As shown in Figure 3, we 264

design a tiny network to be DetBlock to predict the 265

determinacy score. The backbone of DetBlock is 266

copied from the last decoder layer of the LLM. We 267

add the QuATS head to the end of the backbone to 268

predict a scalar score of determinacy. 269

Training Process We collect the penultimate 270

hidden states of the question x, denoted as the 271

hϕ(x). We feed the hϕ(x) to the DetBlock to 272

predict the determinacy score τ by minimizing the 273

Mean Square Error (MSE) loss as follows: 274

τ̂ = DetBlock(hϕ(x)), (4) 275
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Figure 3: The overview of the QuATS.

Algorithm 1 QuATS in the inference
Input: hidden states hϕ(x), output logits

lϕ,t(x, y<t), kurtosis mean Kavg and std Kstd

Output: answer sequence y

τ̂ = DetBlock(hϕ(x))
Kupper = Kavg + λ · Kstd,
Klower = Kavg − λ · Kstd

Ktarget = τ̂ · (Kupper −Klower) +Klower

t = 1, T0 = 1.0, y = [ ]
repeat

p̂ϕ(ŷt|x, y<t) = Softmax
(
lϕ,t(x,y<t)

Tt−1

)
κt =

1
n

∑n
i=1(pi−p)4

( 1
n

∑n
i=1(pi−p)2)

2
)
− 3

κavg,t =
1
t

∑t
i=1 κi

T̂t = 1 + η · (κavg,t −Ktarget)t
T̂t = Clamp(T̂t, Tmin, Tmax)

pϕ(ŷt|x, y<t) = Softmax
(
lϕ,t(x,y<t)

Tt

)
ŷt = Sample(pϕ(ŷt|x, y<t))
y = Append(y, ŷt)
t = t+ 1

until ŷt == < |endoftext| >
return y

276

LQuATS(ϕ) =
1

2
(τ − τ̂)2. (5)277

During the training of DetBlock, we freeze the278

weights of the LLM, preventing the original model279

from being affected.280

Besides that, we need to record the mean and281

standard deviation of the kurtosis of the output282

distributions during training, denoted as Kavg and283

Kstd. We record these values for the inference284

later. We calculate the Kavg and Kstd using the285

exponential moving average as follows:286

Kavg,s = β · Kavg,s−1 + (1− β) · K̂avg,s,

Kstd,s = β · Kstd,s−1 + (1− β) · K̂std,s,
(6)287

where the K̂avg,s and K̂std,s are calculated by288

averaging the means and standard deviations of289

kurtosis of the whole batch at training step s.290

3.3 Inference with QuATS291

Before sampling the next token in the inference, we292

use DetBlock to predict the determinacy score τ̂ in293

Eq 4 from the input question. If the determinacy294

score is large, it means the LLMs are required to295

be more deterministic to answer this question. The296

prediction of the determinacy score will be done 297

only once at the start of the generation. 298

Though we can rescale the determinacy score 299

to get the temperature, it is noted that predicting 300

temperature in this way does not take into account 301

the intrinsic question awareness of LLMs. Based 302

on the question awareness evaluation in Sec 2, 303

we observe that LLMs have fundamental question 304

awareness in some cases, which means some 305

output distributions are steep/flat enough to give 306

a deterministic/creative answer. If we directly 307

change the sampling temperature, it may lead to 308

overcorrection. Therefore, to avoid overcorrection, 309

we propose QuATS to dynamically adjust the 310

sampling temperature of every decoded token 311

based on both the determinacy score and output 312

distributions. 313

To implement QuATS in the inference, we 314

calculate three things step by step: (1) target 315

kurtosis Ktarget, (2) current average kurtosis of the 316

answer κavg, and finally (3) estimated temperature 317

T . We predict the temperature for every token to 318

be decoded by projecting κavg to Ktarget. 319

Target Kurtosis We want to correct the output 320

distribution to be steeper or flatter according to 321
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the question. Therefore, we have to find out the322

target kurtosis we want the distribution to have.323

The target kurtosis takes the value from the kurtosis324

interval [Klower, Kupper] as follows:325

Kupper = Kavg + λ · Kstd,

Klower = Kavg − λ · Kstd,
(7)326

where the Kavg and Kstd are recorded in Eq327

6 when training the DetBlock. The kurtosis328

interval represents the range that the kurtosis of329

the model output distribution can commonly reach.330

According to the kurtosis interval, we use the331

predicted determinacy score τ̂ from DetBlock to332

calculate a target kurtosis Ktarget proportionately333

from the interval as follows:334

Ktarget = τ̂ · (Kupper −Klower) +Klower, (8)335

The target kurtosis Ktarget lies in the kurtosis336

interval with 0 ≤ τ̂ ≤ 1. It constrains the range of337

the kurtosis of adjusted output distributions, which338

avoids overcorrection that the adjusted distributions339

are too steep or too flat.340

Current Average Kurtosis Our next goal is341

to calculate the current average kurtosis of the342

answer so that we can know the starting point to343

be projected to target kurtosis. We use the mean of344

the kurtosises of the decoded token distributions to345

represent this kurtosis:346

κavg,t =
1

t

t∑
i=1

κi, (9)347

The κavg,t is a running mean which is updated348

as the number of decoded tokens increases. We349

use the running mean to approximate it because350

we can not know the kurtosis of the whole output351

distribution before generation ends. Therefore, as352

the step t increases, the running mean κavg,t will353

be approximate to the true average kurtosis of the354

whole answer distribution.355

Estimated Temperature By changing the tem-356

perature of the Softmax function, we can adjust the357

distribution to project the average kurtosis κavg,t358

of the answer to the target kurtosis Ktarget. For the359

generation step t, we estimate the temperature as360

follows:361

T̂t = 1 + η · (κavg,t −Ktarget)t, (10)362

363
T̂t = Clamp(T̂t, Tmin, Tmax). (11)364

In Eq 10, the temperature in QuATS is decided by 365

three factors: (1) the difference between κavg,t and 366

Ktarget, (2) the generation step t, (3) a coefficient 367

η to control the adjustment speed. For the first 368

factor, if κavg,t > Ktarget, it means the current 369

average kurtosis is higher than the target kurtosis, 370

thus we need to increase the temperature to flatten 371

them, and vice versa. For the second factor, as 372

the generation step t increases, the κavg,t tends to 373

approach the true average kurtosis of the whole 374

answer. Thus the (κavg,t −Ktarget) should exert a 375

greater impact on the temperature adjustment. We 376

need to clamp the temperature between an interval 377

to avoid being too high or too low in Eq 11. 378

4 Experiment 379

In this section, we conduct experiments to show- 380

case that QuATS can adaptively adjust the temper- 381

ature according to various questions and greatly 382

improve the model performance. 383

4.1 Training Setup of DetBlock 384

To train DetBlock, we collect 2.5k high-quality 385

dialogues of different question types from the 386

ShareGPT dataset(Dom Eccleston, 2023). We 387

label the questions with the determinacy scores 388

according to how deterministic the answers should 389

be. We rate the questions for 4 levels from most 390

creative (level 1) to most deterministic (level 4). 391

We rescale the level score to (0, 1) as the final 392

determinacy score. 393

We train DetBlock based on LLaMA 2-Chat 394

7b/13b/70b (Touvron et al., 2023) and Falcon- 395

instruct 7b/40b (Penedo et al., 2023). We train 396

for 2 epochs on the training dataset with a batch 397

size of 32 on the 7b models with a learning rate 398

of 2e-5, the 13b model with 1e-5, and the 40b/70b 399

models with 5e-6. 400

4.2 Evaluation Setup 401

To verify the effectiveness of the QuATS, we 402

use our question awareness evaluation dataset in 403

Section 2 to evaluate if the LLMs with QuATS have 404

a better awareness of different question types and 405

better performance than the previous evaluation. 406

Besides that, we choose two LLM benchmarks, 407

namely AlpacaEval (Li et al., 2023) and MT-Bench 408

(Zheng et al., 2023). These two benchmarks test if 409

the models with QuATS can handle conversations 410

of different scenarios. We set the model with a 411

sampling temperature of 1 as the baseline. 412
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Figure 4: The result of question awareness evaluation of different LLMs using the QuATS.

Table 1: Evaluating the performance of LLMs using QuATS on various benchmarks. Acc represents the accuracy
and Sco represents the score (1 to 10).

Model
Non-open-ended Open-ended Conversation

TruthfulQA GSM8K RefGPT-Fact Creation Discussion Suggestion AlpacaEval MT-Bench
Acc Acc Acc Sco Sco Sco Sco Sco

LLaMA 2 7b 50.0 21.0 51.0 9.19 9.35 9.40 8.51 6.88
+ QuATS 55.0 29.0 56.0 9.07 9.35 9.43 8.71 7.19

LLaMA 2 13b 62.0 43.0 58.0 9.22 9.26 9.50 8.81 7.43
+ QuATS 63.0 46.0 60.0 9.25 9.30 9.52 8.96 7.56

LLaMA 2 70b 59.0 62.0 66.0 9.33 9.48 9.49 9.20 7.78
+ QuATS 61.0 61.0 68.0 9.29 9.50 9.52 9.24 7.83

Falcon 7b 26.0 2.0 28.0 6.21 6.28 6.61 5.45 4.50
+ QuATS 32.0 2.0 33.0 6.41 6.58 6.72 5.82 5.11

Falcon 40b 50.0 13.0 46.0 7.33 7.91 8.21 7.26 6.30
+ QuATS 53.0 15.0 50.0 7.57 8.01 8.16 7.42 6.59

4.3 Results and Analysis413

From Figure 4, we evaluate the question awareness414

of the LLaMA 2 models using QuATS. The415

descending trend lines have shown a distinction416

in the awareness between the non-open-ended417

questions and open-ended questions. The models418

with QuATS choose to be more deterministic in419

answering the non-open-ended questions, thus we420

can observe higher kurtosises in non-open-ended421

tasks. Similar findings can be observed in open-422

ended questions.423

In table 1, we can see that QuATS largely424

improves the LLM performance in the various425

tasks, especially in the non-open-ended questions.426

It means that a better awareness of non-open-ended427

questions can alleviate the hallucination.428

For the results of two comprehensive LLM429

benchmarks, both LLaMA 2 and Falcon have 430

significant improvements over the baselines, which 431

shows the QuATS is useful for different models 432

with different sizes. We observe that smaller 433

models like LLaMA 7b and Falcon 7b have more 434

performance gains than larger models. It can 435

be inferred that the distribution of larger models 436

originally has more appropriate tokens with high 437

probabilities thus the effectiveness of additional 438

adjustment on the steepness of the distribution 439

tends to be smaller. 440

4.4 Ablation Study 441

We conduct the ablation study to compare QuATS 442

with baselines with different sampling temperatures 443

on the LLaMA 2-Chat 13B. As shown in Figure 444

5, QuATS consistently outperformed the naive 445
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Figure 5: Comparison between QuATS and baselines with different sampling temperatures.

temperature sampling with different temperatures446

on these benchmarks.447

5 Related Work448

Controlling text generation in LLMs has seen449

significant advancements in recent years. Sampling450

methods play a crucial role in controlling the451

output quality and diversity of generated text. We452

introduce temperature sampling and corresponding453

advanced techniques in text generation.454

Temperature Sampling Greedy sampling se-455

lects the token with the highest predicted proba-456

bility, resulting in deterministic and often repetitive457

text. Random sampling selects tokens based on the458

probabilities, introducing randomness to alleviate459

the repetition. We can further adjust the tempera-460

ture in the Softmax function to control the token461

probabilities. Temperature sampling can be seen as462

the trade-off between creativity and determinacy in463

the generated text. Our QuATS adaptively controls464

the steepness of output distributions by adjusting465

the temperature.466

Post-processing Techniques Because the tokens467

with higher probabilities are probably appropriate468

choices, we can choose only to select these tokens,469

avoiding sampling nonsensical tokens. Top-k470

sampling (Fan et al., 2018) narrows down the471

token selection to the top-k most probable tokens,472

increasing the likelihood of coherent text and473

balancing diversity and quality. Similar to the474

motivation of top-k sampling, nucleus sampling475

(Holtzman et al., 2020), also known as top-p 476

sampling, dynamically selects the top-p fraction 477

of tokens with the highest probabilities. Locally 478

typical sampling (Meister et al., 2023) posits the 479

abstraction of natural language generation as a 480

discrete stochastic process and samples tokens 481

according to conditional entropy. Entmax sampling 482

(Martins et al., 2020) leverages entmax transforma- 483

tion to train and sample from a natively sparse 484

language model. Keyword-based sampling (au2 485

and Akhtar, 2023) uses knowledge distillation 486

techniques to extract keywords and samples using 487

these extracted keywords. It is noted that these post- 488

processing techniques are compatible with QuATS 489

because QuATS only adjusts the output distribution 490

itself. 491

6 Conclusion 492

In this paper, we highlight the question awareness 493

of LLMs, which receives little attention from 494

previous studies. While LLMs exhibit a fundamen- 495

tal awareness of open-ended and non-open-ended 496

questions, they do falter in certain domains, often 497

leading to casual or inaccurate responses. To bridge 498

the gap, we introduce Question Awareness Tem- 499

perature Sampling (QuATS), enabling LLMs to au- 500

tonomously adapt their response determinacy based 501

on question type. Our experiments showcased the 502

efficacy of QuATS, significantly enhancing LLM 503

performance across various benchmarks. 504
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Limitations505

In this paper, we explore the question awareness of506

LLMs from the perspective of output distributions507

and enhance this ability by adjusting the sampling508

temperature. However, the question awareness509

should be the intrinsic ability that the model510

should have. QuATS improves this ability only511

by extrinsic force but does not influence the model512

itself.513

We believe the question awareness of LLMs is514

a valuable subject. How to improve the intrinsic515

question awareness of LLMs is worthy of explo-516

ration for future work.517
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