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Abstract

Large Language Models (LLMs) have shown
the impressive capability of answering ques-
tions in a wide range of scenarios. However,
when LLMs face different types of questions,
it is worth exploring whether LLMs are aware
that some questions have limited answers and
have to respond more deterministically but
some do not. We refer to the ability as
question awareness that LLMs know to adjust
the determinacy of the answers according to
the questions. The lack of question awareness
leads to two contradictory issues: (1) Too
casual to answer non-open-ended questions. (2)
Too boring to answer open-ended questions.
In this paper, we first evaluate the question
awareness of LLMs. The experimental results
show that LLMs have the above issues of
lacking the awareness of questions in certain
domains, e.g. factual knowledge. To mitigate
these issues, we propose a method called
Question Awareness Temperature Sampling
(QuATS). This method enhances the question
awareness of LLMs by dynamically adjusting
the output distributions based on question
features. The automatic adjustment in QuATS
eliminates the need for manual temperature
tuning in text generation and improves model
performance in various benchmarks.

1 Introduction

Large language models (LLMs) (OpenAl, 2022,
2023; Anthropic, 2023) have emerged as ground-
breaking innovations in achieving a remarkable
level of fluency and comprehension in question-
answering using the human language (Taori et al.,
2023; Chiang et al., 2023; Xu et al., 2023). Though
LLMs can answer enormous questions with their
knowledge base, we are hard to tell if the LLMs
are aware of what kinds of questions they are
answering. In other words, do LLMs understand
that, open-ended questions encourage more casual
and creative answers, but non-open-ended ques-
tions, e.g. problems about calculations and factual

knowledge, need more accurate answers? We refer
to this ability question awareness that one knows
which type of questions requires deterministic
answers and which does not.

The question awareness indicates LLMs can
identify which questions need more accurate an-
swers and choose to act more deterministic. It is
significant to explore that the question awareness
of LL.Ms has a relationship to the model hallucina-
tions and how to improve it because LLMs may be
more likely to generate hallucinated answers when
they are not sure.

In this paper, we explore whether LLMs have
question awareness across different types (open-
ended/non-open-ended) of questions. To evaluate
the question awareness, we have to first introduce
a metric. Because LLMs sample the answer tokens
from output distribution, as shown in Figure 1,
we can examine the degree of the determinacy
of LLMs from the "steepness" of the output
distributions. A steeper output distribution means
the model has confidence in generating the token
with a large probability and a flat one means the
models have more choices of generating what
token. It corresponds to the degree of question
awareness. Therefore, we can investigate question
awareness by checking if there is a difference
in the output distribution when LLMs are asked
different types of questions. We collect different
types of non-open-ended questions and open-ended
questions for evaluation. The experimental results
show that LLMs have a certain degree of question
awareness but lack the awareness in some scenarios,
e.g., factual knowledge, thus giving more casual
and hallucinated answers in some cases.

To alleviate the influence of lacking question
awareness, we propose Question Awareness Tem-
perature Sampling (QuATS), a method that en-
hances question awareness of LLMs and adjusts the
output distributions through temperature according
to the question type. When facing different
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Figure 1: LLM should have question awareness to handle different questions.

questions, LLMs can adaptively choose to be more
deterministic or not by themselves avoiding the
tedious process of temperature tuning. To sum up,
our contributions are stated as follows:

* We evaluate the question awareness of the
LLMs and observe that LLMs have the fun-
damental ability to identify open-ended and
non-open-ended questions but lack effective
awareness in some domains, e.g., factual
knowledge.

* We propose Question Awareness Tempera-
ture Sampling (QuATS). It enables LLMs
to choose to be deterministic or not when
answering different questions by adaptively
adjusting the sampling temperature.

* Our experimental results show that the QuATS
enhances the question awareness of the LLMs
and improves the performance on various
benchmarks.

2 Question Awareness Evaluation

In this section, we evaluate the question awareness
of LLMs on two widely used open-source LLMs,
LLaMA 2 (Touvron et al., 2023) and Falcon
(Penedo et al., 2023), on different question types. It
is noted that we do not evaluate question awareness
on GPT-3.5-turbo (OpenAl, 2022) and GPT-4
(OpenAl, 2023) because we can not obtain the
output distributions from the APIs.

2.1 Formulation of Supervised Fine-tuning

To better clarify the evaluation process of the
question awareness, we first give a formulation
of supervised fine-tuning (SFT) / instruction fine-
tuning (Cobbe et al., 2021). Supervised fine-
tuning (SFT) serves as a bridge that leverages
the foundational language comprehension gained
during pre-training and then tailors it for conversa-
tional purposes. For an auto-regressive language

model, denoted as ¢, given a joint sequence s =
(x1,22,.--,Y1,Y2,...,yr) of a question x and an
answer y, we minimize the SFT training objective
only on the answer sequence y in the teacher
forcing way (Lamb et al., 2016):

T
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t=1

During the inference after supervised fine-tuning,
we sample token from the output distribution
Do (J¢|x, y<¢) to generate the token at step .

2.2 Metric

The distribution pg(9¢|z, y<:) = (p1,02,---+Dn)
in Eq 1 indicates how LLMs are confident on
the next token to predict among the entire token
vocabulary with size n. A steeper distribution
demonstrates LLMs are more sure to predict the
tokens with larger probabilities, which is crucial for
answering the non-open-ended question, as shown
in Figure 1. Therefore, we introduce kurtosis to
measure the steepness of the distribution. If the
distribution is steeper, the kurtosis will get larger.
We use the average kurtosis of the distribution over
the whole answer to reflect the general determinacy
of the answer. We calculate the average kurtosis /C
over the entire output distributions as follows:
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where p; is the probability of the token to predict
at step t and x; is the kurtosis of the distribution
of the token at step . We normalize the average
kurtosis to (0, 1) by dividing the kurtosis of the
one-hot distribution Kgpe—not-
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Figure 2: The result of question awareness evaluation. The dotted lines are the trend lines of the kurtosises, which

are linearly fitted.

2.3 Evaluation Process

Evaluation Dataset To evaluate question aware-
ness, we need to construct an evaluation dataset
where questions have distinctions in terms of
the determinacy to answer them. Therefore, we
collect the questions of mainly two types, non-
open-ended and open-ended questions. We collect
three types of non-open-ended questions that have
only fixed/limited answers: (1) TruthfulQA: We
select 100 hard questions about commonsense
knowledge from the Truthful QA dataset (Lin et al.,
2022). (2) GSM8K: We select 100 school math
word problems of diverse grades from the GSMSK
dataset (Cobbe et al., 2021). (3) RefGPT-Fact:
We select 100 questions about world knowledge

from the RefGPT-Fact dataset (Yang et al., 2023),
which includes factual knowledge of histories,
celebrities, places, and so on. We also collect
open-ended questions that encourage more creative
answers: (1) Creation: content creation including
written articles, emails, and so on. (2) Discussion:
discussion on a certain topic, (3) Suggestion:
offering useful suggestions. All these subsets of
non-open-ended type have 100 questions each and
are carefully filtered by humans from ShareGPT
datasets (Dom Eccleston, 2023).

Setup Using the evaluation dataset, we investi-
gate chat models with different sizes, including
LLaMA 2-Chat 7b/13b/70b (Touvron et al., 2023),
Falcon-instruct 7b/40b (Penedo et al., 2023). We



calculate the average kurtosises of the output
distributions from the models on the evaluation
dataset to evaluate the question awareness.

2.4 Results and Analysis

LLMs lack a strong sense of question awareness.
In Figure 2, from the trend lines, we observe that
the kurtosises of the non-open-ended questions
are not significantly higher than the kurtosises of
the open-ended questions in most models. For
non-open-ended questions, LLMs have fundamen-
tal question awareness, especially in answering
commonsense knowledge in Truthful QA and math
problems in GSM8K. However, LLMs do not
show more determinacy when answering questions
about factual knowledge in RefGPT-Fact, where
the kurtosises are close to the average of open-
ended questions. It shows that LLMs fail to
recognize some questions about world knowledge
are required to be answered carefully, thus leading
to casual and hallucinated answers. For open-ended
questions, similar problems can be found: Most
LLMs have relatively lower kurtosis in Creation
but fail to be more creative and casual in Discussion
and Suggestion. It suggests the models may give
repetitive answers to these questions if we ask
several times.

Larger models have more confidence in text
generation. Though we do not observe an emer-
gence of question awareness in larger models, we
find that models with larger sizes tend to be more
deterministic and focused with higher kurtosis. It
means they are more confident in their answer.

3 Question Awareness Temperature
Sampling

Based on the findings above, we want to further
improve the performance of LLMs by enhancing
the question awareness of the LLLMs in more scenar-
i0s. Therefore, we propose the Question Awareness
Temperature Sampling (QuATS), which adaptively
adjusts the sampling temperature according to the
given questions. We first illustrate how sampling
temperature affects the output distributions in text
generation. Then we will introduce the mechanism
of our QuATS. For simplification, we consider
kurtosis and steepness to be the same things.

3.1 Temperature Sampling

In text generation, we can adjust the steepness of
the output distribution by setting the temperature

in the Softmax function as follows:

P (¢, y<t) = Softmax (W) , (3)
where the l4¢+(x,y<;) is the output logit of the
token at the step . We can consider the Softmax
function without 7 as the Softmax function with
a temperature of 1. If we sample the next token
with a lower temperature, the output distribution
will get steeper thus likely sampling the token with
a large probability. When the LLMs face different
questions, we want the LLMs themselves to decide
the determinacy of the answer by adjusting the
temperature to change the steepness of output
distributions. However, it is a challenge that
temperature is a hyperparameter that can not be
optimized. We bypass the direct optimization and
use the neural network to predict the tendency
of how temperature changes according to the
determinacy.

3.2 Training DetBlock to Predict Determinacy

We introduce a tiny network called DetBlock to
predict the determinacy and leverage it to find the
optimal temperature for sampling. Before doing
inference with QuATS, we train the DetBlock to
predict how deterministic and focused they should
be based on the given questions. After DetBlock is
ready, we convert the predicted determinacy score
to the sampling temperature and adaptively adjust
the temperature on the fly during inference.

Training Dataset To train the DetBlock, we
construct a dataset where questions are rated by
a scalar determinacy score. To be specific, we rate
the open-ended questions with lower scores and
non-open-ended questions with higher scores. We
use the questions as the input and the determinacy
scores as the training labels.

DetBlock Structure As shown in Figure 3, we
design a tiny network to be DetBlock to predict the
determinacy score. The backbone of DetBlock is
copied from the last decoder layer of the LLM. We
add the QuATS head to the end of the backbone to
predict a scalar score of determinacy.

Training Process We collect the penultimate
hidden states of the question x, denoted as the
hg(x). We feed the hg(x) to the DetBlock to
predict the determinacy score 7 by minimizing the
Mean Square Error (MSE) loss as follows:

7 = DetBlock(hy(z)), 4)
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Figure 3: The overview of the QuATS.
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During the training of DetBlock, we freeze the
weights of the LLM, preventing the original model
from being affected.

Besides that, we need to record the mean and
standard deviation of the kurtosis of the output
distributions during training, denoted as Xy, and
Ksiq. We record these values for the inference
later. We calculate the K4,y and Kyq using the
exponential moving average as follows:

~

ICavg,s = B ' K:avg,sfl + (]- - B) : Kavg,Sa (6)
]Cstd,s = B : ,Cstd,sfl + (1 - ﬁ) : sttd,m

where the I@avw and Kzstd,s are calculated by
averaging the means and standard deviations of
kurtosis of the whole batch at training step s.

3.3 Inference with QuATS

Before sampling the next token in the inference, we
use DetBlock to predict the determinacy score 7 in
Eq 4 from the input question. If the determinacy
score is large, it means the LLMs are required to
be more deterministic to answer this question. The

Algorithm 1 QuATS in the inference
Input: hidden states hg4(x), output logits
ly+(x, y<t), kurtosis mean Kgy,g and std Kgq
Qutput: answer sequence y
7 = DetBlock(hg(x))
ICupper = ’Cavg +A- ICstd,
Iclower = Icavg - A ’Cstd
]Ctarget =7 (Kupper - }Clower) + ,Clower
t=1,To=10y =]
repeat
ol ) = Softmas
5 i (pi—p)*
(L2, ei-p2))
Koo = 3 S Ay
7} =1+n- (/fcwg,t - ]Cta’r‘get)t
7; = Clamp('ﬁ, Tmin> Tma:v)
po(Ge|x, y<i) = Softmax (%)
i = Sample(py (J¢|z, y<t))
y = Append(y, yt)
t=t+1
until ; == < |endoftext| >
return y

l¢,t(xvy<t)
Ti—1

Ry =

prediction of the determinacy score will be done
only once at the start of the generation.

Though we can rescale the determinacy score
to get the temperature, it is noted that predicting
temperature in this way does not take into account
the intrinsic question awareness of LLMs. Based
on the question awareness evaluation in Sec 2,
we observe that LLMs have fundamental question
awareness in some cases, which means some
output distributions are steep/flat enough to give
a deterministic/creative answer. If we directly
change the sampling temperature, it may lead to
overcorrection. Therefore, to avoid overcorrection,
we propose QuATS to dynamically adjust the
sampling temperature of every decoded token
based on both the determinacy score and output
distributions.

To implement QuATS in the inference, we
calculate three things step by step: (1) target
kurtosis Kyqrget, (2) current average kurtosis of the
answer kg4, and finally (3) estimated temperature
T. We predict the temperature for every token to
be decoded by projecting Kqug t0 Kiarget-

Target Kurtosis We want to correct the output
distribution to be steeper or flatter according to



the question. Therefore, we have to find out the
target kurtosis we want the distribution to have.
The target kurtosis takes the value from the kurtosis
interval [Kjower, Kupper| as follows:

Kupper = K:avg +A- ICstd7

(7)
IClower = Icavg —A- ,Cstd7

where the K4,y and Kgq are recorded in Eq
6 when training the DetBlock. The kurtosis
interval represents the range that the kurtosis of
the model output distribution can commonly reach.
According to the kurtosis interval, we use the
predicted determinacy score 7 from DetBlock to
calculate a target kurtosis Ktqrger proportionately
from the interval as follows:

K:target =1T- (Icupper - ,Clower) + ]Clower; (8)

The target kurtosis Kyqrger lies in the kurtosis
interval with 0 < 7 < 1. It constrains the range of
the kurtosis of adjusted output distributions, which
avoids overcorrection that the adjusted distributions
are too steep or too flat.

Current Average Kurtosis Our next goal is
to calculate the current average kurtosis of the
answer so that we can know the starting point to
be projected to target kurtosis. We use the mean of
the kurtosises of the decoded token distributions to
represent this kurtosis:

t
1
Ravg,t = E § Ri, )
=1

The Kqug,+ 1s a running mean which is updated
as the number of decoded tokens increases. We
use the running mean to approximate it because
we can not know the kurtosis of the whole output
distribution before generation ends. Therefore, as
the step ¢ increases, the running mean Kqyg,¢ Will
be approximate to the true average kurtosis of the
whole answer distribution.

Estimated Temperature By changing the tem-
perature of the Softmax function, we can adjust the
distribution to project the average kurtosis Kqug,¢
of the answer to the target kurtosis Ktqrget. For the
generation step t, we estimate the temperature as
follows:

7; =1+ n- (ﬁavg,t - ]Ctarget)ta (10)
T = Clamp(7s, Towins Tnaz)- (1)

In Eq 10, the temperature in QuATS is decided by
three factors: (1) the difference between r4,4,¢ and
Ktarget (2) the generation step ¢, (3) a coefficient
71 to control the adjustment speed. For the first
factor, if Kqugt > Kiarget, it means the current
average kurtosis is higher than the target kurtosis,
thus we need to increase the temperature to flatten
them, and vice versa. For the second factor, as
the generation step ¢ increases, the K444, tends to
approach the true average kurtosis of the whole
answer. Thus the (Kqug,t — Ktarget) should exert a
greater impact on the temperature adjustment. We
need to clamp the temperature between an interval
to avoid being too high or too low in Eq 11.

4 Experiment

In this section, we conduct experiments to show-
case that QuATS can adaptively adjust the temper-
ature according to various questions and greatly
improve the model performance.

4.1 Training Setup of DetBlock

To train DetBlock, we collect 2.5k high-quality
dialogues of different question types from the
ShareGPT dataset(Dom Eccleston, 2023). We
label the questions with the determinacy scores
according to how deterministic the answers should
be. We rate the questions for 4 levels from most
creative (level 1) to most deterministic (level 4).
We rescale the level score to (0, 1) as the final
determinacy score.

We train DetBlock based on LLaMA 2-Chat
7b/13b/70b (Touvron et al., 2023) and Falcon-
instruct 7b/40b (Penedo et al., 2023). We train
for 2 epochs on the training dataset with a batch
size of 32 on the 7b models with a learning rate
of 2e-5, the 13b model with 1e-5, and the 40b/70b
models with 5e-6.

4.2 Evaluation Setup

To verify the effectiveness of the QuATS, we
use our question awareness evaluation dataset in
Section 2 to evaluate if the LLMs with QuATS have
a better awareness of different question types and
better performance than the previous evaluation.
Besides that, we choose two LLM benchmarks,
namely AlpacaEval (Li et al., 2023) and MT-Bench
(Zheng et al., 2023). These two benchmarks test if
the models with QuATS can handle conversations
of different scenarios. We set the model with a
sampling temperature of 1 as the baseline.
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Figure 4: The result of question awareness evaluation of different LLMs using the QuATS.

Table 1: Evaluating the performance of LLMs using QuATS on various benchmarks. Acc represents the accuracy

and Sco represents the score (1 to 10).

Non-open-ended Open-ended Conversation

Model TruthfulQA GSMS8K RefGPT-Fact | Creation Discussion Suggestion | AlpacaEval MT-Bench
Acc Acc Acc Sco Sco Sco Sco Sco
LLaMA 2 7b 50.0 21.0 51.0 9.19 9.35 9.40 8.51 6.88
+ QuATS 55.0 29.0 56.0 9.07 9.35 9.43 8.71 7.19
LLaMA 2 13b 62.0 43.0 58.0 9.22 9.26 9.50 8.81 7.43
+ QuATS 63.0 46.0 60.0 9.25 9.30 9.52 8.96 7.56
LLaMA 2 70b 59.0 62.0 66.0 9.33 9.48 9.49 9.20 7.78
+ QuATS 61.0 61.0 68.0 9.29 9.50 9.52 9.24 7.83
Falcon 7b 26.0 2.0 28.0 6.21 6.28 6.61 545 4.50
+ QuATS 32.0 2.0 33.0 6.41 6.58 6.72 5.82 5.11
Falcon 40b 50.0 13.0 46.0 7.33 791 8.21 7.26 6.30
+ QuATS 53.0 15.0 50.0 7.57 8.01 8.16 7.42 6.59

4.3 Results and Analysis

From Figure 4, we evaluate the question awareness
of the LLaMA 2 models using QuATS. The
descending trend lines have shown a distinction
in the awareness between the non-open-ended
questions and open-ended questions. The models
with QuATS choose to be more deterministic in
answering the non-open-ended questions, thus we
can observe higher kurtosises in non-open-ended
tasks. Similar findings can be observed in open-
ended questions.

In table 1, we can see that QuATS largely
improves the LLM performance in the various
tasks, especially in the non-open-ended questions.
It means that a better awareness of non-open-ended
questions can alleviate the hallucination.

For the results of two comprehensive LLM

benchmarks, both LLaMA 2 and Falcon have
significant improvements over the baselines, which
shows the QuATS is useful for different models
with different sizes. We observe that smaller
models like LLaMA 7b and Falcon 7b have more
performance gains than larger models. It can
be inferred that the distribution of larger models
originally has more appropriate tokens with high
probabilities thus the effectiveness of additional
adjustment on the steepness of the distribution
tends to be smaller.

4.4 Ablation Study

We conduct the ablation study to compare QuATS
with baselines with different sampling temperatures
on the LLaMA 2-Chat 13B. As shown in Figure
5, QuATS consistently outperformed the naive
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Figure 5: Comparison between QuATS and baselines with different sampling temperatures.

temperature sampling with different temperatures
on these benchmarks.

5 Related Work

Controlling text generation in LLMs has seen
significant advancements in recent years. Sampling
methods play a crucial role in controlling the
output quality and diversity of generated text. We
introduce temperature sampling and corresponding
advanced techniques in text generation.

Temperature Sampling Greedy sampling se-
lects the token with the highest predicted proba-
bility, resulting in deterministic and often repetitive
text. Random sampling selects tokens based on the
probabilities, introducing randomness to alleviate
the repetition. We can further adjust the tempera-
ture in the Softmax function to control the token
probabilities. Temperature sampling can be seen as
the trade-off between creativity and determinacy in
the generated text. Our QuATS adaptively controls
the steepness of output distributions by adjusting
the temperature.

Post-processing Techniques Because the tokens
with higher probabilities are probably appropriate
choices, we can choose only to select these tokens,
avoiding sampling nonsensical tokens. Top-k
sampling (Fan et al., 2018) narrows down the
token selection to the top-k most probable tokens,
increasing the likelihood of coherent text and
balancing diversity and quality. Similar to the
motivation of top-k sampling, nucleus sampling

(Holtzman et al., 2020), also known as top-p
sampling, dynamically selects the top-p fraction
of tokens with the highest probabilities. Locally
typical sampling (Meister et al., 2023) posits the
abstraction of natural language generation as a
discrete stochastic process and samples tokens
according to conditional entropy. Entmax sampling
(Martins et al., 2020) leverages entmax transforma-
tion to train and sample from a natively sparse
language model. Keyword-based sampling (au2
and Akhtar, 2023) uses knowledge distillation
techniques to extract keywords and samples using
these extracted keywords. It is noted that these post-
processing techniques are compatible with QuATS
because QuUATS only adjusts the output distribution
itself.

6 Conclusion

In this paper, we highlight the question awareness
of LLMs, which receives little attention from
previous studies. While LLMs exhibit a fundamen-
tal awareness of open-ended and non-open-ended
questions, they do falter in certain domains, often
leading to casual or inaccurate responses. To bridge
the gap, we introduce Question Awareness Tem-
perature Sampling (QuATS), enabling LLMs to au-
tonomously adapt their response determinacy based
on question type. Our experiments showcased the
efficacy of QuATS, significantly enhancing LL.M
performance across various benchmarks.



Limitations

In this paper, we explore the question awareness of
LLMs from the perspective of output distributions
and enhance this ability by adjusting the sampling
temperature. However, the question awareness
should be the intrinsic ability that the model
should have. QuATS improves this ability only
by extrinsic force but does not influence the model
itself.

We believe the question awareness of LLMs is
a valuable subject. How to improve the intrinsic
question awareness of LLMs is worthy of explo-
ration for future work.
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