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Abstract

Statistical heterogeneity in federated learning poses two major challenges: slow
global training due to conflicting gradient signals, and the need of personalization
for local distributions. In this work, we tackle both challenges by leveraging recent
advances in linear mode connectivity — identifying a linearly connected low-loss
region in the weight space of neural networks, which we call solution simplex.
We propose federated learning over connected modes (FLOCO), where clients
are assigned local subregions in this simplex based on their gradient signals, and
together learn the shared global solution simplex. This allows personalization of
the client models to fit their local distributions within the degrees of freedom in the
solution simplex and homogenizes the update signals for the global simplex training.
Our experiments show that FLOCO accelerates the global training process, and
significantly improves the local accuracy with minimal computational overhead.

1 Introduction

Federated learning (FL) [1] is a decentralized machine learning paradigm that facilitates collaborative
model training across distributed devices while preserving data privacy. However, in typical real
applications, statistical heterogeneity—non-identically and independently distributed (non-IID) data
distributions at clients—makes it difficult to train well-performing models. To tackle this difficulty,
various methods have been proposed, e.g., personalized FL [2], clustered FL [3]], advanced client
selection strategies [4], robust aggregation [5]], and federated meta- and multi-task learning approaches
[6]. These methods aim either at training a global model that performs well on the global distribution
[7], or, as it is common in personalized FL, at training multiple client-dependent models each of
which performs well on its local distribution [[8]. These two aims often pose a trade-off—a model
that shows better global performance tends to show worse local performance, and vice versa. In this
work, we aim to develop a FL. method that improves both global and local performance.

Our approach is leverages recent findings on mode connectivity [[9-11]—the existence of low-
loss paths in the weight parameter space between independently trained neural networks—and its
applications [12]]. These works show that minima for the same task are typically connected by simple
low-loss curves, and that such connectivity benefits training for multi-task and continual learning.
More specifically, the authors show that embracing such mode connectivity between models improves
accuracy on each task and remedies the risk of catastrophic forgetting.

In this paper, we leverage such effects, and propose federated learning over connected modes (FLOCO),
where the clients share and together train a solution simplex—a lineraly connected low-loss region
in the weight parameter space. Specifically, FLOCO represents clients as points within the standard
simplex based on the similarity between their gradients, and assigns each client a specific subregion
of the simplex. Clients then participate in FL. by sampling different models within their assigned
subregions and sending back the gradient information to update the vertices of the global solution
simplex (see FiglI). This method facilitates collaborative training through the common solution
simplex, while allowing for client-specific personalization according to their local data distributions.

Preprint. Under review.
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Figure 1: FLOCO expresses each client as a point (x in the top-middle plot) by projecting the gradient
signals onto the simplex, so that similar clients are close to each other. In each communication round,
each client uniformly samples points in the neighborhood of their projected point (top-right plot), and
jointly train the solution simplex. The lower row plots the resulting test loss on the solution simplex,
where the loss for the global distribution (left) is uniformly small, while the losses for individual
local distributions (middle for client 1 and right for client 2) are small around their projected points.

Our experiments show that FLOCO outperforms state-of-the-art approaches in both global (Fed-
Prox [13])), and personalized (Ditto [14]]) FL without introducing significant computational overhead.
We also show other benefits of FLOCO, including better uncertainty estimation, improved worst client
performance, and smaller divergence of the gradient signals.

Our main contributions are summarized as follows:

* We propose FLOCO, a novel FL method that trains a solution simplex for mitigating the
statistical heterogeneity of clients, and demonstrate its state-of-the-art performance for
global and local personalized FL.

* We propose a simple projection method to express clients as points in the standard simplex
based on the gradient signals, and establish a procedure of subregion assignements.

* We conduct experimental evaluations on semi-artificial and real-world FL benchmarks with
detailed analyses of the behavior of FLOCO, which give insights into the mechanism on how
it improves performance compared to the baselines.

Our code is submitted as a supplement and will be made public upon acceptance.

2 Background

In this section, we briefly explain the concepts behind federated learning and mode connectivity,
which form the backbone of our approach. The symbols that we use throughout the paper are listed
in Table 5]in Appendix.

2.1 Federated Learning

Assume a federated system where the server has a global model gy and the K clients have their local
models {gx }<_ . FL aims to obtain the best performing models {g; } &, such that
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Here, p(k) is the normalized population of data samples over the clients, py(x,y) is the data
distribution for the client &, and f(g, (x,y)) is the loss, e.g., cross-entropy, of the model g on a
sample (z,y) € RY x {1,..., L}, where I is the dimension of an input data sample. Global [15]
and personalized [8] FL aim to approximate ¢¢ and { g,’;}ff:l, respectively, by using the training data
D = {D;}}£_, observed by the clients. Throughout the paper, we assume that all models are neural
networks (NNs) § = g (a; wy) with the same architecture, and represent the model g with its NN
weight parameters wy, € RP, i.e., we hereafter represent gy, (x; wy) by wy, and thus denote, e.g.,

F(gr) by Fj¥(wg). Let N = Zszl N be the total number of samples, where N = |Dy|.

For the independent and identically distributed (IID) data setting, i.e., px(z,y) = p(z,y),Vk =
1,..., K, the global and personalized FL aim for the same goal, and the minimum loss solution for
the given training data is

Wy = Wy, = argmin,, F(w) = Eff:l e Py (w), 3)

where Fj(w) = N% Z(myy)epk f(w, (z,y)).
In this setting, Federated Averaging (FedAvg) [],
wit = wh+ e B Awl fort=1,...,T, 4

is known to converge to Wy, and thus solve Eq. (3). Here, S* is the set of clients that participate
the ¢-th communication round, and szﬂ = w?‘l — w}, is the update after 7" steps of the local

gradient descent,

W' =@ —AVE ("), fort' =1,..., T, 5)

where w° = wf, w! = w?‘l, and v is the step size. FedAvg has been further enhanced with, e.g.,

proximity regularization [13]], auxiliary data [[16]], and ensembling [17].

On the other hand, in the more realistic non-1ID setting, where w{§ # wyj,, FedAvg and its variants
suffer from slow convergence and poor local performance [18]. To address such challenges, Ditto
[14] was proposed for personalized FL, i.e., to approximate the best local models {w} }/*_,. Ditto
has two training phases: it first trains the global model w by FedAvg, then trains the local models
with proximity regularization to Wy, i.e.,

. . . A .
wy, =argmin,,, Fj.(wy, o) = Fi(wg) + §||'wk — wol|3,
where A controls the divergence from the global model.

Ditto outperforms other non-IID FL methods, including the client clustering method HYPCLUSTER,
adaptive federated learning (APFL), which interpolates between a global and local models [19],
Loopless Local SGD (L2SGD), which applies global and local model average regularization [20],
and MOCHA [6]], which fits task-specific models through a multi-task objective. We refer readers
to [8] for a comprehensive study of existing personalized FL methods.

2.2 Mode Connectivity and Solution Simplex

Freeman and Bruna (2017) [21]], as well as Garipov et al. (2018) [10], discovered the mode connec-
tivity in the NN parameter space—the existence of simple regions with low training loss between
two well-trained models from different initializations. Nagarajan and Kolter (2019) [[11] showed
that the path is linear when the models are trained from the same initialization, but with different
ordering of training data. Frankle et al. (2020) [22] showed that the same pre-trained models stay
linearly-connected after fine-tuning with gradient noise or different data ordering.

Benton et al. (2021) [23]] found that the low loss connection is not necessarily in 1D, and [24]] showed
that a simplex,

W({m}) = {wa({0m}) = S0 ambmiac e AV, ©)
within which any point has a small loss, can be trained from randomly initialized endpoints. Here,
{6,, € RP}M+1 are the endpoints or vertices of the simplex, and AM = {a € [0, 1]M*1; ||la|; =
1} denotes the M-dimensional standard simplex. This simplex learning is performed by finding the
endpoints that (approximately) minimize

E () ~p (@) [Ewnttyy o, [ (W0, (2, 9)]] @)
where Uy denotes the uniform distribution on a set W.



3 Proposed Method

In this section, we introduce our approach, where the mode connectivity is leveraged for collaborative
training between personalized client models.

3.1 Federated Learning over Connected Modes (FLOCO)

The main idea behind FLOCO is to assign subregions of the solution simplex (6) to clients in
such a way that similar clients train neighboring (and overlapped) regions, while enforcing (linear)
connectivity to all other client’s subregions. The connectivity constraint systematically regularizes
client training and allows for efficient collaboration between them.

The subregion assignments need to reflect the similarity between the clients. To this end, FLOCO
expresses each client as a point in the standard simplex, based on the gradient update signals.
Specifically, it applies the Euclidean projection onto the positive simplex [25] with the Riesz s-Energy
regularization [26]], which gives well spreaded projections that preserve the similarity between the
client’s gradient signals as much as possible. Once the clients are projected onto the standard
simplex as {a; € AM}E | we assign the L1-ball with radius r around ay, ie., Ry = {a €
AM: |l — a1 < p}, to the k-th client. Note that the gradient update signals are informative for
the subregion assignment only after the (global) model is trained to some extent. Therefore, the
subregion assignment is performed after 7 FL rounds are performed. Before the assignment, i.e.,
t < 7, all clients train the whole standard simplex Ry = AM Yk, which corresponds to a simplex
learning version of FedAvg.

Starting from randomly initialized simplex endpoints {Om}%ill, FLoCO performs the following

steps for each participating client k£ € S* in each communication round ¢:

1. The server sends the current endpoints {0° 1M+ 1 o the client k.

2. The client k performs simplex learning only on the assigned subregion Ry, as a local update.
3. The client sends the local update of the endpoints to the server.

This way, FLOCO is expected to learn the global solution simplex {w,; a € AM}, while allowing
personalization to local client distributions within the solution simplex. Algorithm I|shows the main
steps.

Although the simplex learning can be applied to all weight parameters, our preliminary experiment
showed that simplex learning only of the weights in the last fully-connected layer (and the other
weights are point-estimated) is sufficient. Therefore, our FLOCO only applies the simplex learning to
the last layer, which gives other benefits including applicability to finetuning of pre-trained models,
and significant reduction of computational and communication costs, see Section 4.3

Below, we describe detailed procedures of client projection, local and global updates in the communi-
cation rounds, and inference in the test time.

3.2 Client Gradient Projection onto Standard Simplex

Here we explain how to obtain the representations {cz, € AM} of the clients in the standard simplex
such that similar clients are located close to each other, while all clients are well-spread across the
simplex.

At communication round ¢ = 7, FLOCO uses the gradient updates of the endpoints {A8], , ﬁfill

as a representation of the client k. We concatenate the gradients for the M + 1 endpoints into a
((M + 1) - D)-dimensional vector, and apply the PCA projection onto the M dimensional space,
yielding kj, € RM as a low dimensional representation. To project {#} onto the standard simplex
AM | we solve the following minimization problem:

MY 2 BB, ®)
subject to: By (2) = argming, _, ., |18y, — Kilf3- )

The objective function in Eq.(8) is the Riesz s-Energy [26], a generalization of potential energy of
multiple particles in a physical space, and therefore its minimizer correponds to the state where
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Algorithm 1: Federated Learning over Connected Modes (FLOCO).

Input  :number of communication rounds 7', number of clients K, simplex dimension M,
subregion assignment round 7, subregion radius p

{6° }M+L < initialize_simplex())
Ry <+ AM, Vk=1,...,K // setall client subregions to the whole standard simplex
fort =1to T do
if ¢ = 7 then

{{A06], }M+1} iy < collect_and_stack_gradients()

{ow} i, « client_representation({{A6] P MK

{Ry}}_, + assign_subregions({a; } 1, p)

St < choose_participating_clients()
for k € S* do
| {6,302 < local_update({6), ;1" Ry

m=1"

{611 MEL . global_update({{0" "} M1, cs0)

m,k

particles are well spread across the space. The minimization in the constraint (@) corresponds to
the Euclidean projection onto the positive simplex [23], which forces {3,.} to keep the locations of
the PCA projections {k} of the clients. Fortunately, this minimization problem (for a fixed z) is
convex, and can be efficiently solved (see Appendix [A). We solve the main problem (8) by computing
B:(z) ona 1D grid in z € [0, 1] with the interval 0.001, and set the representations of the clients to

ap = ﬁkTA(E), where Z is the minimizer of Eq.(8).

3.3 Communication Round: Local and Global Updates

In the ¢-th communication round, the server sends the current endpoints {0t M H to the participating

clients St. Then, each client ¥ € St draws one sample per mini-batch from the un1f0rm distribution
A= {ap}P_, ~ Ug, on the assigned subregion,

and applies 7" local updates,

6. =8 — -y VE(wa), (10)

20 T’
to the endpoints with o sequentially chosen from AI Here ,, = 6 .0, = 0“‘ The local

updates {AO;‘& = 9“‘1 Ot M 'H are sent back to the server, which updates the endpomts as

O = 0+ X, b 201 (1)

As explained in Section the client subregions are initially set to the whole simplex A™ before the
subregion assignment is performed at ¢ = 7, which corresponds to a straightforward application of
the simplex learning to FedAvg. After the subregion assignment, FLOCO uses the degrees of freedom
within the solution simplex to personalize clients models.

3.4 Inference

With the tralned endpoints { 0., = oL M+
where oy =

Ml we simply use wg, ({0 I MA1DY as the global model,
M TTlMm+1 with 1 denoting the D-dimensional all one vector. For local models, we

use {wak({Bm MIOVE | where &y, = .

"Note that we do not rely on any regularizer that forces the diversity of the endpoints, as in [24], because,
in FLOCO, the diversity of local client distributions prevents the simplex endpoints from collapsing to a single
point.



4 Experiments

In this section, we experimentally show the advantages of FLOCO over the baseline methods.

4.1 Experimental Setting

Datasets and models To evaluate FLOCO, we perform image classification on the CIFAR-10 [27]
and the FEMNIST [28]] datasets. For CIFAR-10, we train a simple CNN [29]] from scratch, as well
as fine-tune a ResNet-18 [30]] pre-trained on ImageNet [31], as proposed in [32]. For FEMNIST,
we train a simple CNN [29] from scratch as proposed in [29] as well as fine-tine a SqueezeNet [33]]
pre-trained on ImageNet as in [32]. We provide a table with the training hyperparemeters that we use
for each data set/model setting in Appendix [B]

Data heterogeneity for non-FL benchmarks The FEMNIST dataset is an FLL benchmark based
on real data, where client heterogeneity is inherently embedded in the dataset. For CIFARO-10,
we simulate statistical heterogeneity by two partitioning procedures. The first procedure by [34]
partitions clients in equally sized groups and assigns each group a set of primary classes. Every client
gets z % of its data from its group’s primary classes and (100 — z) % from the remaining classes.
We apply this method with x = 80 for five groups and refer to this split as 5-Fold. For example, in
CIFAR-10 5-Fold, 20 % of the clients get assigned 80 % samples from classes 1-2 and 20 % from
classes 3-10. The second procedure, inspired by [35]] and [36], draws the multinomial parameters
of the client distributions py (y) = Multi(y; ¢;,) from Dirichlet, i.e., ¢»;, ~ Dirp,(3), where 3 is the
concentration parameter controlling the sparsity and heterogeneity—( — co concentrates the mass
to the uniform distribution (and thus homogeneous), while small 0 < g < 1 generates sparse and
heterogeneous non-IID client distributions.

Baseline methods Besides FedAvg [1]], we chose the most important and state-of-the-art methods
for global and personalized FL as baselines. For global FL. methods we chose FedProx [13]], Feddyn
and FedBla, while for personalized FL methods we chose Ditto [14]], APFL, pFedSim and FedPAC.

FLOCO Hyperparameters For simple CNN on the simulated non-IID splits Dir(0.5) and Five-Fold,
we set 7 = 100, M = 6, p = 0.1. For simple CNN on FEMNIST we set 7 = 200, M = 3, p = 0.3.
For pre-trained ResNet-18 on the simulated non-1ID splits Dir(0.5) and Five-Fold we set 7 = 50, M =
6, p = 0.1 and for the pre-trained SqueezeNet on FEMNIST we set 7 = 20, M = 3, p = 0.05. We
found those settings work well in our preliminary experiments, and conducted ablation study with
other parameter settings in Appendix [D} For the baselines, we follow the recommended parameter
settings by the authors, which are detailed in Appendix [B]

Evaluation criteria For the performance evaluation, we adopt two metrics, the test accuracy
measured after the last communication round (ACC) and the time-to-best-accuracy (TTA), each for
evaluating the global and local FL performance. ACC is the last test accuracy over 7' communication

rounds, i.e, ACC(T) = Nts[ Zf\f:‘j‘ 1(y; = argmax g(z;; " )), where 1(-) is the indicator function
that equals to 1 if the event is true and O otherwise. TTA evaluates the number of communication
rounds needed to achieve the best baseline (FedAvg and Ditto in this paper) test accuracy, i.e.,
ACCreq Avg(T). We report TTA improvement, i.e. the TTA of the baseline, e.g. FedAvg, divided by
the TTA of the benchmarked method, e.g. FLOCO. Moreover, we report the expected-calibration-error
(ECE) [37], a common measure that evaluates the quality of uncertainty estimation of a trained model,

for the last communication round.

4.2 Results

Table (1| and [2| summarize the main experimental results, where FLOCO consistently outperforms the
baselines across the different experiments in terms of global (red) and local (blue) test accuracy, as
well as test ECE. The global and local test metrics are measured after the last communication round
and averaged over 5 different seed runs. Below we report on detailed observations.

Global and local FL test accuracy. We first evaluate the global and local test performance on
CIFAR-10 with the non-IID data splits generated by the 5-Fold and Dir(3) procedures, as well



Table 1: Average global and /ocal test accuracy.

CIFAR-10 FEMNIST
SimpleCNN pre-trained ResNet-18 SimpleCNN pre-trained
5-Fold Dir(0.5) 5-Fold Dir(0.5) SqueezeNet
FedAvg 66.65 67.08 6822 6874 6735 67.74 7617 7649 7747 79.75 76.80 78.79
FedProx 66.14 66.80 67.79 67.67 67.88 68.00 7572 7588 7691 7821 7639 78.06
Ditto 66.77 79.69 6796 7446 69.01 8329 7584 80.53 7692 80.05 7690 83.12
FLoco 6826 80.92 69.79 74.64 7461 §87.38 79.11 8229 7795 8389 7714 83.54
Table 2: Average global and /ocal expected test calibration error.
CIFAR-10 FEMNIST
SimpleCNN pre-trained ResNet-18 SimpleCNN pre-trained
5-Fold Dir(0.5) 5-Fold Dir(0.5) SqueezeNet
FedAvg 1473 17.03 14.08 16.61 550 13.02 2.12 1020 14.02 1711 13.80 17.33
FedProx 14.73 1648 13.64 16.67 5.00 1260 193 10.19 1347 17.70 1339 17.7]
Ditto 14.68 11.56 1423 14.18 5.00 9.73 1.96  9.66 1420 16.38 13.74 13.93
FLoco 1098 9.84 1012 1295 268 762 191 921 1296 1395 1328 1333
Table 3: Average /ocal test accuracy for the 5 % worst performing clients.
CIFAR-10 FEMNIST
SimpleCNN pre-trained ResNet-18 SimpleCNN  pre-trained
5-Fold Dir(0.5) 5-Fold Dir(0.5) SqueezeNet
FedAvg 0.42+0.03 051 £004 050+£0.06 0.65+0.03 0.46+0.08 0.42+0.12
FedProx 0.45+0.05 0.51+£0.04 0524+0.02 0.64+0.03 044+0.10 0.42+0.09
Ditto 0.65+£0.02 0.60£0.03 0.72+0.04 0.67+0.05 037020 0.45=+0.19
FLoco 0.66 +£0.03 0.59+0.03 079+0.02 0.72+0.03 0.55+0.07 0.53+0.13

as the natural non-IID data splits in the FEMNIST dataset. Table [T] shows the test accuracies on
CIFAR-10 with SimpleCNN trained from random initialization (left) and ResNet-18 fine-tuned from
the ImageNet pre-trained model (middle), respectively. It also shows the test accuracies on FEMNIST
with SimpleCNN trained from random initialization and SqueezeNet fine-tuned from the ImageNet
pre-trained model (right). We clearly see that FLOCO outperforms all baselines in terms of global
(red) as well as average local (blue) test accuracy.

In some cases, e.g., SimpleCNN on the CIFAR-10 Dir(0.5) split, as well as pre-trained SqueezeNet
on the FEMNIST, the performance gain from the DITTO baseline is marginal. However, FLOCO
is still beneficial, because training DITTO requires roughly 2 times larger computation and storage
costs than FLOCO, since the overhead added to FEDAVG by FLOCO is minimal, see Secwtion[d.3]
Furthermore, the personalization procedure of DITTO can be straightforwardly integrated into the
FLoco framework, boosting its performance and significantly outperforming DITTO (We call this
method FLOCO+, which is introduced and evaluated in Appendix [C). Besides test accuracy, we also
observe TTA improvement of our method for all settings of up to x4 for average local test accuracy
and x 3.8 for global test accuracy than the next best baselines. We report all TTAs in Table 4]

Calibration. Next, we evaluate and benchmark the quality of uncertainty estimation of all methods.
For this purpose we evaluate the ECE on each model-dataset combination for each baselines and
show the results in Table 2] As shown, FLOCO yields better ECE for every setting, ranging from
1.23-3.52 and 0.05-3.52 of local and global ECE improvement compared to the next best baseline,
respectively.

Worst client performance. Lastly, we evaluate the average local, as well as global test accuracies
of the worst 5% of clients, as is commonly done in order to measure the biasedness of the FL method
towards certain clients or client groups [38]. We evaluate the worst 5% client performance on all
model-dataset combinations over 5 trial runs and display the results in Table[3] We observe that
FLOCO yields the best worst client performance across all benchmarks ranging from 1-9% percent



improvement compared to the next best baseline, except for SimpleCNN on CIFAR-10 with the
Dir(0.5) split, where FLOCO very closely (~ 1% difference) approximates the performance of DITTO.

Time-to-accuracy. Similar to Table[I] we plot the TTA improvement for FLOCO. In particular,

we show the TTA improvement of FLOCO over FedAvg and Ditto. Again, all reported results are
average values that we computed over 5 different random seeds.

Table 4: Improvements for global and /ocal time-to-accuracy.

CIFAR-10 FEMNIST
SimpleCNN pre-trained ResNet-18 SimpleCNN  pre-trained
5-Fold Dir(0.5) 5-Fold Dir(0.5) SqueezeNet
FLoco vs. FedAvg x1.5 x4.4 x1.6 x3.7 x35 x433 x1.8 x2.6 x14 x2 x1.1  x2.4

FLOCO vs. Ditto x1.5 «x1.2 x1.3 «xI.8 x3.8 «x1.9 x27 xI1.9 x24 xI.9 x1 xl.1

4.3 Analysis and Discussion

Here we provide additional analyses and discussion on FLOCO.

Solution structure in simplex. First, we confirm that FLOCO uses the degrees of freedom within the
solution simplex for personalization. To this end, we draw approximately 500 uniformly distributed
points in the solution simplex, and evaluate the global and the local test accuracy of the corresponding
models. Figure [I] (bottom row) shows the global test accuracy (left most) and the local test accuracy
(center and right) for two clients. As expected, for the global test dataset the solution simplex performs
uniformly well across all its area, while the losses for the two individual local client distributions are
small around their projected points (x). This result indicates that the heterogeneous sharing of the
solution simplex across the clients properly works as designed.

Gradient variance reduction and stability of training. Figure[2|shows the test accuracy curves
during training for global (left) and local (center) test accuracies of different methods with the
standard deviation over 5 trials as shadows. We observe that FLOCO not only converges to a better
global and local test accuracy, but also shows small standard deviation across trials. The latter implies
that our systematic regularization through the solution simplex stabilizes the training dynamics
significantly. Figure 2] (right) shows the total gradient variance—the sum of the variances of the

updates Aw!, = w!, —w} " for FedAvg, and AOfmk = Ofn’k — Of,;(l) for FLOCO, respectively. More
specifically, we compute the variance over the last fully-connected layer, given by
Orat(t) = Vet | Awh — by s Auw |3, (12)
for FedAvg and FedProx, and by
—t —t
Ttotal(t) = Ypest 180 — g Lres: A0 13, (13)
with AB), = et SMALAG!, ., for FLOCO. As discussed in [39, 40], a small total variance

indicates effective collaborations with consistent gradient signals between the clients, leading to better
performance. From the figure, we see that the total gradient variance of FLOCO is much lower and
more stable than the baseline methods, which, together with its good performance observed in Table
[1] is consistent with their discussion. The variance reduction with FLOCO implies that the degrees of
freedom of the solution simplex can absorb the heterogeneity of clients to some extent, making the
gradient signals more homogeneous. Moreover, [41] argued that the last classification layer has the
biggest impact on performance, implying that reducing the total variance of the classification layer,
as FLOCO does with simplex learning, is most effective.

Computational complexity. If the batch size is one, simplex training adds O (7 - M) computational
complexity for each layer, where 7 is the parameter complexity of the layer, e.g., 7 = d - L for
a fully connected layer with d input and L output neurons, and M is the simplex dimension [24].
For FLOCO, this additional complexity only applies to the classification layer. For inference, no
additional complexity arises, compared to FedAvg, because inference is performed by the single
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Figure 2: Global (left) and average local (center) test accuracy for SimpleCNN on FEMNIST. We can
clearly observe a jump in average local test accuracy at 7 = 200, which is a result of our subregion
assignment. Right shows the total variance of the gradients for the last fully-connected layer.

model corresponding to the cluster center. Since the most modern architectures, e.g., ResNet-18
and Vision Transformer (ViT) [42]], have parameter complexity of O(Grg) > O(G¢), where Grg
and G¢ are the complexities of the feature extractor and the classification layer, respectively, the
additional training complexity, applied only to the classification layer, of FLOCO is ignorable, i.e.,
O(Grg) > O(Ge - M). The same applies to the communication costs: since the simplex learning is
applied only to the classification layer, the increase of communication costs are ignorable compared
to the communication costs for the feature extractor.

5 Related Work

There are a few existing works that apply simplex learning to federated learning. [29] showed that
enforcing a low loss simplex between independently initialized global and client models yields good
personalized FL performance. Their approach builds on [19]], which finds optimal interpolation
coefficients between a global and local model to improve personalized FL. However, their simplex
is restricted to be 1D, i.e., a line segment, and the global model performance is comparable to the
plain FedAvg. Moreover, they train a solution simplex over all layers between global and local
models, which is computationally expensive and limits its applicability to training from scratch. This
should be avoided if pre-trained models are available [32]43]]. Our method generalizes to training
low-loss simplices of higher dimensions in a FL setting, tackles both the global and personalized FL
objectives, is applicable to pre-trained models, and shows significant performance gains by employing
our proposed subregion assignment procedure.

6 Conclusion

FL on highly non-IID client data distributions remains a challenging problem and a very actively
researched topic. Recent works tackle non-IID FL settings either through global or personalized FL.
While the former aims to find a single optimal set of parameters that fit a global objective, the latter
tries to optimize multiple local models each of which fits the local distributions well. These two
different objectives may pose a trade-off, that is, personalized FL might adapt models to strongly to
local distributions which might harm the global performance, while global FL solutions might fit none
of the local distributions if the local distributions are diverse. In this paper, we addressed this issue by
leveraging the mode-connectivity of neural networks. Specifically, we propose FLOCO, where each
client trains an assigned subregion within the solution simplex, which allows for personalization, and
at the same, contributes to learning a well-performing global model. FLOCO achieves state-of-the-art
performance in both global and personalized FL, with minimal computational and communication
overhead during training and no overhead during inference.

Promising future research directions include better understanding the decision-making process of
solution simplex training through global and local explainable Al methods [44-H46]]. Furthermore,
we want to apply our approach to continual learning problems and FL scenarios with highly varying
client availability [47, 48]].
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Appendix

This appendix provides a nomenclature, details to our optimization problem and experimental setup,
as well as additional results and insights.

Table 5: Nomenclature.

Symbol Description

k=1,...,K Clients

t=1,...,T Communication rounds
t'=1,...,T7 Local training iterations

St Participating clients in round t

B Mini-batch size

¥ Client gradient descent step size

Di Training data of client k&

N Total number of samples

Ni Number of samples at client k&
pr(z,y) data distribution of client k

wh € RP Global model at round ¢

wt e RP Model of client k at round ¢

AM = {a € [0,1JM; |alls =1}  M-dimensional standard simplex

0, ... 05‘”] Simplex endpoints at round ¢

Wo = Zﬁ{:l amOm Model parameters at a point o € A
p Subregion radius

R Assigned subregion of client k
Te(l,...,T] Subregion assignment round

Ky € RM Low dimensional representation of stacked gradient update { A7, ;. fnl;rll of client k

A Optimization Problem

The Lagrangian of the lower-level optimization problem in (9) has the following formulation
Lo, ) = 3llar — kill3 + A(1Ta, — 2), with A € R being the Langrange multiplier. The
Lagrangian can be further rewritten to £(cu,, A) = %|lay, — (ki — AL)[13 + A1 k), — 2) — A%n
such that the optimization problem reduces to solving:

. 1
min -l = (k= A3 (14)
subjectto: oy >~ 0. (15)

The optimal solution of (T4) is given by af = [k — A\*1];. Plugging it back into the Lagrangian
we get the following dual function

1

L(ew, ) = gll[mr = A1y = (g = A2+ X1k — 2) — A2n (16)
1

= §||[nk N1 24+ 21Tk — 2) — X0, (17)

Finding aj can be achieved by maximizing using for example the bisection algorithm [49].
After that the projected points are obtained as o} = [k, — A*1]4.

B Training Hyperparameters

Table [6] summarizes all hyperparameters that were used for each dataset/model combination. We train
all models for a total of 500 communication rounds, except for ResNet-18 on CIFAR-10, which we
train for 100 communication rounds. Moreover, we train each setting using a total of 100 clients, and
for FEMNIST we select a randomly chosen subset of 100 total clients for each trial, of which we
select 10 randomly to participate in training in each communication round, except for SimpleCNN
on CIFAR-10 where we select 30 out of 100 clients to participate in each round. We evaluate all
clients after every ten communication rounds. For CIFAR-10 we train a SimpleCNN with batch
size 50 using SGD with a learning rate of 0.02, momentum of 0.5, and weight decay of 10~°, and a
pre-trained ResNet-18 with learning rate of batch size 32, using SGD with a learning rate of 0.01,

13



momentum of 0.9, and weight decay of 10~%. For FEMNIST we train a pre-trained SqueezeNet with
batch size 32 using SGD with a learning rate of 0.001, momentum of 0.9, weight decay of 10~%, and a
SimpleCNN with batch size 32, learning rate 0.1, momentum of 0, weight decay of 0. For FedProx we
set the proximity hyperparameter to ¢ = 0.01 for SimpleCNN on CIFAR-10, ;1 = 0.1 for pre-trained
ResNet-18 on CIFAR-10, SimpleCNN on FEMNIST, and pre-trained SqueezeNet on FEMNIST. For
DiTTO we set the local epochs to the same value as epochs for the global model Eprro = E. All
training hyperparameters for CIFAR-10 and FEMNIST on a SimpleCNN where taken from [29]],
CIFAR-10 on a pre-trained ResNet-18 from and FEMNIST on pre-trained SqueezeNet from [32].

Table 6: Summary of used hyperparameters for training.

Dataset/Model T K S| e  ElEpwo 7 mom.  wd u
CIFAR-10/SimpleCNN 500 100 30 50 5 0.02 0.5 107°  0.01
CIFAR-10/ResNet-18 100 100 10 325 0.01 0.9 107 0.1
FEMNIST/SimpleCNN 500 100 10 32 5 0.1 0.0 0.0 0.1
FEMNIST/SqueezeNet 500 100 10 32 5 0.001 0.9 107 0.1

C Combining FLOCO and Ditto

We can further enhance the personalized FL performance of FLOCO by additionally training a
local model as in Ditto [14]]. In this extension, called FLOCO™, each client personalizes the global

~0
endpoints {0, = 6,,}2_, by local gradient descent to minimize the Ditto objective, i.e.,

~k . ~ ~0
{0,,} = argmingg ) F ({0}, {6,,})
~0
= Eanttr,, [Fi(wa({0n})]+ 3 X021 10m — 6,13

In Figure [3| we present preliminary results for FLOCO™ using the same hyperparameters as for
FLoco (M = 6, 7 = 100, and p = 0.1). We evaluate FLocO™ for SimpleCNN on CIFAR-10 with
Dir(0.5) split because, in this setting, FLOCO only slightly surpasses the average local accuracy of
Ditto in our main results (Table[1). We observe that FLOCO" outperforms both FLOCO and Ditto.
Note that this improvement comes with additional computational cost.

Average client test acc.

0.8
—— FLOCO+
> —— FLOCO
g 0.7 1 -=-~- Ditto
8 FedAvg
g 0.6 —-— FedProx
8o

0.5 T T T T T T
0 100 200 300 400 500
Communication round

Figure 3: Average local test accuracy for FLOCO™, FLOCO and baselines when training SimpleCNN
on CIFAR-10 with Dir(0.5) split.

D Sensitivity to Parameter Setting

We investigate how stable the performance of FLOCO is for different hyperparameter settings.
Specifically, we tested FLOCO with the combination of 7 = 50, 100, 200 (subregion assignment
time step) and p = 0.1, 0.2, 0.4 (radius of subregions), and show the average local client and global
test accuracy for SimpleCNN on CIFAR-10 5-Fold in Figure f] We observe that the average local
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client test accuracy (left) increases for earlier subspace projection starting points 7 and lower client
subregion radiuses p, with the best reached test accuracy being approximately 4% better than the
worst, i.e., 82.79% against 78.18%. The intuition for this is that earlier client specialization in less
overlapping regions allows for better personalization. On the other hand, as can be observed in
the right heatmap of Figure [] the global test performance is less sensitive to the choice of these
hyperparameters, i.e., 70.66% against 69.30%. This is because the solution simplex is strained
uniformly at every position even after projection trained, and thus the simplex midpoint is less
sensitive to the specialization procedure to client distributions.

Avg. client test acc. Global test acc.

0.82

69.30% 69.76%

~+2

=100 0.80

0.78
70.14% 0.76
0.74
0.72
0.70

p=0.02 p=0.1 p=05 p=0.02 p=0.1 p=0.5

Figure 4: Local average client (left) and global (right) test accuracies for different subregion assign-
ment time step 7 and subregion radius p settings.

E Table 1: Flower Framework

E.1 Global test accuracy

H Model-Dataset-Split FLOCO  SuPerFed H
SimpleCNN - CIFAR10 - 5-Fold 68.26 63.22
SimpleCNN - CIFAR10 - Dir(0.5) 69.79 63.00
SimpleCNN - FEMNIST - - 77.95 76.80

PretrainedResnet18 - CIFAR10 - 5-Fold 74.61 64.88
PretrainedResnet18 - CIFAR10 - Dir(0.5) 79.11 76.04
PretrainedSqueezeNet - FEMNIST - - - -

E.2 Average local test accuracy.

H Model-Dataset-Split FLOCO  SuPerFed H
SimpleCNN - CIFAR10 - 5-Fold 80.92 75.65
SimpleCNN - CIFAR10 - Dir(0.5) 74.64 71.73
SimpleCNN - FEMNIST - - 83.89 82.59

PretrainedResnet18 - CIFAR10 - 5-Fold 87.38 52.78
PretrainedResnet18 - CIFAR10 - Dir(0.5) 82.29 60.91
PretrainedSqueezeNet - FEMNIST - - - -

F Table 2: FL-bench framework

F.1 Global test accuracy

H Model-Dataset-Split FLOCO Ditto FedAvg FedRep FedPac FedDyn H
[ SimpleCNN - CIFARIO - Dir(0.5) 7344  73.06  72.94 43.70 68.70 31.67 ]
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F.2 Average local test accuracy.

H Model-Dataset-Split FLOCO Ditto FedAvg FedRep FedPac FedDyn H
[ SimpleCNN - CIFARIO - Dir(0.5) _ 79.54 7920 7342 68.00 _ 73.15 _ 31.39 |
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