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Abstract

Sequential Recommender Systems (SRS) have emerged as
a promising technique across various domains, excelling at
capturing complex user preferences. Current SRS have em-
ployed transformer-based models to give the next-item pre-
diction. However, their quadratic computational complex-
ity often leads to notable inefficiencies, posing a signifi-
cant obstacle to real-time recommendation processes. Re-
cently, Mamba has demonstrated its exceptional effective-
ness in time series prediction, delivering substantial improve-
ments in both efficiency and effectiveness. However, directly
applying Mamba to SRS poses certain challenges. Its unidi-
rectional structure may impede the ability to capture contex-
tual information in user-item interactions, while its instability
in state estimation may hinder the ability to capture short-
term patterns in interaction sequences. To address these is-
sues, we propose a novel framework called SelectIve Gated
MAmba for Sequential Recommendation (SIGMA). By in-
troducing the Partially Flipped Mamba (PF-Mamba), we con-
struct a special bi-directional structure to address the con-
text modeling challenge. Then, to consolidate PF-Mamba’s
performance, we employ an input-dependent Dense Selective
Gate (DS Gate) to allocate the weights of the two directions
and further filter the sequential information. Moreover, for
short sequence modeling, we devise a Feature Extract GRU
(FE-GRU) to capture the short-term dependencies. Experi-
mental results demonstrate that SIGMA significantly outper-
forms existing baselines across five real-world datasets.

Code — https://github.com/Applied-Machine-Learning-
Lab/SIMGA

Introduction
Over the past decade, sequential recommender systems
(SRS) have demonstrated promising potential across vari-
ous domains, including content streaming platforms (Song
et al. 2022; Zhao et al. 2023a), e-commerce (Wang et al.
2020) and other domains (Li et al. 2022). To harness this po-
tential and meet the demand for accurate next-item predic-
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Figure 1: The illustration for long-tail user problem.

tions (Fang et al. 2020; Liu et al. 2023c), an increasing num-
ber of researchers are focusing on refining existing architec-
tures and proposing novel approaches (Wang et al. 2019; Liu
et al. 2024b; Wang et al. 2023).

Recently, Transformer-based models have emerged as the
leading approaches in sequential recommendation due to
their outstanding performance (de Souza Pereira Moreira
et al. 2021). By leveraging the powerful self-attention mech-
anism (Vaswani et al. 2017; Keles, Wijewardena, and Hegde
2023), these models have demonstrated a remarkable abil-
ity to deliver accurate predictions. However, despite their
impressive performance, current transformer-based mod-
els are proven inefficient since the amount of computation
grows quadratically as the length of the input sequence in-
creases (Keles, Wijewardena, and Hegde 2023). Other ap-
proaches, such as RNN-based models (Jannach and Ludewig
2017) and MLP-based models (Li et al. 2023b; Gao et al.
2024; Liang et al. 2023), are proven to be efficient due
to their linear complexity. Nevertheless, they have strug-
gled with handling long and complex patterns (Yoon and
Jang 2023). All these methods above seem to have suf-
fered from a significant trade-off between effectiveness and
efficiency. Consequently, a specially designed State Space
Model (SSM) called Mamba (Gu and Dao 2023) has been
proposed. By employing simple input-dependent selection
on the original SSM (Liu et al. 2024a; Hamilton 1994), it
has demonstrated remarkable efficiency and effectiveness.
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Figure 2: Framework of proposed SIGMA. The core part of this framework is the G-Mamba Block, which can directly tackle
the context modeling and short sequence modeling challenges when introducing Mamba to SRS.

However, two significant challenges hinder the direct
adoption of Mamba in SRS:

• Context Modeling: While previous researches has
demonstrated Mamba’s reliability in capturing sequen-
tial information (Gu and Dao 2023; Yang et al. 2024),
its unidirectional architecture imposes significant limita-
tions when applying to SRS. By only capturing users’
past behaviors, Mamba can not leverage future contex-
tual information, potentially leading to an incomplete un-
derstanding of users’ preferences (Liu et al. 2024a; Sun
et al. 2019). For instance, if a user consistently purchases
household items but begins to show interest in sports
equipment, a model that does not consider future con-
text may struggle to recognize this shift, resulting in sub-
optimal next-item predictions (Jiang, Han, and Mesgarani
2024; Kweon, Kang, and Yu 2021).

• Short Sequence Modeling: This challenge is primar-
ily driven by the long-tail user problem, a common is-
sue in sequential recommendation. Long-tail users re-
fer to such users who interact with only a few items
but typically receive lower-quality recommendations com-
pared to the normal ones (Kim et al. 2019a,b; Liu et al.
2024d). Furthermore, the instability in state estimation
caused by limited data in short sequences (Gu and Dao
2023; Smith, Warrington, and Linderman 2022; Yu, Ma-
honey, and Erichson 2024) exacerbates this problem when
Mamba is directly applied to SRS, highlighting the need
for effectively modeling short sequences. For illustration,
we compare two leading baselines, Mamba4Rec (Liu et al.
2024a) and SASRec (Kang and McAuley 2018), against
our proposed framework on the Beauty dataset. As shown
in Figure 1, the histogram depicts the number of users
in each group, while the line represents recommenda-
tion performance in terms of Hit@10. SASRec outper-
forms Mamba4Rec in the first three groups, demonstrating
Mamba4Rec’s exacerbation of the long-tail user problem.

To address these challenges and better leverage Mamba’s
strengths, we propose an innovative framework called
SelectIve Gated MAmba for Sequential Recommendation
(SIGMA). Our approach introduces the Partially Flipped
Mamba (PF-Mamba), a specialized bidirectional structure
that captures contextual information (Liu et al. 2024a; Jiang,
Han, and Mesgarani 2024). We then introduce an input-
dependent Dense Selective Gate (DS Gate) to allocate the
weights of the two directions and further filter the informa-
tion. Additionally, we develop a Feature Extract GRU (FE-
GRU) to better model short-term patterns in interaction se-
quences (Hidasi et al. 2015), offering a possible solution to
the long-tail user problem. Our contributions are summa-
rized as follows:
• We identify the limitations of Mamba when applied to

SRS, attributing them to its unidirectional structure and
instability in state estimation for short sequences.

• We introduce SIGMA, a novel framework featuring a Par-
tially Flipped Mamba with a Dense Selective Gate and a
Feature Extract GRU, which respectively address the chal-
lenges of context modeling and short sequence modeling.

• We validate SIGMA’s performance on five public real-
world datasets, demonstrating its superiority.

Methodology
In this section, we will introduce a novel framework,
SIGMA, which effectively addresses the aforementioned
problems by adopting PF-Mamba with a Dense Selective
Gate and a Feature Extract GRU. We will first present an
overview of our proposed framework; then detail the im-
portant components of our architecture; and lastly introduce
how we conduct our training and inference procedures.

Framework Overview
In this section, we present an overview of our proposed
framework in Figure 2. Firstly, we employ an embedding
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layer to learn the representation for input items. After getting
the high-dimensional interaction representation, we propose
a G-Mamba block to selectively extract the information.
Specifically, the G-Mamba block consists of a bidirectional
Mamba path and a GRU path, which respectively address
challenges in context modeling and short sequence model-
ing. Then, a Position-wise Feed-Forward Network (PFFN)
is adopted to improve the modeling ability of users’ actions
in the hidden representation. Finally, processed by the pre-
diction layer, we can get the accurate next-item predictions.

Embedding Layer
For existing SRS, It is necessary to map the sequential in-
formation in user-item interaction to a high-dimensional
space (Zhao et al. 2023b) to effectively capture the tem-
poral dependencies. In our framework, we choose a com-
monly used method for constructing the item embedding.
Here, we denote the user set as U =

{
u1, u2, · · · , u|U|

}
and

the item set as V =
{
v1, v2, · · · , v|V|

}
. So for a chronolog-

ically ordered interaction sequence, it can be expressed as
Su = [s1, s2, · · · , snu

], where nu represents the length of
the sequence for user u ∈ U . For simplicity, we omit the
mark (u) in the following sections. Regarding this interac-
tion sequence as the input tensor, we denote D as the embed-
ding dimension and use a learnable item embedding matrix
E ∈ R|V|×D to adaptively projected si into the representa-
tion hi. The whole interaction sequence can be output as:

H0 = [h1,h2, · · · ,hN ] (1)

where N denotes the length of user-item interactions.

G-Mamba Block
In this section, we will detail the design of our proposed G-
Mamba Block. Starting with the input sequence processed
by the Embedding Layer, this block introduces two paral-
leling paths i.e., PF-Mamba and FE-GRU, which respec-
tively address the context modeling challenge and short se-
quence modeling challenge. Specifically, for the contextual
information loss caused by the unidirectional structure of
Mamba (Gu and Dao 2023; Kweon, Kang, and Yu 2021),
we introduce the Partially Flipped Mamba. It modifies the
original unidirectional structure to a bi-directional one by
employing a reverse block that retains the last r items while
flipping the preceding items. Next, a Dense Selective Gate
is proposed to properly allocate the weights of the two di-
rections depending on the input sequence (Qin, Yang, and
Zhong 2024; Zhang, Wang, and Zhao 2024). Additionally,
for the long-tail user problem, we introduce the Feature Ex-
tract GRU to capture short-term preferences effectively (Hi-
dasi et al. 2015; Kim et al. 2019b).
Partially Flipped Mamba. This module is proposed to ad-
dress the context modeling challenge by leveraging the bi-
directional structure. Current bi-directional methods like
Dual-path Mamba (Jiang, Han, and Mesgarani 2024) or Vi-
sion Mamba (Zhu et al. 2024) usually just flip the whole
input sentence to enable the global capturing capability. Al-
though it allows the model to have a better understand-
ing of the context, it significantly reduces the influence

of short-term patterns in interaction sequences, leading to
the loss of important interest dependencies. To address this
issue, we introduce a partial flip method and integrate it
with the Mamba block to construct a bi-directional struc-
ture. Followed by embedding sequence H0 in Equation (1),
the partially flip function adaptively reverses the first n
items while remaining the last r items in the input ten-
sor from H0 = [h1,h2, · · · ,hn,hn+1 · · · ,hN ] to Hf

0 =
[hn, · · · ,h2,h1,hn+1, · · · ,hN ]. r is a pre-defined hyper-
parameter that equals N −n, which determines the range of
the remaining items, i.e., what extent we focus on the short-
term preferences. After processing the input sequence, we
utilize two Mamba blocks to construct a bi-directional ar-
chitecture and process these two sequences as follows:

M0 = Mamba (H0) ∈ RL×D

Mf
0 = Mamba

(
Hf

0

)
∈ RL×D

(2)

where L and D respectively represent the sequence length
and hidden dimension. These two feature representations
will then get a dot product with an input-dependent DS Gate
to further learn the user preferences.

M̂0 = G1 (H0) ·M0 + G1

(
Hf

0

)
·Mf

0 (3)

where G1 represents the designed DS Gate and M̂0 =

[m1,m2, · · · ,mN ]
T denotes the output from PF-Mamba.

Dense Selective Gate. To allocate the weights of two Mamba
blocks and further filter the information according to the in-
put sequence, we design an input-dependent Dense Selective
Gate. It starts with a dense layer and a Conv1d layer to ex-
tract the original sequential information from the context,
which can be formalized as follows:

G0 = Conv1d
(
H0W

(1)
σ + b(1)σ

)
(4)

where H0 is denoted as the output of embedding layer fol-
lowed by Equation (1). Then, we introduce a forget gate and
a SiLU gate (Qin, Yang, and Zhong 2024) to generate the
weights from the interaction sequence:

δ1 (G0) = G0W
(1)
δ + b

(1)
δ

G0(G0) = σ (δ1 (G0))
(5)

where W
(1)
δ ∈ RD×D is the weight, b(1)δ ∈ RD is bias; G0

is denoted as the symbol of forget gate; σ(·) represents the
Sigmoid activation function (He et al. 2018). By employ-
ing this G0, we can control the information flow in G0 to
selectively retain or suppress certain information (De et al.
2024). Apart from the G0, we also employ a SiLU function
to further improve the capability for capturing more com-
plex patterns and features (Nwankpa et al. 2018). Therefore,
We can conclude our DS Gate as follows:

G1(H0) = SiLU (δ1(G0)) + G0(G0) (6)

This method allows the PF-Mamba to balance two directions
of the input sequence and produce a global representation.
Feature Extract GRU. To handle Mamba’s undesirable per-
formance on short sequence modeling, we introduce one
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more GRU path called Feature Extract GRU in our SIGMA
framework. Considering efficiency and effectiveness, we
only introduce one convolution function before the GRU
cell to extract and mix the features (Yuan et al. 2019). By
employing this one-dimensional convolution with a well-
designed kernel size, we can aggregate and extract informa-
tion from the short-term pattern of the input embedding se-
quence. Then, we can extract the hidden representation by
utilizing GRU’s impressive capability to capture short-term
dependencies. The whole processing procedure can then be
formalized as follows:

C = Conv1d (H0) = [c1, c2, · · · , cn]
zt = σ

(
W z ·

[
f t−1, ct

]
+ bz

)
rt = σ

(
W r ·

[
f t−1, ct

]
+ br

)
f̃ t = tanh

(
W ·

[
rt ⊙ f t−1, ct

]
+ b

)
f t = zt ⊙ f t−1 + (1− zt)⊙ f̃ t

(7)

where σ(·) is the sigmoid activation function, ct is the input
of GRU module in tth time step, f t represents the tth hid-
den states, zt and rt are the update gate and the reset gate,
respectively. bz , br , b are bias, W z , W r, W are trainable
weight matrices. The final output of FE-GRU can be denoted
as F 0 = [f1,f2, · · · ,fN ] ∈ RL×D .
Mixing Layer. To capture user-item interactions globally
and get the comprehensive hidden representation, we intro-
duce another layer to mix the outputs of the FE-GRU and
PF-Mamba for the next-item prediction. The procedure can
be formalized as follows:

Z0 = a1M + a2F 0 ∈ RL×D (8)
where a1, a2 are all trainable parameters. Then, we employ
a linear layer to capture complex relationships:

Ẑ0 = Z0W
(2)
δ + b

(2)
δ (9)

where W
(2)
δ ∈ RD×D is the weight, b(2)δ ∈ RD is bias.

PFFN Network
To capture the complex features, we further leverage a
position-wise feed-forward network (PFFN Net) (Liu et al.
2024a; Kang and McAuley 2018):

R0 = GELU
(
Ẑ0W

(3)
δ + b

(3)
δ

)
W

(4)
δ + b

(4)
δ (10)

where W
(3)
δ ∈ RD×4D,W

(4)
δ ∈ R4D×D, b

(3)
δ ∈

R4D, b
(4)
δ ∈ RD are parameters of two dense layers, R0

represents the user representation. After that, we employ a
layer normalization and a residual path to stabilize the train-
ing process and ensure that the gradients flow more effec-
tively through the network. To maintain generality, the sub-
script (0) here only denotes that the final user representation
is obtained by 1 SIGMA layer. Actually, we can stack more
such layers to better capture complex user preferences.

Train and Inference
In this subsection, we will present some details about the
training and inference progress in our framework. As men-
tioned in Equation (10), we get the mixed hidden state rep-
resentation R0, which involves the sequential information

Dataset # Users # Items Sparsity Avg.length

Yelp 82,900 64,210 99.98% 9.68
Sports 75,185 48,567 99.98% 8.07
Beauty 22,364 12,102 99.93% 8.88
ML-1M 6,041 3,417 95.53% 165.60
Games 55,145 17,287 99.94% 9.01

Table 1: The statistics of datasets

for the first N items. Assuming the embedding for items as
Hitem =

[
hitem
1 ,hitem

2 , · · · ,hitem
K

]
∈ RK×D, where K

denotes the total number of items. The details for the next-
item prediction can be formalized as follows:

logitsik =
d∑

j=1

Rij ·Hitem
kj

Pik =
exp(logitsik)∑M
l=1 exp(logitsil)

(11)

Where logitsik and Pik respectively represent the prediction
score and corresponding probability of the i-th sample for
the k-th item. Correspondingly, we can formulate our Cross
Entropy Loss (CE) (Zhang and Sabuncu 2018) and minimize
it as:

LCE = − 1

B

B∑
i=1

logPi,yi
(12)

Where yi represents the actual positive sample for i-th sam-
ple and B represents the batch size. By constantly updating
the loss in each epoch, we can obtain the optimal weighting
parameters and correspondingly get an accurate next-item
prediction.

Experiment
In this section, we first introduce the experiment setting.
Then, we present extensive experiments to evaluate the ef-
fectiveness of SIGMA.

Experiment Setting
Dataset. We conduct comprehensive experiments on five
representative real-world datasets i.e., Yelp1, Amazon se-
ries2 (Beauty, Sports and Games) and MovieLens-1M3.The
statistics of datasets after preprocessing are shown in Ta-
ble 1. For the grouped user analysis, all datasets are cate-
gorized into three subsets based on user interaction length:
“Short” (0−5), “Medium” (5−20), and “Long” (20+). Ad-
ditionally, we arrange user interactions sequentially by time
across all datasets.
Evaluation Metrics. To assess performance, we use Top-
10 Hit Rate (HR@10), Top-10 Normalized Discounted Cu-
mulative Gain (NDCG@10), and Top-10 Mean Reciprocal
Rank (MRR@10) as evaluation metrics, all of which are

1https://www.yelp.com/dataset
2https://cseweb.ucsd.edu/jmcauley/datasets.html\

#amazon reviews
3https://grouplens.org/datasets/movielens/
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Datasets Eval Metrics GRU4Rec BERT4Rec SASRec LinRec FEARec Mamba ECHO SIGMA Improv.

Yelp
HR@10 0.0441 0.0489 0.0551 0.0579 0.0554 0.0552 0.0578 0.0629∗ 8.82%
NDCG@10 0.0296 0.0317 0.0354 0.0382 0.0391 0.0344 0.0389 0.0412∗ 5.37%
MRR@10 0.0218 0.0243 0.0297 0.0322 0.0321 0.0290 0.0302 0.0346∗ 7.45%

Sports
HR@10 0.0523 0.0579 0.0721 0.0709 0.0746 0.0676 0.0689 0.0735 -1.47%
NDCG@10 0.0486 0.0501 0.0546 0.0541 0.0575 0.0563 0.0569 0.0590∗ 2.62%
MRR@10 0.0453 0.0477 0.0513 0.0501 0.0521 0.0527 0.0534 0.0556∗ 4.12%

Beauty
HR@10 0.0612 0.0764 0.0852 0.0837 0.0967 0.0880 0.0903 0.0986∗ 1.96%
NDCG@10 0.0334 0.0395 0.0532 0.0519 0.0530 0.0540 0.0567 0.0604∗ 6.53%
MRR@10 0.0242 0.0285 0.0392 0.0371 0.0410 0.0436 0.0447 0.0488∗ 7.83%

ML-1M
HR@10 0.2944 0.2977 0.2998 0.3102 0.3283 0.3253 0.3239 0.3308∗ 0.76%
NDCG@10 0.1652 0.1687 0.1692 0.1764 0.1843 0.1868 0.1848 0.1906∗ 2.03%
MRR@10 0.1252 0.1294 0.1279 0.1357 0.1459 0.1413 0.1429 0.1479∗ 1.37%

Games
HR@10 0.1484 0.1502 0.1592 0.1604 0.1616 0.1564 0.1578 0.1627∗ 0.68%
NDCG@10 0.0964 0.0978 0.1002 0.1021 0.1032 0.1050 0.1044 0.1088∗ 3.62%
MRR@10 0.0735 0.0728 0.0794 0.0824 0.0843 0.0894 0.0887 0.0924∗ 3.36%

Table 2: Overall performance comparison between SIGMA and other baselines. The best results are bold, and the second-best
are underlined. “*” indicates the improvements are statistically significant (i.e., one-sided t-test with p < 0.05 ) over baselines.

widely used in related studies (Gu and Dao 2023; Jiang,
Han, and Mesgarani 2024; De et al. 2024). These metrics
offer a comprehensive evaluation of the SRS’s performance.
All experimental results reported are averages from five in-
dependent runs of the framework.
Implementation Details. In this section, we provide a de-
tailed description of our framework’s implementation. For
GPU selection, all experiments are conducted on a single
NVIDIA L4 GPU. The Adam optimizer (Kingma and Ba
2014) is used with a learning rate of 0.001. For a fair com-
parison, the embedding dimension for all tested models is
set to 64. Other implementation details are the same as orig-
inal papers (Liu et al. 2024a; Wang, He, and Zhu 2024; Kang
and McAuley 2018).
Baselines. To demonstrate the effectiveness and efficiency
of our proposed framework, we compare SIGMA with state-
of-the-art transformer-based models (BERT4Rec (Sun et al.
2019), SASRec (Kang and McAuley 2018), LinRec (Liu
et al. 2023a), FEARec (Du et al. 2023)), RNN-based models
(GRU4Rec (Jannach and Ludewig 2017)), and SSM-based
models (Mamba4Rec (Liu et al. 2024a), denoted as Mamba,
ECHOMamba4Rec (Wang, He, and Zhu 2024), denoted as
ECHO).

Overall Performance Comparison
As shown in Table 2, we present a performance comparison
on five datasets. The results show that our SIGMA frame-
work outperforms all competing transformer-based, RNN-
based, and SSM-based baselines, with significant improve-
ments ranging from 0.76% to 8.82%. Such a comparison
highlights the effectiveness of our unique design for com-
bining Mamba with the sequential recommendation.

From the results, RNN-based models struggle with com-
plex dependencies, resulting in relatively inferior perfor-
mance. Besides, transformer-based models often show com-

Dataset Model Inf. Time GPU Mem.

Beauty

SASRec 123ms 7.58G
FEARec 129ms 8.11G
LinRec 72ms 3.08G
Mamba 72ms 2.58G
ECHO 78ms 3.01G
SIGMA 68ms 2.89G

Games

SASRec 189ms 7.23G
FEARec 260ms 7.98G
LinRec 173ms 3.68G
Mamba 174ms 3.40G
ECHO 178ms 3.19G
SIGMA 171ms 3.11G

Yelp

SASRec 443ms 9.28G
FEARec 483ms 10.01G
LinRec 353ms 7.46G
Mamba 361ms 7.32G
ECHO 368ms 8.46G
SIGMA 352ms 8.27G

Table 3: Efficiency comparison of inference time per batch
(ms) and GPU memory usage (GB).

parable performance, suggesting their powerful capacities
in sequence modeling by self-attention. However, they still
slightly lag behind our SIGMA because of the short se-
quence modeling problem they are facing and Mamba’s
more powerful abilities in capturing long-term depen-
dency (Yang et al. 2024).

In terms of the SSM-based models, we find that they
also underperform our SIGMA consistently, because of
the context modeling and short sequence modeling prob-
lems mentioned before. Specifically, Mamba4Rec and
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Figure 3: User group analysis on Beauty and Sports.

ECHOMamba4Rec show inferior performance in the Sports
and Beauty datasets, whose average lengths are relatively
shorter. Such a phenomenon emphasizes their weaknesses
in long-tail users by direct adaptation of Mamba for the se-
quential recommendation.

Efficiency Comparison
In this section, we analyze the efficiency of SIGMA com-
pared to other baselines by examining the inference time
per batch and GPU memory usage during inference. The re-
sults, presented in Table 3, offer several valuable insights.
First, we can find that the Mamba-based methods, including
our SIGMA, can achieve higher efficiency remarkably com-
pared with the transformer-based methods, except for Lin-
Rec. The reason lies in the simple input-dependent selection
mechanism of Mamba. Then, though the efficiency-specified
LinRec also owns comparable efficiency, it slightly down-
grades the effectiveness of the transformer. By comparison,
our SIGMA can achieve a better efficiency-effectiveness
trade-off.

Grouped Users Analysis
This section presents the recommendation quality for users
with varying lengths of interaction histories, aiming to pro-
vide a deeper insight into SIGMA’s effectiveness in enhanc-
ing the experience of long-tail users. We illustrate the results
on Beauty and Sports in Figure 3 and find that:
• Mamba4Rec that adopts the vanilla Mamba structures for

SRS presents poor performance for ‘short’ and ‘medium’
users. While ECHO, which designs a bi-directional mod-
eling module for SRS, achieves slightly better results
while is still worse than SASRec.

• Our SIGMA defeats all baselines on all groups, where FE-
GRU contributes to the short-sequence modeling and PF-
Mamba boosts the overall performance.

Ablation Study
In this section, we analyze the efficacy of three key com-
ponents within SIGMA, including PF-Mamba (partial flip-
ping and DS gate), and FE-GRU. We design three variants:
(1) w/o partial flipping: this variant uses the original interac-
tion sequence without partial flipping; (2) w/o DS gate: the
second variant linearly combines the output of two Mamba
blocks; (3) w/o FE-GRU: this variant drops the Feature Ex-
tract GRU. We test these variants on Beauty and present re-
sults in Table 4 and Figure 4. We can conclude that:

x
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Figure 4: Ablation analysis on Beauty.

Model Components HR@10 NDCG@10 MRR@10

Default 0.0986 0.0604 0.0488
w/o partial flipping 0.0953 0.0586 0.0473

w/o DS gate 0.0954 0.0571 0.0455
w/o FE-GRU 0.0750 0.0470 0.0382

Table 4: Ablation study on Beauty.

• With the bi-directional interaction sequences, partial flip-
ping contributes to improving the recommendation perfor-
mance for all users.

• DS gate significantly boosts the SIGMA by balancing the
information from two directions.

• FE-GRU is crucial for enhancing the experience of users
with few interactions with strong short sequence model-
ing ability. And it has a huge impact on the overall perfor-
mance, highlighting the importance of tackling the long-
tail user problem.

Hyperparameter Analysis
In this section, we conduct experiments on Beauty to ana-
lyze the influence of two significant hyperparameters: (i) r,
the remaining range in the partial flipping method; (ii) L,
the number of stacked SIGMA layers. The results are re-
spectively visualized in Figure 5 and Table 5.

From Figure 5, we can find that our proposed SIGMA
framework achieves the best results when r = 5, offering
two valuable insights as follows: (i) when r is relatively
large (r = N represents “w/o flipping” ), it is challenging
for SIGMA to leverage the limited bi-directional informa-
tion (N − r items are flipped); (ii) when r is relatively small
(r = 0 represents “whole flipping” ), users may lose the
short-term preference due to the exceeding flipping range,
which is reflected as a varied Hit@10 and NDCG@10 per-
formance in Figure 5. These phenomenons justify the sig-
nificance of partial flipping with a proper r, defending the
effectiveness of SIGMA.

From Table 5, we observe that increasing the number of
SIGMA layers does not guarantee the improvement of rec-
ommendation performance, but significantly impairs the in-
ference efficiency, which can be attributed to the overfitting
problem of multiple SIGMA layers. In addition, it is note-
worthy that the performance of a single SIGMA layer is very
close to the optimal one, indicating the strong modeling abil-
ity and superior efficiency of SIGMA.
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Figure 5: Parameter study for r on Beauty.

#layers HR@10 NDCG@10 Inf Time GPU Mem

1 0.0986 0.0604 66ms 3.03G
2 0.0994 0.0611 122ms 4.30G
4 0.0963 0.0589 227ms 6.83G

Table 5: Parameter study for L on Beauty.

Case Study
In this section, we leverage a specific example in ML-1M
to illustrate the effectiveness of partial flipping in SIGMA.
Specifically, we choose a user (ID: 5050) and present the
interaction sequence before and after the partial flipping in
the left part of Figure 6. With r = 1, only the last item
2762 remained at the original position, and other items are
flipped. From this example, we can find that this user prefers
comedy and romance movies (pink balls), as well as action
and thriller movies (blue balls). Without the flipping, base-
lines focus on the most recent interactions on action and
thriller movies and provide incorrect recommendations of
the same genres (movie 3753 and 2028). While our SIGMA,
with PF-Mamba, notices the previous preference for com-
edy and romance movies, makes the accurate recommenda-
tion of movie 539. Furthermore, we also present the overall
performance for user-5050 in Table 6, where SIGMA signif-
icantly defeats baselines.

Related Work
Sequential Recommendation
Advancements in deep learning have enhanced recom-
mendation systems, improving next-item prediction accu-
racy (Liu et al. 2023b; Wang et al. 2024; Liu et al.
2024c). Early frameworks using CNNs and RNNs strug-
gled with long-term dependencies due to catastrophic for-
getting (de Souza Pereira Moreira et al. 2021; Kim et al.
2019a). Transformer-based models, with their self-attention
mechanism, significantly improved performance by captur-
ing complex user-item interactions (Li et al. 2023a), but
they suffer from inefficiency due to quadratic computational
complexity (Keles, Wijewardena, and Hegde 2023). To ad-
dress this trade-off, we propose SIGMA, a novel framework
that combines effectiveness and efficiency.

Selective State Space Model
Currently, SSM-based models have been proven effective
in time-series prediction due to their ability to capture the

User
5050 539

3753

2028

SIGMA：0.818

ECHO：0.783

Mamba：0.685

Raw Sequence

7 597 932 1792 2762

Comedy | Romance
Action | Thiller

1792 7 2762

Partial Flipping (remaining = 1)

597932

Figure 6: Case study for User-5050 in ML-1M.

Methods HR@10 NDCG@10 MRR@10

Mamba 0.2998 0.1776 0.1391
ECHO 0.3041 0.1799 0.1403

SIGMA 0.3139 0.1825 0.1423
Improv. 3.22% 1.44% 1.42%

Table 6: Performance comparison on User-5050.

hidden dynamics (Smith, Warrington, and Linderman 2022;
Hamilton 1994). To further address the issues of catastrophic
forgetting and long-term dependency in sequential process-
ing, a special SSM called Mamba was introduced. Attribut-
ing to its unique selectivity (Gu and Dao 2023), Mamba
shows remarkable performance without leveraging any se-
quence denoising methods (Zhang et al. 2023, 2022; Lin
et al. 2023) or feature selecting methods (Lin et al. 2022),
even when addressing long sequences (Yang et al. 2024).
However, it still suffers from some challenges when apply-
ing to SRS i.e., context and short sequence modeling, which
are mainly caused by Mamba’s original structure and the in-
flexibility in hidden state transferring. Correspondingly, we
introduce a bi-directional module called Partially Flipped
Mamba and a Feature Extract GRU in our SIGMA frame-
work, which somewhat address these problems and explores
a novel way to leverage Mamba in SRS.

Conclusion
In this paper, we analyze the challenges of applying Mamba
to SRS and propose a novel framework, SIGMA, to address
these challenges. We introduce a bidirectional PF-Mamba,
featuring a well-designed DS gate, to allocate the weights of
each direction and address the context modeling challenge,
enabling our framework to leverage information from both
past and future user-item interactions. Furthermore, to ad-
dress the challenge of short sequence modeling, we propose
FE-GRU to enhance the hidden representations for interac-
tion sequences, mitigating the impact of long-tail users to
some extent. Finally, we conduct extensive experiments on
five real-world datasets, verifying SIGMA’s superiority and
validating the effectiveness of each module.
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