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Abstract

Chinese word attention (CWA) with word-level
information is very important for natural lan-
guage processing. The purpose is how to atten-
tion words in a sentence. We first explore the
valid divisions of a sentence by splitting word
tools. We use BERT for character and word
pre-training. Each character embedding with
its word in one division is encoded in block
local attention. We use attention with prior to
assign attention weights to each splitting result,
and finally combine the global attention mech-
anism to get the optimal recognition result in
Chinese NER.

1 Introduction

Language equals speech plus structure, and with-
out boundaries there is no structure. In contrast to
English, Chinese is a sequence of characters. There
is no separator between characters (Su et al., 2018;
Li et al., 2014), so word boundaries cannot be di-
rectly displayed. However, word-level information
is very important for natural language processing
(Mao et al., 2008; Peng and Dredze, 2016b; Zhang
and Yang, 2018). Different ways of defining words
can lead to different word separation results. There
are still some basic questions like "what is a word"
and "a word is what" that are not answered. Re-
search shows that even if one is a native Chinese
speaker, the rate of agreement on words appearing
in Chinese texts is only about 70%. Therefore, in a
strict sense, automatic word separation is a problem
that is not clearly defined.

Traditionally, for Chinese NER, Chinese Word
segmentation(CWS) system is first performed
(Yang et al., 2016; He and Sun, 2017b). How-
ever, the existing CWS output a large number of
incorrect word separation results, which leads to
unsatisfactory language processing. In contrast to
word-based partitioning methods, character-based
partitioning methods (He and Wang, 2008; Liu
et al., 2010; Li et al., 2014; Liu et al., 2019; Sui

et al., 2019; Gui et al., 2019; Ding et al., 2019) have
been empirically proven to be effective. A draw-
back of the purely character-based NER method
is that the word information is not fully exploited.
With this consideration, word lexicons are incorpo-
rated into the character-based NER model (Zhang
and Yang, 2018; Peng et al., 2019; Li et al., 2020).
However, they incorporate many wrong word lexi-
cons without considering the whole sentences for
splitting.

To address the issue, we performer Chinese word
Attention(CWA) to comparing with CWS system.
We explore how the splitting information can be
effectively used and propose an attention mecha-
nism with uncertain splitting boundaries. In this
work we present an alternative approach, including
valid division of words and computing attention
weights. By the splitting tool, we search all the pos-
sibilities of splitting words to form valid division,
excluding non-word divisions of sentence. We use
BERT for character and word pre-training. Each
character embedding with its word in one division
is encoded in block local attention. We assign at-
tention weights to each splitting result by attention
with prior, and finally combine the global attention
mechanism to get the optimal recognition result.

2 Background

2.1 Transformer Attention Modules

Transformer adopts attention mechanism with
Query-Key-Value (QKV) model. The scaled dot-
product attention used by Transformer is given in
Equation (1).

Attention(Q,K,V ) =softmax

(
QK⊤
√
Dk

)
V (1)

where Q ∈ RN×Dk ,K ∈ RM×Dk ,V ∈ RN×Dk ;
N and M denote the lengths of queries and keys
(or values); Dk and Dv denote the dimensions of
keys (or queries) and values; softmax is applied in
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a row-wise manner. The dot-products of queries
and keys are divided by

√
Dk to alleviate gradient

vanishing problem of the softmax function.

2.2 Block Sparse Transformer

Self-attention plays an important role in Trans-
former. In the standard self-attention mechanism,
every token needs to attend to all other tokens.
However, it is observed that for the trained Trans-
formers the learned attention matrix is often very
sparse across most data points. Therefore, it is
possible to reduce computation complexity by in-
corporating structural bias to limit the number of
query-key pairs that each query attends to. Under
this limitation, we just compute the similarity score
of the query-key pairs according to pre-defined pat-
terns.

Sparse attention (Parmar et al., 2018; Tay et al.,
2020) inputs attention segments into several query
blocks, each of which is associated with a local
memory block. All the queries in a query block at-
tend to only the keys in the corresponding memory
block. To compute self-attention on the resulting
sentences, we then partition the length into query
blocks Q of length lq, padding with zeroes if neces-
sary. We partition the input tensor with positional
encoding into rectangular query blocks contiguous
in the original sentence. We generate one query
block after another, ordering the blocks in order.
Within each block, we generate individual posi-
tions.

2.3 Transformer with Prior

Attention mechanism generally outputs an expected
attended value as a weighted sum of vectors, where
the weights are an attention distribution over the
values. Traditionally, the distribution is generated
from inputs, as depicted in Equation (2). As a gen-
eralized case, attention distribution can also come
from other sources. Prior attention distribution can
be a supplement or substitute for distribution gen-
erated from inputs. In most cases, the fusion of
two attention distribution can be done by comput-
ing a weighted sum of the scores corresponding to
the prior and generated attention before applying

softmax.

Attention(Qf ,Kf , Vf ) = softmax

(
QpK

⊤
p√

Dkp

)
Vp

⊕ softmax

(
QgK

⊤
g√

Dkg

)
Vg

(2)
Where Qg,Kg, Vg is calculated by the vector query
value, key value, extraction value for global atten-
tion; Qp,Kp, Vp is calculated by the vector query
value, key value, extraction value for prior atten-
tion; Qf ,Kf , Vf is calculated by the vector query
value, key value, extraction value for final attention;
Dkg is the dimension of Kg; Dkp is the dimension
of Kp.

3 Method

3.1 Valid Division of Sentence
We input Chinese text x and use the word splitting
tool to search for all possibilities of word splitting.
In the sentence separation, some single characters
and multi-character combinations are not words.
If our model encounters the case of not words, it
adds one score to the result of that separation. We
select the lowest scores as the final results. If we
get l divisions of the sentence, each division has kl

words. Each word in each division of is wl
k.

wl
k={[w1

1;w
1
2;...;w

1
K1

][w2
1;w

2
2;...;w

2
K2

]...[wl
1;w

l
2;...;w

l
Kl
]}

(3)
Figure 1 shows three valid divisions of an exam-

ple sentence.

Figure 1: Word block attention.

In Figure 1, the Chinese text "南京市长
江 大 桥(Nanjing Yangtze River Bridge)" is
divided by the jieba and other word breaker
to search for the possibility of all parti-
cours: [‘南 京(Nanjing)’，‘南 京 市(Nanjing
City)’，‘京市(Jing City)’，‘市长(Major)’，‘长
江(Yangtze River)’，‘长江大桥(Yangtze River
Bridge)’，‘江(River)’，‘大桥(Big Bridge)’], and
then count each parting result, choosing the lowest
score of the parting results: [南京(Nanjing)|市
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长(Major)|江(River)|大 桥(Big Bridge)， 南
京 市(Nanjing City)|长 江(Yangtze River)|大
桥(Big Bridge)，南京市(Nanjing City)|长江大
桥(Yangtze River Bridge)].

3.2 Attention of Block
A sentence can be viewed as a sequence of
words，so each character embedding with its word
in one division can be encoded in block local at-
tention. Each character assigns to self-attention by
characters in its local block instead of characters in
the whole sentence, as shown in Figure 1.

Block embedding. We use BERT for character
and word vector training. In each block, the char-
acter vector (xi)lk is stitched together with its word
vector xlk respectively. Then we get new character
vector (x̂i)lk with word-lever information.

(x̂i)
l
k = (xi)

l
k ⊕ xlk (4)

Attention compute. A multi-divide word block
self-attention calculation results in attention matrix
(Ai,j)

l
k.

(Ai,j)
l
k =

(Qi)
l
k((Kj)

l
k)⊤√

D(Kj)lk

 (5)

Where (Qi)
l
k, (Ki)

l
k is calculated by query value,

key value of the vector (x̂i)lk for block attention;
D(Kj)lk

is the dimension of (Kj)
l
k.

The attention of each character in each block is
(bi)

l
k.

(bi)
l
k = softmax((Ai,j)

l
k)(Vi)

l
k (6)

Where (Vi)
l
k is calculated by extraction value of

the vector (x̂i)lk for block attention.
We use BERT for character training to get vec-

tor xi for global attention. The attention of each
character in global is gi.

gi = softmax(Ai,j)Vi (7)

Where Ai,j is calculated by attention matrix of the
vector xi for global attention; Vi is calculated by
extraction value of the vector xi for global atten-
tion.

We compute attention with prior in Y . The
words in each partition are individually calculated
to form a blocked local attention mechanism in
conjunction with the global attention mechanism
by Equation (8).

Y = g ⊕ b1 ⊕ b2 ⊕ ...bL (8)

Where bi
l = (bi)

l
1 ∪ (bi)

l
2 ∪ ...(bi)

l
Kl

, for attention
of each block in each division of sentence; bl =
b1

l ∪ b2
l ∪ ...blKl

, for attention of each division;
g = (g1, g2, ..., gn), for global attention.

In the model, we compute attention with prior in
Ŷ . The incorporation ⊕ in Equation (8) is shown
in details in Equation (9).

Ŷ =

L∑
l=0

pl ∗ bl (9)

Where pl ∈ [0, 1] is a calculated probability , which
balances the probability of global attention and
each local attention;

∑L
i=0 p

l = 1; b0 = g.

3.3 Design the CWA Model
We design the attention mechanism model to deter-
mine the extent of each block of attention. Multiple
sequences of characters containing tokens are pre-
trained to obtain separate sets of character vectors.
The global attention calculation is performed on the
character vector to obtain the global weights and
the word block attention calculation to obtain the
local weights. The attention weights are computed
separately for each character in each word to form
a block local attention mechanism and combined
with the global attention mechanism to input the
model to obtain the results. Figure 2 is an example
for details.

Figure 2: Chinese word attention model.

In Figure 2, the character sequences of
[‘南(South)’, ‘京(Capital)’, ‘市(City)’, ‘长(Long)’,
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‘江(River)’ , ‘大(Big)’, ‘桥(Bridge)’], [‘南(South)’,
‘京(Capital)’, ‘[s]’, ‘市(City)’, ‘长(Long)’,
‘[s]’, ‘江(River)’, ‘[s]’, ‘大(Big)’, ‘桥(Bridge)’],
[‘南(South)’, ‘京(Capital)’, ‘市(City)’, ‘[s]’,
‘长(Long)’, ‘江(River)’, ‘[s]’, ‘大(Big)’,
‘桥(Bridge)’], [‘南(South)’, ‘京(Capital)’,
‘市(City)’, ‘[s]’, ‘长(Long)’, ‘江(River)’,
‘大(Big)’, ‘桥(Bridge)’], using BERT for pre-
training, result in character vector groups
(x1, x2, x3, x4, x5, x6, x7) respectively.

Boundary markers [s] are embedded between
the words and input to the attention mecha-
nism model to determine the range of attention
for each block. We get {南京(Nanjing)[s]市
长(Major)[s]江(River)[s]大桥(Big Bridge)，南
京市(Nanjing City)[s]长江(Yangtze River)[s]大
桥(Big Bridge)，南京市(Nanjing City)[s]长江
大桥(Yangtze River Bridge)}. We input it as the
multi-divide sequence of words [’南京(Nanjing)’,
’[s]’, ’市长(Major)’, ’[s]’, ’江(River)’, ’[s]’,
’大桥(Big Bridge)’]， [’南京市(Nanjing City)’,
’[s]’, ’长江(Yangtze River)’, ’[s]’, ’大桥(Big
Bridge)’]， [’南京市(Nanjing City)’, ’[s]’, ’长
江大桥(Yangtze River Bridge)’], using BERT
for pre-training, result in word vector groups
(c1, c2, c3, c4), (f1, f2, f3), (e1, e2).

Each character vector is stitched to-
gether with its word vector by Equation
(4), resulting in the incorporating vector
(x1c1, x2c1, x3c2, x4c2, x5c3, x6c4, x7c4),
(x1f1, x2f1, x3f1, x4f2, x5f2, x6f3, x7f3),
(x1e1, x2e1, x3e1, x4e2, x5e2, x6e2, x7e2).

Global attention calculation of charac-
ter vector groups results in a weight of
(g1, g2, g3, g4, g5, g6, g7), and a multi-divide
word block attention calculation results in a weight
of (b11, b

1
2, b

1
3, b

1
4, b

1
5, b

1
6b

1
7), (b21, b

2
2, b

2
3, b

2
4, b

2
5, b

2
6, b

2
7),

(b31, b
3
2, b

3
3, b

3
4, b

3
5, b

3
6, b

3
7).

The results are obtained by entering the Trans-
form/LSTM/CNN model with labels.

4 Experiment

4.1 Setup

Datasets. The CWA is evaluated on four Chi-
nese NER datasets, including MSRA (Levow,
2006), OntoNotes (Weischedel et al., 2011), Re-
sume NER (Zhang and Yang, 2018) and Weibo
NER (Peng and Dredze, 2015; He and Sun, 2017a).
Weibo NER is a social media domain dataset,
which is drawn from Sina Weibo, while OntoNotes
and MSRA datasets are in the news domain. Re-

Tag PBRET PCWA RBRET RCWA F1BRET F1CWA Support
LOC 95.65 95.19 94.30 94.19 94.97 94.68 2752
ORG 86.57 87.98 91.81 92.04 89.11 89.97 1257
PER 93.93 95.54 96.29 95.26 95.10 95.40 1349
avg / total 93.09 93.59 94.21 93.95 93.59 93.76 5358

Table 1: Our performance on MSRA comparing with
BERT-based.

sume NER dataset consists of resumes of senior
executives, which is annotated by (Zhang and Yang,
2018).

Evaluation. We use P, R and F1 to evaluate our
performance on MSRA, OntoNotes and Resume
datasets comparing with BERT-base and other
methods. We used F1 to evaluate our performance
on the NE, NM and Overall of Weibo dataset com-
paring with BERT-base and other methods.

Model settings. For CWA model, we adopted
similar settings as BERT-NER (Devlin et al., 2019).
We download the specified pretrained BERT model
provided by huggingface. We use Chinese-BERT-
Base for Chinese task.

4.2 Compatibility with BERT

We compare CWA with BERT on MSRA datasets.
Results are shown in Table 1.

Table 1 indicates that the MSRA data suppport
5358 tags incluing 2752 LOC, 1257 ORG and 1349
PER. We find that, for tags like ORG and PER,
CWA+BERT can have a improvement over BERT
on F1. But for LOC, it is opposite. Above all, the
avg/total of CWA+BERT can have a improvement
over BERT on F1 and P. But for R, it is opposite.

We also conducted experiments on the four
datasets to further verify the effectiveness of CWA
in combination with pre-trained model. The results
are shown in Tables 2−5. In these experiments, we
first use BERT encoders to obtain the word repre-
sentations of each sequence, and then concatenate
them into the character representations.

4.3 Effectiveness Study

Tables 2−51 show results on the MSRA,
OntoNotes, Resume and Weibo datasets respec-
tively against the compared baselines.

In Tables 2−5, compared methods include the
best statistical models on these data set, which
leveraged rich handcrafted features (Chen et al.,

1In Table 2−5, ∗ indicates that the model uses external
labeled data for semi-supervised learning. † means that the
model also uses discrete features.
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Models P R F1
Chen et al., 2006 91.22 81.71 86.20
Zhang et al. 2006∗ 92.20 90.18 91.18
Zhou et al. 2013 91.86 88.75 90.28
Lu et al. 2016 - - 87.94
Dong et al. 2016 91.28 90.62 90.95
Ma et al. (2020)* † 94.63 92.70 93.66
Li et al. (2020)* † 92.46 93.77 93.11
BERT-base 93.09 94.21 93.59
CWA+BERT 93.59 93.95 93.76

Table 2: Performance on MSRA.

Models P R F1
Yang et al., 2016 65.59 71.84 68.57
Yang et al., 2016∗† 72.98 80.15 76.40
Che et al., 2013∗ 77.71 72.51 75.02
Wang et al., 2013∗ 76.43 72.32 74.32
Ma et al. (2020)* † 77.13 75.22 76.16
Li et al. (2020)* † 74.73 76.70 75.70
BERT-base 76.01 79.96 77.93
CWA+BERT 76.50 79.95 78.19

Table 3: Performance on OntoNotes.

2006; Zhang et al., 2006; Zhou et al., 2013), char-
acter embedding features (Lu et al., 2016; Peng
and Dredze, 2016a), radical features (Dong et al.,
2016), cross-domain data, semi-supervised data
(He and Sun, 2017b) and incorporating word lexi-
cons methods (Zhang and Yang, 2018; Peng et al.,
2019; Li et al., 2020). From the tables, we can
see that the performance of the CWA method is
significant better than other baseline methods on
all four datasets. Compring with BERT, we find
that, for MSRA, OntoNotes and Resume datasets,
CWA+BERT can have a improvement over BERT
on F1 and P. But for R, it is opposite. For Weibo

Models P R F1
Zhang and Yang (2018)* 93.72 93.44 93.58
Zhu and Wang (2019) 94.07 94.42 94.24
Liu et al. (2019)* 93.66 93.31 93.48
Ding et al. (2019) 94.53 94.29 94.41
Ma et al. (2020)* † 96.14 94.72 95.43
Li et al. (2020)* † 95.71 95.77 95.74
BERT-base 94.87 96.50 95.68
CWA+BERT 96.50 95.33 95.91

Table 4: Performance on Resume.

Models NE NM Overall
Peng and Dredze, 2015 51.96 61.05 56.05
Peng and Dredze, 2016a∗ 55.28 62.97 58.99
He and Sun, 2017a 50.60 59.32 54.82
He and Sun, 2017b∗ 54.50 62.17 58.23
Ma et al. (2020)* † 58.12 64.20 59.81
Li et al. (2020)* † 61.67 65.27 63.42
BERT-base 57.58 65.97 62.07
CWA+ BERT 65.77 62.05 63.80

Table 5: Performance on Weibo. NE, NM and Overall
denote F1 scores for named entities, nominal entities
(excluding named entities) and both, respectively.

Models MSRA OntoNotes Resume Weibo
CWA 93.76 78.19 95.91 63.80
- Valid Division 93.69 78.06 95.75 63.44
- Word Attention 93.61 77.95 95.72 62.17

Table 6: An ablation study of the proposed model.

dateset, CWA+BERT can have a improvement over
BERT on NE and Overall. But for NM, it is oppo-
site.

4.4 Ablation Study
To investigate the contribution of each component
of our method, we conduct ablation experiments
on all four datasets, as shown in table 6.

In the "- Valid Division" experiment, we remove
the "Valid Division" group in CWA, as in word
lexicons methods which incorporate many invalid
words. The degradation in performance on all four
datasets indicates the importance of the valid divi-
sion of sentence, and confirms the advantage of our
method.

In the "- Word Attention" experiment, we re-
move the "Word Attention" group in CWA, as in
BERT without block local attention. The degrada-
tion in performance on all four datasets indicates
the importance of the word attention, and confirms
the advantage of our method.

5 Conclusion

In this work, we address the block attention of uti-
lizing word lexicons in Chinese NER. We propose
a novel method to split sentence in valid with con-
sidering the sequence of words in whole sentence,
which reduces many wrong words incorporated
into the character representations. We use word at-
tention with prior instead of CWS system to embed
the word-lever information. Experimental studies
show that our performances have a improvement
of existing methods.
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