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Abstract

We analyze task orderings in continual learning for linear regression, assuming
joint realizability of training data. We focus on orderings that greedily maximize
dissimilarity between consecutive tasks, a concept briefly explored in prior work
but still surrounded by open questions. Using tools from the Kaczmarz method liter-
ature, we formalize such orderings and develop geometric and algebraic intuitions
around them. Empirically, we demonstrate that greedy orderings converge faster
than random ones in terms of the average loss across tasks, both for linear regres-
sion with random data and for linear probing on CIFAR-100 classification tasks.
Analytically, in a high-rank regression setting, we prove a loss bound for greedy
orderings analogous to that of random ones. However, under general rank, we
establish a repetition-dependent separation. Specifically, while prior work showed
that for random orderings, with or without replacement, the average loss after k it-
erations is bounded byO(1/

√
k)—we prove that single-pass greedy orderings may

fail catastrophically, whereas those allowing repetition converge at rate O(1/ 3
√
k).

Overall, we reveal nuances within and between greedy and random orderings.

1 Introduction

Continual learning is a subfield of machine learning in which a learner is exposed to tasks or datasets
sequentially. In such setups, only a single task is fully accessible at any given time, due to, for
instance, computational limitations, data retention or privacy constraints, or the temporal nature of
the environment. While much of the continual learning research focuses on mitigating forgetting or
improving transfer, the role of task ordering is not yet fully understood.

Understanding how task order affects learning and what characterizes optimal orderings is important
for both theoretical and practical reasons. Such understanding can illuminate failure modes, clarify
the interplay between forgetting and transfer, and guide the design of continual environments and
algorithms. Furthermore, it can inform active control over task sequences in settings that permit it
(e.g., robotic environments), situating the problem at the intersection of continual learning, multitask
learning, curriculum learning, and active learning. This line of inquiry raises impactful computational
and financial questions in the era of large language models and foundation models:
• Can task ordering by itself mitigate forgetting, even under vanilla continual training?
• What constitutes an “optimal” task ordering?
• Is it better to learn when adjacent tasks are similar or dissimilar?
• Can greedy strategies systematically outperform random task orderings?
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One compelling direction in the continual learning literature is the design of task orderings informed
by task similarity. This idea appears in several earlier works, with varying degrees of emphasis and
differing motivations [e.g., 56, 79, 90, 89, 71, 44, 63, 72]. Most closely related to our work is Bell
and Lawrence [14], who were among the first to explicitly and systematically examine such orderings
in continual learning. They hypothesized that optimal performance would arise when adjacent tasks
are similar. Surprisingly, they empirically found the opposite—orderings with dissimilar adjacent
tasks led to better performance. More recently, Li and Hiratani [62] reached a similar conclusion and
further proposed arranging tasks from the least to the most “typical”. While these studies are thought-
provoking, they are either empirical [71, 14, 72], based on restrictive data assumptions [63, 62], or
focused solely on task-incremental settings [79], with some of their findings appearing inconclusive
or contradictory. This underscores the need for a more rigorous theoretical understanding.

To this end, we formalize “similarity-guided” orderings through greedy task selection, leveraging
tools from related fields. Building on a projection-based perspective of continual learning [33, 34], we
introduce two greedy orderings—Maximum Distance and Maximum Residual—commonly studied
in the Kaczmarz [75, 73] and projection methods literatures [2, 41]. Using these orderings, we build
a geometric intuition for greediness, as illustrated in Figure 1. We then develop both analytical and
empirical insights—e.g., by experimenting on random and CIFAR-100 tasks and proving optimality
results for high-rank tasks.

Surprisingly, under general tasks, although without-replacement random orderings are known to
converge [35, 10], we show that single-pass greedy orderings may fail catastrophically. We further
prove that this drawback is resolved under greedy orderings with repetition, for which we establish a
dimensionality-independent convergence bound. Finally, we propose a hybrid scheme combining
greedy and random orderings, highlighting its empirical and analytical benefits.

We hope that the theoretical foundations—perspectives, tools, and findings—laid out in this paper
will inspire future work on task orderings and their potential to mitigate catastrophic forgetting.

Summary of our contributions.
1. We formalize similarity-guided orderings in continual linear regression via greedy strategies,

drawing on tools and intuitions from the Kaczmarz and projection literature (Section 3).

2. We empirically demonstrate that greedy orderings converge faster than random orderings, both
on synthetic regression tasks and on CIFAR-100-based classification tasks (Section 4.1).

3. We prove optimality and convergence guarantees for high-rank tasks (Section 4.2).

4. For general-rank data, we design adversarial task collections in which single-pass greedy orderings
provably induce catastrophic forgetting, i.e., yield an Ω(1) loss even as T →∞ (Section 5.1).

5. In contrast, we prove anO(1/ 3
√
k) upper bound for greedy orderings with repetition (Section 5.2).

6. We combine greedy and random orderings into a hybrid strategy that performs well empirically
and inherits the bounds of random orderings, avoiding greedy failure modes (Section 5.3).

𝐰⋆

𝐰2

Task A
solutions

Task B
solutions

Task C
solutions

Task D
solutions

(a) A greedy ordering with dissimilar adjacent tasks.
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(b) A greedy ordering with similar adjacent tasks.

Figure 1: Intuition. Consider a collection of jointly-realizable linear regression tasks (e.g., A,B,C,D).
Each task has an affine solution space (e.g., where XAw = yA), and w⋆ is an “offline” joint solution
at the intersection of all tasks. Employing a projection perspective on learning in continual models
[33, 34], we see that transitions between dissimilar tasks (A→D→B→C) intuitively lead to faster
convergence toward the intersection compared to transitions between similar tasks (A→B→C→D).
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2 Setting and Background: Continual linear regression

We focus on continual linear regression, common in theoretical continual learning [e.g., 29, 7, 33, 35,
63, 78, 38, 46]. This setting, though simple, already gives rise to key continual learning phenomena,
such as complex interactions between forgetting, task similarity, and overparameterization [see 39].

Notation. We reserve bold symbols for matrices and vectors, e.g., X,w. We use ∥·∥ to denote the
Euclidean norm of vectors and the spectral (L2) norm of matrices. X+ denotes the Moore–Penrose
pseudoinverse of a matrix. Finally, we denote [n] = 1, . . . , n.

Formally, the learner is given access to a task collection of T linear regression tasks, i.e.,
(X1,y1), . . . , (XT ,yT ) where Xm ∈ Rnm×d, ym ∈ Rnm . We denote the data “radius” by
R ≜ maxm∈[T ] ∥Xm∥. For k iterations, the learner sequentially learns the tasks according to
a task ordering τ : [k]→ [T ], which—as this paper shows—can be crucial in continual learning.

Scheme 1 Continual linear regression (to convergence)

Initialize w0 = 0d

For each iteration t = 1, . . . , k:
wt← Start from wt−1 and minimize the current task’s loss Lτ(t)(w) ≜

∥∥Xτ(t)w − yτ(t)

∥∥2
with (S)GD to convergence

Output wk

We assume throughout the paper that there exist offline joint solutions that perfectly solve all T tasks
jointly. This assumption is common4 in many theoretical continual learning papers and facilitates
the analysis [e.g., 33, 34, 35, 54, 39, 51]. Moreover, it naturally holds in highly overparameterized
models and is thus linked to the linear dynamics of deep networks in the neural tangent kernel (NTK)
regime [see 49, 23].
Assumption 2.1 (Joint Linear Realizability of Training Data). Assume the intersection of all task
solution subspaces is non-empty, i.e.,W⋆ ≜

⋂T
m=1Wm ≜

⋂T
m=1

{
w ∈ Rd

∣∣∣Xmw = ym

}
̸= ∅.

We focus on the joint solution with the minimum norm, often linked to improved generalization.

Definition 2.2 (Minimum-norm joint solution). Denote specifically w⋆ ≜ argmin
w∈W⋆

∥w∥.

We follow prominent theoretical work [e.g., 29, 33, 34, 39, 35] and study the model’s ability to not
“forget” previously seen data, and accumulate expertise on the training data (of all tasks). This focus
isolates continual dynamics from statistical generalization effects that also arise in non-continual,
stationary settings.
Definition 2.3 (Average loss). The (training) loss of an individual task m ∈ [T ] is defined as
Lm(w) ≜ ∥Xmw − ym∥2. The loss we analyze is the average across all T tasks, which in our
realizable setting takes the following form:

L(wk) ≜ 1
∥w⋆∥2R2 ·

1

T

T∑
m=1

Lm(wk) =
1

∥w⋆∥2R2 ·
1

T

T∑
m=1

∥Xm (wk −w⋆)∥2 ,

where we also normalize by the generally unavoidable scaling factors ∥w⋆∥ and R ≜ max
m∈[T ]

∥Xm∥.

Remark 2.4 (Forgetting vs. loss). An alternative quantity considered in continual learning [20, 33]
is the forgetting, defined as the loss degradation at iteration k across previously seen tasks only,
i.e., 1

k

∑k
t=1

(
Lτ(t)(wk)− Lτ(t)(wt)

)
, or simply as 1

k

∑k
t=1

∥∥Xτ(t)wk − yτ(t)

∥∥2 in our realizable
setting. Since we mostly focus on single-pass orderings where each task is seen once, the forgetting
ultimately coincides with the average loss. Thus, we ease presentation and study the average loss.

4A different trend in continual learning theory is to assume an underlying linear model, like we do, but allow
additive label noise [e.g., 38, 63, 109, 28, 60, 61]. However, this comes at the cost of strong assumptions on the
features—e.g., commutable covariance matrices or i.i.d. features across tasks. To some extent, the analysis in
Section 5.1 of Evron et al. [33] suggests that, under such assumptions, task ordering has limited impact. Thus, it
may not be a suitable starting point for studying similarity-guided orderings, in contrast to our assumption.
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Another insightful quantity is the distance to w⋆.
Definition 2.5 (Distance to the joint solution). After k iterations, the (squared) distance is,

D2(wk) =
1

∥w⋆∥2 · ∥wk −w⋆∥2 .

This distance upper bounds the loss, as can be shown using simple norm inequalities.
Proposition 2.6 (Linking the quantities). After k iterations of Scheme 1 on jointly realizable tasks,
the loss is upper bounded by the distance to the joint solution.

L(wk) =
1

∥w⋆∥2R2 ·
1

T

T∑
m=1

∥Xm (wk −w⋆)∥2 ≤ 1
∥w⋆∥2 · ∥wk −w⋆∥2 = D2(wk) .

In some cases, the distance remains large while the loss vanishes, showing that converging to w⋆ is not
mandatory for continual learning [33]. Focusing on the loss paves the way to universal convergence,
independent of the problem’s complexity, e.g., its condition number [85].

Geometric interpretation to learning. In each iteration of Scheme 1, the learner minimizes the
squared loss of the current task to convergence.5 Each iterate wt of this scheme above is known [33]
to implicitly follow the following closed-form update rule,

wt = X+
τ(t)yτ(t) +

(
I−X+

τ(t)Xτ(t)

)
wt−1 . (1)

Conveniently, in our realizable setting, this update rule admits an intuitive geometric interpretation.

Evron et al. [33] identified an orthogonal projection operator,

Pm ≜ I−X+
mXm ∈ Rd×d ,

which we use for analysis only (Scheme 1 never explicitly
computes pseudoinverses or SVDs).
Under the realizability assumption, yτ(t) = Xτ(t)w⋆.
We plug it into Eq. (1) and obtain:

wt = X+
τ(t)Xτ(t)w⋆ +

(
I−X+

τ(t)Xτ(t)

)
wt−1

wt−w⋆ = Pτ(t) (wt−1−w⋆) . (2)
𝐰⋆

𝐰𝑡

𝐏𝜏 𝑡

𝒲𝜏 𝑡−1

𝒲𝜏 𝑡

Figure 2: Projection dynamics.

Geometrically, wt−1 is projected by an affine projection onto the solution space of task τ(t).
In our paper, we adopt this projection-based perspective—proven useful in theoretical work on
continual learning [33, 34]—to build intuition about greedy orderings.

3 Greedy task orderings: A formal approach and intuition

As discussed in Section 1, the learning order plays a crucial role in the dynamics of many machine
learning settings. This phenomenon has also been observed in continual learning, both analytically
and empirically. Several works have proposed leveraging “similarity-guided” task orderings—placing
dissimilar tasks consecutively. However, the existing literature still lacks the rigor and analytical tools
needed to fully understand such orderings. To address this gap, this section draws on connections
between continual linear regression and other research areas to formalize greedy task orderings and
develop the mathematical tools necessary to study them.

Geometric intuition. As illustrated in Figure 2, the projection perspective allows us to decompose
∥wt −w⋆∥2 using projection properties and the Pythagorean theorem as:

∥wt −w⋆∥2 = ∥wt−1 −w⋆∥2 − ∥wt−1 −wt∥2

= ∥wt−1 −w⋆∥2 − ∥(I−Pτ(t))(wt−1 −w⋆)∥2.
(3)

Thus, to try and minimize ∥wt −w⋆∥2, one could greedily maximize
∥∥(I−Pτ(t))(wt−1 −w⋆)

∥∥2.

5This simplifies the analysis; other choices exist as well, e.g., a fixed number of steps per task [51, 59].
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This has inspired a myriad of studies on Kaczmarz6 and projection methods [e.g., 2, 75, 16] which
employed ordering schemes that greedily maximize ∥wt−1 −wt∥2, in the following spirit.

Definition 3.1 (Maximum Distance Ordering). Greedily maximize the distance between iterates, i.e.,

τMD(t) = argmax
m∈[T ]\τMD(1:t−1)

∥X+
m (Xmwt−1 − ym)∥2 = argmax

m∈[T ]\τMD(1:t−1)

∥(I−Pm) (wt−1 −w⋆)∥2

at each iteration t ∈ [T ], where τMD (1 : t− 1) ≜ {τMD (1) , . . . , τMD (t− 1)}.7

Our earlier Figure 1a illustrates the MD ordering and how it leads to faster convergence to w⋆.

Distance and task similarity. The distance between iterates wτ(t−1) and wτ(t) reflects some angle
between the affine solution subspaces of their corresponding tasks, and more generally, relates to the
principal angles between these subspaces [33]. These angles can be used to quantify task similarity,
as illustrated in the setting of Section 4.2 and Figure 1.

An alternative greedy ordering found in the literature is the Maximum Residual ordering [e.g.,
2, 40, 75, 106]. This rule is easier to compute in full, or to estimate using a small validation set.

Definition 3.2 (Maximum Residual Ordering). Greedily select the task exhibiting the greatest error:

τMR(t) = argmaxm∈[T ]\τMR(1:t−1) ∥Xmwt−1 − ym∥2 , ∀t ∈ [T ] .

Notice that the MD and MR orderings are related since Xm = XmX+
mXm = Xm (I−Pm), and,

∥Xmwt−1 − ym∥2 = ∥Xm (wt−1 −w⋆)∥2 ≤ ∥Xm∥2 ∥(I−Pm) (wt−1 −w⋆)∥2 .

Single-pass orderings. Our paper mostly focuses on “single-pass” greedy orderings, where each
task is encountered exactly once. Although disallowing repetitions departs slightly from the motivat-
ing literature on projection methods, it is the more common—and arguably more natural—setup in
continual learning [see 14, 62]. Even in curriculum or multitask learning, limiting tasks to a single
pass can reduce training costs. Nonetheless, in Section 5.2, we examine the effect of repetitions.

Computational tractability of greedy policies. As explained above, the benefits of greedy order-
ings are intuitive. The cost of computing the greedy rules in Definition 3.1 and Eq. (4), of course,
introduces a tradeoff between convergence rate and overall computational cost. Before continuing
our investigation of these orderings, we briefly address their computational feasibility.

(i) Estimation: Greedy rules can often be estimated efficiently in practical scenarios. For example,
the maximum residual rule (Definition 3.2) requires the current loss of each available task.
This quantity can be approximated using a small subset of samples or via dimensionality
reduction techniques [e.g., see 31]. In App. C, we show empirically that the maximum residual
rule performs comparably to the maximum distance rule, and that its performance remains
unharmed even when approximated using only 1% of the data. In deep networks, computing
that rule requires only forward passes and may reduce the number of gradient steps—thereby
lowering overall time and memory costs by limiting costly backward passes [47].

(ii) Heuristics: Our greedy rules rely on residuals to quantify the similarity between the current
task and the remaining ones. This approach is exemplified in Figure 1 and Eq. (5) of Section 4.2,
and is related to principal angles between subspaces [see 33]. Alternatively, one could utilize
heuristic notions of task similarity—e.g., predefined [56] or computed metrics that use Hessians
[14], zero-shot performance [62], or task embeddings [1, 71].

(iii) Structured tasks: If each step updates relatively few residuals (e.g., in a Kaczmarz setting
with sparse columns and rows), only few residuals must be recomputed [75].

6The Kaczmarz method [52, 32], further explained in App. A, iteratively solves a linear system of equations.
7In practice, the MD rule is easy to compute for rank-1 tasks, since it reduces to 1

∥xm∥2
∥∥x⊤

mwt−1 − ym
∥∥2

.
In higher ranks, this rule is harder to compute exactly—but can be estimated, e.g., with a subsample of the task.
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4 Benefits of greedy orderings

A natural competitor to greedy strategies is the random strategy, uniformly sampling tasks (rows or
blocks in the Kaczmarz context) from the task collection [T ]. That is,

τUnif(1), . . . , τUnif(k) ∼ Uniform ([T ]) . (4)
As mentioned earlier, greedy strategies have a long-standing history in the Kaczmarz method [75, 76]
and its block variants [73, 68, 108, 106, 102] employing either deterministic [75] or probabilistic
[11, 12, 107, 95] selection rules. In this context, greedy orderings often achieve better provable
bounds on the distance to w⋆ (Definition 2.5), compared to random orderings. In contrast, our
focus—and that of related continual learning literature [e.g., 33, 34, 54, 51]—centers on convergence
of the loss (Definition 2.3). While the loss is upper bounded by the distance to w⋆ (Proposition 2.6),
the existing Kaczmarz rates fall short in two ways: (i) they rely on repeating rows/blocks and do
not apply in the single-pass regime central to continual learning; and (ii) even when repetition is
allowed, their rates depend on data eigenvalues, potentially making them much slower than our
data-independent O(1/ 3

√
k) guarantee of Theorem 5.3.

In this section, we examine how well the advantages of greedy over random orderings carry over to
the loss in continual settings—first empirically, then analytically.

4.1 Motivating experiments: Greedy outperforms random ordering

Here, we test different task ordering strategies on synthetic regression tasks and a more complex
classification setup—using linear probing in a domain-incremental CIFAR-100 setting.8

Regression tasks: Random data. The feature matrices X1, . . . ,XT are drawn from a Gaussian
distribution. We compare the two “dissimilarity-maximizing” greedy strategies (MD, MR) to the
random ordering (Eq. (4)) and a complementary minimum distance strategy (defined as in Defini-
tion 3.1, replacing argmax with argmin). Full details, including more combinations of task count T ,
dimension d, and rank r, as well as experiments on anisotropic data, are provided in App. B.

Classification tasks: CIFAR-100. We randomly partition classes into continual binary classification
tasks, similarly to Li and Hiratani [62]. We train a linear probe on top of a ResNet-20 embedder,
pretrained on the original CIFAR-100 multiclass task [45, 55]. We optimize the cross-entropy loss of
each task while employing L2 regularization towards the previous parameters [65]. We compare the
performance to a ‘joint’ baseline, trained on all tasks together (not continually). See App. C for full
details. There, we conduct further experiments on continual CIFAR-100 tasks as before, but using
embeddings pretrained on (i) CIFAR-10 and (ii) CIFAR-100 with only half of the samples from each
class (in this case, continual learning is performed on tasks formed from the other half). We also
examine more computationally efficient greedy orderings, determined from only a fraction of the
data—down to 1% (5 samples per class in CIFAR-100).

0 10 20 30 40 50
Seen tasks

10 4

10 3

10 2

Lo
ss

Greedy Min. Dist.
Random
Greedy MR
Greedy MD

(a) Regression (random data): Average loss over
T = 50 regression tasks of rank r = 10 in d =
100 dimensions, sampled from an isotropic Gaussian
distribution. Details in App. B.
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Joint
Greedy MD
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(b) Classification (CIFAR-100): Average test accu-
racy over T = 50 binary classification tasks, gener-
ated by randomly partitioning CIFAR-100 classes (a
domain-incremental setting). Details in App. C.

Figure 3: Task ordering comparison. Transitioning between dissimilar tasks consistently outper-
forms random transitions, with Greedy MR and MD achieving comparable performance.

8We provide a code snippet for the regression experiments in App. H. The code for the classification
experiments is accessible at https://github.com/matants/greedy_ordering.
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4.2 Provable benefits for high-rank, “nearly determined” tasks

To further motivate greedy orderings, we analyze a simple setup where each task’s matrix is of nearly
full rank, i.e., rank(Xm) = d− 1, ∀m ∈ [T ]. Even in such a setup, it has been shown that arbitrary
orderings of T →∞ may lead to catastrophic forgetting and maximal losses [33].

In this setup, each projector can be expressed as a rank-1 operator, i.e., Pm = I−X+
mXm = vmv⊤

m

for a unit vector vm∈Rd that spans the solution space of task m. Then, we can rewrite the Maximum
Distance (Definition 3.1) rule to explicitly maximize dissimilarity between consecutive tasks, i.e.,

τMD(t) = argminm∈[T ]\τMD(1:t−1)

(
v⊤
mvτ(t−1)

)2
= argmaxm∈[T ]\τMD(1:t−1)θm,τ(t−1) , (5)

where we define vτ(0) ≜
1

∥w0−w⋆∥ (w0 −w⋆); see Eq. (6) in App. D.

Optimality of greedy orderings in terms of distance to w⋆. Earlier in Eq. (3), we motivated the
MD ordering as greedily maximizing the decrease in ∥wt −w⋆∥. Does this guarantee a minimal
distance ∥wT −w⋆∥ at the end of the sequence? Here, we prove that the MD ordering yields a
square-root approximation of the optimal distance at the end of learning.9

Lemma 4.1 (Optimality guarantee when r = d−1). Let wτMD

T and wτ⋆
T be the iterates after learning

T jointly realizable tasks of rank d− 1 under the Maximum Distance ordering τMD and an optimal
ordering τ⋆ that leads to a minimal distance to the joint solution w⋆. Then, their distances hold,

0 ≤ D2(wτ⋆
T ) ≤ D2(wτMD

T ) ≜
∥wτMD

T −w⋆∥2

∥w⋆∥2
≤
∥wτ⋆

T −w⋆∥
∥w⋆∥

≜ D(wτ⋆
T ) ≤ 1 .

The full proofs for this section are given in App. D.

What about the loss? The optimality of the distance does not imply optimality of the average loss,
as exemplified in Figure 7 in Section 6. Instead, we now derive an upper bound for the loss.
Lemma 4.2 (Loss bound when r = d− 1). Under the Maximum Distance greedy ordering over T
jointly-realizable tasks of rank d−1, the loss of Scheme 1 after T iterations is upper bounded as,

L(wT ) =
1

∥w⋆∥2R2 ·
1

T

T∑
m=1

∥XmwT − ym∥2 ≤
1

eT
.

This rate matches a recent O(d−r
T ) bound for random orderings without replacement [35], whereas

the best known rate for such orderings with general-rank tasks is O(1/√T) [10]. This raises the
question: for general-rank tasks, can single-pass greedy orderings still compete with random ones,
or even outperform them, in worst-case analysis? Next, we show that they cannot.

5 Failure modes and surprises in greedy orderings

Under random orderings, with or without replacement, Attia et al. [10] proved a universal,
dimensionality-independent rate of EτUnif

L(wτUnif

k ) ≤ 13/
√
k . Surprisingly, we prove a clear

separation in our setup: while single-pass greedy orderings can fail catastrophically, i.e., not decrease
with the number of iterations k = T , greedy orderings with repetition enjoy a bound of O

(
1/ 3
√
k
)
.

5.1 Greedy orderings can fail where random ones do not

We now present cases where the single-pass greedy ordering forgets catastrophically, i.e., suffers
an Ω(1) loss, even after fitting a collection of T →∞ tasks. Specifically, we present an example in
d = 3 dimensions where the loss does not diminish, and a construction in d = T + 1 dimensions that
exploits dimensionality to yield maximal forgetting. Full details and proofs are given in App. E.

9Our optimality result is related to the optimal Hamiltonian path in a predefined similarity graph, as studied
in related work [14, 62]. Specifically, in this section’s high-rank case, similarity can be statically defined as
sm,m′ = cos2 (θm,m′). Then, the greedy MD ordering approximates the Hamiltonian path τ⋆ that maximizes∏T

t=2 sτ⋆(t−1),τ⋆(t) [see 37, 70]. However, under general-rank tasks, our greedy rules (Def. 3.1 and 3.2) are
computed online at each iteration and depend not only on the previous task τ(t− 1) but also on the previous
iterate wt−1. Consequently, these rules do not correspond to a Hamiltonian path on any predefined graph.
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Example 5.1 (Adversarial 3d construction). For all T ∈
{
4 · 10i − 1 | i = 1, 2, . . . , 7

}
, there exists

a task collection of jointly-realizable tasks in d = 3, such that L(wτMD

T ),L(wτMR

T ) > 2.78 · 10−5.

Theorem 5.2 (Greedy lower bound). For any d ≥ 30, there exists an adversarial task collection with
T = d − 1 jointly-realizable tasks (of different ranks) such that both greedy orderings (MD, MR)
forget catastrophically. That is, the loss at the end of the sequence is, L(wτMD

T ),L(wτMR

T ) ≥ 1
8 −

1
4d .

We demonstrate the behavior of an adversarial task
collection using T = 999 tasks in d = 1000 di-
mensions. Our constructed collection “tricks” the
greedy orderings: slowly increasing not only the
loss on all tasks, but also the forgetting of previ-
ous tasks. The model is thus unable to accumulate
knowledge and practically forgets everything it
learns.

0 50 100
Seen tasks (%)

0.000
0.025
0.050
0.075
0.100
0.125

Loss (all tasks)
Forgetting (seen tasks)

Figure 4: Learning an adversarial collection.

5.2 Single-pass vs. repetition in greedy orderings

So far, we have focused on single-pass greedy orderings, in which each task is learned exactly once.
These are conceptually related to without-replacement sampling and (re)shuffling techniques in
SGD and the Kaczmarz method, where repetition-free strategies often converge faster than with-
replacement sampling, both empirically [17, 76, 96] and in theory [69, 42, 15, 50, 43; but see 84, 26].
We ask: Does the advantage of orderings without repetition extend to greedy orderings?

Now, we show that repetition in greedy orderings avoids the failure mode of single-pass ones.
Theorem 5.3 (Dimensionality-independent bound for greedy orderings with repetition). Under a
Maximum Distance greedy ordering with repetition (τMD-R) over T jointly-realizable tasks, the loss
of Scheme 1 after k ≥ 2 iterations is upper bounded as L (wτMD-R

k ) = O
(
1/ 3
√
k
)
.

App. F provides the proof, a comparison to prior rates (Table 1), and details for the experiment below.

We evaluate the effect of repetition across orderings
under random data. As in prior work, random sam-
pling without replacement outperforms with replace-
ment. In contrast, repetition benefits greedy orderings,
likely due to larger updates and faster convergence
to w⋆. The slowdown in the single-pass case likely
reflects the exhaustion of high dissimilarities.
Intuitively, repetition in random orderings exposes the
learner to less data, while in greedy selection it allows
considering all tasks at each step.

0 10 20 30 40 50
Iterations (seen tasks incl. repetitions)

10 5

10 4

10 3

10 2

Lo
ss

Random, with repl.
Random, without repl.
Greedy, single pass
Greedy, with repetition

Figure 5: The effect of repetitions.

However, these findings do not always hold, as seen in our classification example (App. C.5).

5.3 Extension: Hybrid task orderings

To leverage both the fast empirical convergence of greedy orderings and the analytical convergence
guarantees of random ones, we introduce a “hybrid” strategy: begin with greedy selection and switch
to random once the decrements ∥wt−1 −wt∥2 fall below a threshold. Analytically, using a suitable
threshold, we prove in Lemma G.1 that any bound for without-replacement random orderings, e.g.,
O(1/

√
T ) [10], extends to our hybrid scheme, showing it avoids the failure mode of Section 5.1.

Empirically, the hybrid ordering performs better than
random but worse than greedy. This matches our in-
tuition from Eq. (3) and Figure 1a: greedy selection
takes larger “steps” (or projections), particularly early
on, when most tasks are still available. Once these
projections diminish, we switch to the random order-
ing, which—unlike the greedy approach—cannot be
adversarially “tricked” into failure.
Further details and experiments appear in App. G.

0 10 20 30 40 50
Seen tasks

10 4

10 3

10 2

Lo
ss

Random
Hybrid MD
Greedy MD

Figure 6: Hybrid ordering experiment.

8



6 Discussion and related work

So far, we have studied greedy task orderings, demonstrating empirical and analytical benefits of tran-
sitioning between dissimilar tasks. Here, we expand on connections and ideas not yet fully covered to
better situate our work within the existing literature. In App. A, we discuss further links to Kaczmarz
methods, curriculum and active learning, coordinate descent, and example selection in SGD.

Task orderings in continual learning theory. Continual learning theory often treats task orderings
as arbitrary. However, several analytical works [e.g., 33, 34, 35, 54, 51, 19] show that certain
orderings—typically cyclic or random—can mitigate forgetting (matching empirical findings [58]).
While some works downplay ordering effects—arguing they are often minor—and defer their study
to future work [92], others design continual learning algorithms specifically for evolving sequences
with very similar adjacent tasks [6]. We follow a different line of work that studies how pairwise task
similarities, or dissimilarities, influence continual schemes.

A particularly relevant work by Bell and Lawrence [14] advocates pairwise task dissimilarity as a
guiding principle and was among the first to empirically investigate similarity-guided task orderings.
Tasks are represented as vertices in a complete graph, where edge weights correspond to a predefined
distance between tasks, and Hamiltonian paths represent full task orderings. They hypothesized
that a minimum-weight path (favoring similar tasks in succession) would yield the best continual
performance. Yet their experiments on simple neural networks indicated the opposite: maximum-
weight paths, placing dissimilar tasks adjacently, often led to improved performance. Still, these
results were not always statistically significant (see their Figure 5)—motivating us to revisit similarity-
guided task orderings from a more analytical perspective.

Li and Hiratani [62] conduct a deeper investigation into similarity-guided task orderings, obtaining
more statistically robust empirical results. They likewise find that adjacent tasks should be dissimilar,
and further explore task “typicality” (discussed below). While deriving results for a linear regression
model to support their empirical observations (on neural networks), they rely on a restrictive analytical
data model in which features are randomly drawn from a simplified distribution across tasks. In
contrast, our analysis accommodates arbitrary feature matrices, allowing richer and more realistic
forms of task similarity. Like Bell and Lawrence [14], their goal is to characterize optimal orderings
in general, whereas we formalize and analyze greedy orderings specifically, both as a practical strategy
and as a proxy for optimal ones.

Ruvolo and Eaton [88] propose an “information maximization” approach to task ordering, using a
diversity-based heuristic related to our maximum residual strategy (Definition 3.2). However, their
complex model limits rigorous theoretical analysis of the kind we provide.

Lin et al. [63] examine the role of task similarity and reach conclusions broadly aligned with ours.
While influential, their work differs from ours in several ways. First, their analysis relies on a restric-
tive i.i.d. feature assumption across tasks. They also assume a distinct teacher model per task, unlike
our setting, where all tasks share a single overparameterized model—as is common in modern deep
learning. Consequently, their notion of task similarity relies on teacher similarity, rather than more
practical measures such as residuals (as in Definition 3.2) or feature similarity. Although they note
ordering effects in their expressions and briefly support them with classification experiments, task or-
dering is not their primary focus. In contrast, we offer a comprehensive treatment of similarity-guided
orderings specifically—providing formal definitions, geometric intuitions, greedy strategies, optimal-
ity results, empirical validation, failure modes, and repetition analysis.

Can similarity-guided task orderings alone mitigate forgetting? Methods such as replay, reg-
ularization, and parameter isolation are widely used to mitigate forgetting in continual learning
[53, 59, 83, 21, 87, 27]. However, they depart somewhat from standard (“vanilla”) deep learning
practices that apply plain gradient methods to the (current) loss. Interestingly, both our work and
prior studies show that even without such mechanisms, task ordering alone strongly affects forgetting.
For instance, simply randomizing the task order—with or without replacement—is known to alleviate
forgetting [33, 35, 10, 58]. In contrast, we show that single-pass greedy ordering can exacerbate
forgetting (Section 5.1), while allowing task repetitions mitigates this effect (Section 5.2). Moreover,
ordering strategies can be combined with other approaches; for example, in our classification experi-
ments we also employ regularization (Section 4.1). This underscores the importance of studying task
ordering as a simple, complementary way to mitigate forgetting, while potentially keeping continual
learning closer to standard deep learning practice.
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Task typicality at the end of learning. Li and Hiratani [62] suggest that tasks should be arranged

𝐰⋆

A

B

D

C

𝐰A

Figure 7: Task typicality.

from least to most “typical”. While we did not focus on this
aspect of orderings, our geometric interpretation can illustrate it.

Our motivation was to minimize the distance ∥wk−w⋆∥2,
which upper bounds the loss 1

T

∑T
m=1 ∥Xm (wk−w⋆)∥2. How-

ever, this bound can be loose, and minimizing the distance
does not guarantee the lowest loss. For example, in Fig-
ure 7, although ∥wA −w⋆∥2 = ∥wC −w⋆∥2, the point wC

is a better ending point than wA, inducing a lower loss (the
arrows represent the residuals). This happens because task C
is more typical—i.e., more similar to other tasks—than task A.
The empirical advantage of greedy ordering may stem from a tendency to postpone typical tasks,
perhaps causing its benefits to emerge only in later stages of training (see Figure 3b).

Regret today or loss tomorrow? In Section 3, we motivated the use of greedy orderings to
minimize the distance to the joint solution ∥wk −w⋆∥2, which in turn upper-bounds the average
loss over all tasks: 1

T

∑T
m=1 ∥Xm (wk −w⋆)∥2. This objective is related, but not identical, to

the notion of regret, which quantifies the loss along the optimization path on consecutive tasks,
i.e., 1

k

∑k
t=1 ∥Xτ(t) (wt−1 −w⋆)∥2. From this definition and Figure 1, we observe that regret—

though also upper-bounded by the distances ∥wt−1 −w⋆∥2—can often benefit from transitions
between similar tasks rather than dissimilar ones. In other words, to make accurate predictions
during learning—e.g., in decision-making—transitioning between similar tasks may be preferable.
Conversely, to minimize average loss across tasks—e.g., in curriculum or multitask learning—our
findings suggest that transitioning between dissimilar tasks is preferable.

Other continual setups. The majority of studies support our conclusion that sequential task
dissimilarity is beneficial [e.g., 88, 14, 71, 81, 33, 63, 66, 91]. Still, the specific continual setup can
dramatically influence the behavior of task orderings. We consider a “domain-incremental” setting:
learning the same problem across different domains, i.e., P(X) changes but P(Y |X) is fixed [99, 57].
Alternatively, “task-incremental” setups involve distinct tasks—possibly with different P(Y |X)—
with task identity known at both train and test time. There, prior work [79, 72] trained a separate
model per task and found that similarity-maximizing orderings prevail, seemingly contradicting our
findings. However, in such scenarios, the focus shifts from forgetting to inter-task transfer, benefiting
from similar consecutive tasks (see discussion on regret). Hence, their results complement ours.

Others have studied “class-incremental” learning (CIL), where each task introduces new objects or
classes, aiming for strong overall performance (e.g., in split benchmarks [97]). While some CIL papers
suggest that consecutive task similarity is preferable [44, 67], a closer look reveals that they modify
the class composition within each task, inducing high intra-task heterogeneity [44, 8]. This likely
leads to wider minima and stronger “transferability” to other tasks, thus explaining their improved
results. Such configurations resemble curriculum more than continual learning.10 To our knowl-
edge, only Yang and Li [104] report contradictory results, possibly due to their empirical design.11

Finally, we note that the effects discussed here are related to the interleaving effect in educational
psychology [77, 86].

Future work. One could extend our findings to other settings—such as class- and task-incremental,
discussed earlier—and to more complex continual learning methods, such as replay and regularization.
Moreover, our linear realizability assumption could be relaxed to accommodate label noise or even
extend to nonlinear models, possibly borrowing tools from Kaczmarz literature [13, 106]. It would
also be interesting to combine our approach with common wisdom in curriculum learning—i.e., to
design orderings that account for both task similarity and difficulty.

Finally, a promising direction for achieving tighter upper bounds in continual linear regression (see
Table 1) lies in probabilistic selection rules, inspired by randomized greedy Kaczmarz methods
[11, 12, 107, 95], which could combine the strengths of greedy orderings with the robustness of
randomness, akin to our proposed hybrid scheme.

10The learner controls the internal task composition to create “easier” tasks, as in curriculum learning [101].
11They construct the first task using a random half of the classes. This strong “pretraining” leads to low initial

loss, as the model already learns half the classes. This resembles the failure modes discussed in Section 5.1.
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A Further related work

Here, we elaborate on additional connections not fully addressed in Section 6.

Alternative viewpoint: The Kaczmarz method. Our continual linear regression scheme maps
directly to the Kaczmarz method [52, 32], a classical iterative projection algorithm for solving linear
systems of equations. In our context, the solved system is, Xw = y, where

X =

X1...
XT

 ∈ RN×d, y =

y1...
yT

 ∈ RN , where N =

T∑
m=1

nm.

Evron et al. [33] pointed out that Kaczmarz methods iteratively solve the “block” systems of the form
Xτ(t)w = yτ(t) using an update rule equivalent to our continual update in Eq. (1). As a result, the
observations and results in our paper extend naturally to the greedy Kaczmarz method. However,
whereas Kaczmarz studies typically analyze convergence in terms of the distance to the intersection
w⋆, we focus on the loss, i.e., the residuals (Definitions 2.5 and 2.3, respectively). For example, in
the r = d− 1 case of Section 4.2, this distinction allowed proving an upper bound on the loss and an
“approximation” result on the optimal distance (Lemmas 4.2 and 4.1, respectively).

It is worth noting that, via its connection to the Kaczmarz method, our continual linear regression
scheme is also related to coordinate descent methods [82]. While prior work in this area shows
that greedy selection can outperform random sampling, these results often rely on strong convexity
assumptions [74, 36], and typically apply to the Kaczmarz method through a primal-dual lens
[33, 105]—again, yielding only convergence to the intersection point w⋆.

Curriculum learning. Broadly, curriculum learning enhances training by controlling the order in
which data are presented, to accelerate convergence or improve accuracy. The prevailing view is that
examples should be ordered from easy to hard by their “difficulty” [101, 94]. In contrast, we study
similarity-guided orderings, aligning with recent findings in continual learning [14, 46].

A key distinction between curriculum and continual learning lies in the unit of ordering: while
curriculum learning typically orders individual samples or batches, we focus on orderings of entire
tasks. Moreover, curriculum learning often takes a single gradient step per sample, whereas continual
learning optimizes each task to a low loss before proceeding. Nonetheless, given the maturity of
curriculum learning and the interdisciplinary nature of our work, some curriculum studies that operate
at the task level are directly relevant [e.g., 79] and were discussed in Section 6.

Example selection in SGD. Evron et al. [35] show that learning an entire (continual) linear
regression task in our Scheme 1 reduces to taking a single large gradient step on a modified objective.
While they use this reduction to analyze random orderings via last-iterate SGD analysis, we leverage
it here to draw connections between greedy task orderings and greedy example selection in SGD.

Most of the example selection literature considers multi-epoch settings, where each sample is seen
multiple times. In such regimes, it is common to randomly shuffle the dataset once or at the start of
each epoch [e.g., 69, 42], but this is not necessarily optimal [80]. For instance, Lu et al. [64] show
that greedy permutations—computed at the beginning of each epoch—can yield faster convergence
than random ones. However, their analysis requires (1) multiple epochs and (2) very small step sizes,
making it inapplicable to our single-pass continual setting.

Das et al. [24] show that a selection rule akin to our maximum residual rule (Definition 3.2) accelerates
early convergence but may underperform random orderings asymptotically—aligning with our
findings on the hybrid approach in Section 5.3. They also analyze an approximate rule, supporting our
observations on computational tractability in Section 3. Others select greedily by gradient magnitude
instead of loss [103], or “mine” examples at the mini-batch level—selecting “hard” samples with a
high loss or ones that lead to a significant decrease in loss [93, 100].

Active Learning. Active learning aims to reduce labeling cost by querying the most informative
samples for labeling, typically from a large unlabeled pool. This setting resembles ours, where the
learner may apply a greedy maximum distance rule (Definition 3.1) to select the task or sample
expected to induce the greatest model update. For example, a related idea is explored in Cai et al.
[18], who propose a greedy maximum distance variant for regression. Since labels are unknown
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at selection time in their active learning setup, they approximate the expected model change using
a bootstrap method. Empirically, this approach identifies informative examples and consistently
improves generalization across datasets.
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B Appendix to Section 4.1: Regression experiments

All figures report averages over 10 runs. In each run, we randomly sample a task collection to
evaluate the different ordering strategies. Shaded regions (see App. F.2 and G.3) indicate ±1 standard
error intervals, even when not visually discernible. In App. B.3 we further discuss the statistical
significance of our experiments.

Computational resources. All regression experiments—including those not shown—were com-
pleted within 4 hours on a home PC equipped with an Intel i5-9400F CPU and 16GB of RAM.

B.1 Isotropic data

Figures 8 and 9 extend the previous experiment on isotropic data (Figure 3a) to varying dimensions d,
ranks r and task counts T . Results confirm consistent patterns: greedy (dissimilarity maximizing)
methods outperform random, and MD is better than MR across all settings (sometimes only slightly).
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Figure 8: Comparing orderings for varying dimensions d and ranks r of the data matrices, for
isotropic data. T = 50. We observe that, for such isotropic data, the random ordering performance
is determined solely by the ratio r/d. In contrast, greedy orderings that prioritize dissimilarity benefit
from a lower dimension when r/d is fixed (to see that, focus on single columns in the grid). We
hypothesize that this is because an increased task “density” in lower dimensions: when r/d is fixed,
increasing d increases d− r, expanding the set of possible task projections (see Eq. (2)). As a result,
a fixed number of tasks T covers this space more sparsely in higher dimensions. In lower dimensions,
the same T tasks yield denser coverage, increasing the likelihood that greedy dissimilarity-based
selection identifies tasks with large projections.
In all strategies, higher task rank consistently yields improved performance (focus on single rows).
This is because the solution subspaces are of rank d− r, so increasing r (with fixed d) lowers the
subspace rank, increasing the distances between them and resulting in larger projections.
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Figure 9: Comparing orderings for varying task count T , for isotropic data. d = 100, r = 10.
Dissimilarity-based greedy strategies become more effective as the number of tasks increases. This is
since in an isotropic setting, where task directions are sampled uniformly, increasing the number of
tasks increases the coverage of the unit sphere. This results in a higher probability of encountering
task pairs with large angular separation between their solution subspaces, which greedy ordering
utilizes.

B.2 Anisotropic data

The following experiments were were performed with anisotropic data, sampled from a Gaussian
distribution with exponentially decaying eigenvalues, as detailed in Scheme 2, resulting in high task
correlation. This arises because tasks tend to align with the dominant eigen-directions, leading to
strong pairwise similarity.

Scheme 2 Generating tasks with high correlation

Require: Input dimension d, task rank r, number of tasks T , edge eigenvalues λ1 = 10−3, λd = 103

1: Sample A ∼ N (0, 1)d×d and symmetrize: Asym ← 1
2 (A+A⊤)

2: Compute SVD: Asym = USU⊤

3: Define diagonal spectrum: Λ← diag
(
λ1 exp

(
ln (λd/λ1)

i
d−1

))d−1

i=0

4: Construct covariance: Σ← UΛU⊤

5: for t = 1 to T do
6: Sample Zt ∼ N (0, 1)

r×d

7: Set Xt ← ZtΣ
1/2

8: end for
9: Output: {Xt}Tt=1

Figures 10 and 11 below reveal some interesting trends compared to the isotropic case.
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Figure 10: Comparing orderings for varying dimensions d and ranks r of the data matrices,
for anisotropic data. T = 50. Compared to the isotropic case (Figure 8), we observe slower rates
for all strategies. This is easily explained by all pairwise distances between task solution subspaces
becoming smaller, due to the higher correlation in the anisotropic case.
Interestingly, as rank increases (focusing on a single row in the grid), the Maximum Residual (MR;
Definition 3.2) ordering underperforms and seemingly aligns with the random one. This may stem
from the combination of high rank and strong intra-task correlation, which leads to ill-conditioned
data matrices (for each task). In such a case, small perturbations, or steps, in the solution space may
cause disproportionately large changes in residuals. As a result, MR is misled into selecting tasks
with large residuals that advance the iterate only marginally toward the intersection (w⋆).
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Figure 11: Comparing orderings for varying task count T , for anisotropic data. d = 100, r = 10.
Unlike in the isotropic case (Figure 9), greedy orderings do not significantly benefit from increasing
the number of tasks T . This is likely since, in the anisotropic case, a large number of tasks must be
added to induce the substantial “angles” that greedy orderings can exploit. Put differently, under our
anisotropic distribution, the probability that any set of 50 tasks are mutually orthogonal—and thus
beneficial to greedy orderings—is extremely small for any reasonable number of tasks T .
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B.3 A note on statistical significance

All appendix figures include confidence intervals of ±1 standard error, although these are often too
narrow to be visible. While different task collections introduce slight variations in outcomes, the
overall trends are highly consistent. This is illustrated in the following figure, where we replicate
the plot from Figure 3a, overlaying individual runs from all 10 repeated experiments. Despite some
run-to-run variability, the standard error remains small, reinforcing the robustness of our qualitative
conclusions.
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Figure 12: Showing variations across different experiments. Same as Figure 3a, we have
T = 50, r = 10, d = 100, with random isotropic data. Shaded plots represent each individual
experiment. While minor variations exist across experiments, the low standard error confirms the
consistency of the results.
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C Appendix to Section 4.1: Classification experiments

C.1 Code

The code for the classification experiments with CIFAR-100 is available at https://github.com/
matants/greedy_ordering.

Computational resources. All classification experiments were completed within a month’s work
on 4 NVIDIA GeForce GTX 1080 Ti GPUs.

C.2 Experiment details

C.2.1 Model: Linear probing on pretrained ResNet-20

Our experiments employ a frozen pretrained ResNet-20 classifier [45], where the final classification
head was removed and replaced with the binary classification head that we train [30, 3].

C.2.2 Tasks and benchmarks

We employ three benchmarks of domain-incremental CIFAR-100-based binary classification:
(A) Using a model pretrained on CIFAR-100 [55], taken from Chen [22], which achieves 68.83%

top-1 classification accuracy on CIFAR-100 multiclass classification according to Chen [22].
The continual learning tasks are composed of CIFAR-100 classes randomly split to 50 pairs of
binary classification tasks, such that all classes from the same superclass share a label. This is
the setting used in all experiments unless stated otherwise, including the results presented in
Figure 3b.

(B) We partition the 500 training samples of each CIFAR-100 class to two distinct groups of 250
samples, and use one of the groups to train the ResNet-20 embedder on the original CIFAR-100
multiclass task, using the same training recipe as Chen [22] and achieving 61.57% top-1
classification accuracy on the CIFAR-100 test set after 200 training epochs. The partitioning
and training code is included in our provided repository. We then employ a linear probe on
top of the resulting model (with the classification head removed), and construct the continual
learning tasks using the 250 samples per class that weren’t used for training the embedder. The
classes that compose each task are the same as in the previous benchmarks.

(C) Using a model pretrained on CIFAR-10, taken from Chen [22], with the same CIFAR-100-based
tasks as (A).

All presented results were composed by experimenting with 25 randomly generated task sets.

C.2.3 Training

Training was performed with cross-entropy loss on the softmax of the classifier’s output with label
smoothing of 0.05 [98], with additive L2 regularization towards the previous parameters controlled
by the hyperparameter λ, which is common in continual learning and is necessary to facilitate the
projections view, as shown in Evron et al. [34]. In Figure 3b, λ = 5, and we present an ablation study
for λ in App. C.4, to address how it affects the performance of different ordering rules.

For each task we used the SGD optimizer with a learning rate of lr = 0.01 and ReduceLROnPlateau
on epoch losses, trained for 40 epochs with a batch size of 64. As a baseline, we jointly trained a
classifier on all tasks together, without regularization.

C.2.4 Evaluation

We evaluate the performance of each ordering by calculating the average test (generalization) loss of
all tasks after each seen task. Results are presented with 95% confidence intervals, calculated over
the different randomly generated task sets, and over the permutations as well for random ordering.
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C.2.5 Ordering computation

For the Random rule (Eq. (4)), we use random sampling without replacement from the task set, unless
stated otherwise. When presenting results for it, we use 4 random task permutations per task set.
The Greedy MR rule (Definition 3.2) requires calculating the loss (without regularization) of all
tasks after each task training, and choosing the task with the maximal loss. In App. C.6 we show
its performance doesn’t degrade when the losses are evaluated on a fraction of the dataset, as small
as 1% of the data—5 samples per class in CIFAR-100. The Greedy MD rule (Definition 3.1) was
calculated by performing full training on each task, as elaborated above (App. C.2.3)—choosing
the task that resulted in model parameters farthest from the current model parameters in terms of
Euclidean distance. While the MD rule may seem impractical—we show that, in fact, the much
simpler Greedy MR rule, that requires a single forward pass, achieves identical performance.

C.3 Out-of-domain feature extractors

To evaluate how our proposed method extends to more general transfer learning settings, we employ
multiple benchmarks as elaborated in App. C.2.2.

(A) Figure 13a is the same figure as Fig-
ure 3b, shown here for completeness.

(B) As shown in Figure 13b, this transfer-
learning setting behaves similarly to the
case where tasks are drawn from the
training data (Figure 3b), though with
slightly weaker performance for both the
joint baseline and all orderings.

(C) As shown in Figure 13c, dissimilarity-
guided orderings still outperform ran-
dom orderings, though less prominently
than in other experiments. We hypoth-
esize that this stems from the model’s
weak joint interpolation ability (indi-
cated by the dashed curve), which more
strongly violates our joint-realizability
assumption (Assumption 2.1).
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(a) Pretraining: Full CIFAR-100; Continual learning:
Full CIFAR-100.
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(b) Pretraining: Partitioned CIFAR-100; Continual learn-
ing: Remaining CIFAR-100.
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(c) Pretraining: CIFAR-10; Continual learning:
CIFAR-100.

Figure 13: Comparison of orderings under different
pretraining setups.
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C.4 Regularization ablation study

Regularization toward previous model parameters is a standard method to mitigate catastrophic
forgetting [53, 5, 59], and is crucial for a projections view to emerge in continual classification [34].
Because of its central role, we perform an ablation study on the effect of regularization strength
for completeness. As shown in Figure 14, without regularization our continual learning scheme
collapses across all orderings, and greedy methods consistently outperform random ordering across
all strengths examined. Interestingly, the optimal performance for greedy orderings occurs at smaller
regularization strengths (λ) than for random ordering. This makes sense: greedy methods deliberately
select tasks that push parameters further from their current values, so the regularization term has a
stronger influence on the loss, requiring smaller λ for optimal effect.
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Figure 14: Regularization strength ablation study.

C.5 Allowing task repetition

As discussed in Section 5.2, in continual linear regression, allowing repetitions helps greedy orderings
avoid failure modes and guarantees provable convergence. In our classification experiments, however,
repetitions do not improve performance: as shown in Figure 15, where each scheme could select
from all tasks for 100 iterations (instead of 50), repetitions actually harm the performance of greedy
orderings, effectively canceling their advantage over random orderings. We observe a similar
phenomenon in linear regression with anisotropic low-rank data, as detailed in App. F.2.

In the classification case, which departs substantially from jointly realizable linear regression, multiple
factors could underlie this behavior. It would be interesting to examine how this relates to the
connection between greedy ordering and “periphery-to-core” ordering [62], which may break down
when repetitions are allowed, or to the distance-to-teacher perspective explored in App. F.2 (Figure 23).
As this lies beyond the scope of our paper, we leave it for future work.
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Figure 15: The effect of task repetition on CIFAR-100 continual classification.
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C.6 Rule calculation with partial data

To assess practicality, we evaluate the more efficient Greedy MR method—which requires only
forward passes—using fractions of the data and compute. Even with just 1% of the data (5 samples
per CIFAR-100 class, i.e., 10 per binary task) to compute each task’s loss, Greedy MR maintains its
performance and remains stronger than random ordering.
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Figure 16: Greedy MR rule calculation using partial data.
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D Appendix to Section 4.2: Proofs for “nearly determined” tasks

D.1 Optimality guarantee when r = d− 1

Recall Lemma 4.1. Let wτMD

T and wτ⋆
T be the iterates after learning T jointly realizable tasks of

rank d− 1 under the Maximum Distance ordering τMD and an optimal ordering τ⋆ that leads to a
minimal distance to the joint solution w⋆. Then, their distances hold,

0 ≤ D2(wτ⋆
T ) ≤ D2(wτMD

T ) ≜
∥wτMD

T −w⋆∥2

∥w⋆∥2
≤
∥wτ⋆

T −w⋆∥
∥w⋆∥

≜ D(wτ⋆
T ) ≤ 1 .

Proof. The distance at the end of an ordering τ is

D2 (wτ
T ) ≜

∥wτ
T −w⋆∥2

∥w⋆∥2
=

1

∥w⋆∥2
∥∥∥vτ(T )v

⊤
τ(T ) · · ·vτ(1)v

⊤
τ(1) (w0 −w⋆)

∥∥∥2
=

1

∥w⋆∥2
(
v⊤
τ(1) (w0 −w⋆)

)2
·
T−1∏
t=1

(
v⊤
τ(t)vτ(t+1)

)2
.

Let τ = τMD, τ⋆ be the greedy MD ordering and an optimal ordering leading to the minimal distance

(respectively). Denote for simplicity c (i, j) =

{
1

∥w⋆∥2

(
v⊤
j (w0 −w⋆)

)2
i = 0, j ∈ [T ](

v⊤
i vj

)2
i, j ∈ [T ]

.

Then, we have,

D2 (wτ⋆
T ) =

1

∥w⋆∥2
(
v⊤
τ⋆(1)

(w0 −w⋆)
)2
·
T−1∏
t=1

(
v⊤
τ⋆(t)

vτ⋆(t+1)

)2
= c (0, τ⋆ (1))

T−1∏
t=1

c (τ⋆ (t) , τ⋆ (t+ 1))

= c (0, τ⋆ (1))
∏
t∈C

c
(
τ
(
τ−1 (τ⋆ (t))

)
, τ⋆ (t+ 1)

)
·
∏
t/∈C

c
(
τ⋆ (t) , τ

(
τ−1 (τ⋆ (t+ 1))

))
,

where we define the index set C =
{
t | 1 ≤ t ≤ T − 1, τ−1 (τ⋆ (t)) < τ−1 (τ⋆ (t+ 1))

}
.

Employing greediness, we get

D2 (wτ⋆
T ) ≥ c (0, τ (1))

∏
t∈C

c
(
τ
(
τ−1 (τ⋆ (t))

)
, τ
(
1 + τ−1 (τ⋆ (t))

))
︸ ︷︷ ︸

here, τ−1(τ⋆(t))<T

·

·
∏
t/∈C

c
(
τ
(
1 + τ−1 (τ⋆ (t+ 1))

)
, τ
(
τ−1 (τ⋆ (t+ 1))

))
︸ ︷︷ ︸

here, τ−1(τ⋆(t+1))<T

.

Then, since τ−1 (τ⋆ (·)) “covers” [T ] and c (i, j) ≤ 1, iterating over the entire 1, . . . , T − 1 will
simply add elements to the product and make it smaller. That is,

D2 (wτ⋆
T ) ≥ c (0, τ (1)) ·

T−1∏
ℓ=1

c (τ (ℓ) , τ (1 + ℓ)) ·
T−1∏
ℓ=1

c (τ (1 + ℓ) , τ (ℓ))

≥

(
c (0, τ (1))

T−1∏
ℓ=1

c (τ (ℓ) , τ (1 + ℓ))

)2

=

(
1

∥w⋆∥2
(
v⊤
τ(1) (w0 −w⋆)

)2 T−1∏
t=1

(
v⊤
τ(t)vτ(t+1)

)2)2

=
(
D2 (wτ

T )
)2

⇒ 1 ≥ D (wτ⋆
T ) ≥ D2 (wτMD

T ) ≥ D2 (wτ⋆
T ) ≥ 0 .
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D.2 Loss bound when r = d− 1

Recall Lemma 4.2. Under the Maximum Distance greedy ordering over T jointly-realizable tasks of
rank d−1, the loss of Scheme 1 after T iterations is upper bounded as,

L(wT ) =
1

∥w⋆∥2R2 ·
1

T

T∑
m=1

∥XmwT − ym∥2 ≤
1

eT
.

Proof. We aim to bound the average loss using projection matrices,

LτMD(wT ) =
1

∥w⋆∥2R2T

T∑
m=1

∥XmwT − ym∥2 = 1
∥w⋆∥2R2T

T∑
m=1

∥Xm (wT −w⋆) ∥2

= 1
∥w⋆∥2R2T

T∑
m=1

∥XmX+
mXm (wT −w⋆) ∥2

≤ 1
∥w⋆∥2R2T

T∑
m=1

∥Xm∥2∥ (I−Pm) (wT −w⋆) ∥2

[Eq. (2)] ≤ 1
∥w⋆∥2T

T∑
t=1

∥∥∥(I−Pτ(t)

) T∏
s=1

Pτ(s)(w0 −w⋆)
∥∥∥2.

Since each task matrix Xi has rank d − 1, each projection Pi is rank 1 and can be written as
Pi = viv

⊤
i for a unit vector vi. Substituting this and vτ(0) =

1
∥w⋆∥ (w0 −w⋆), the bound becomes:

LτMD(wT ) ≤
1

T

T∑
t=1

∥∥∥(I− vτ(t)v
⊤
τ(t)

)
vτ(T )v

⊤
τ(T ) · · ·vτ(1)v

⊤
τ(1)vτ(0)

∥∥∥2
≤
(
v⊤
τ(1)vτ(0)

)2
︸ ︷︷ ︸

≤1

1

T

T∑
t=1

∥∥∥(I− vτ(t)v
⊤
τ(t)

)
vτ(T )

∥∥∥2 T−1∏
s=1

(
v⊤
τ(s+1)vτ(s)

)2

[projection properties] ≤
(
1− 1

T

T∑
s=1

(
v⊤
τ(T )vτ(s)

)2) T−1∏
s=1

(
v⊤
τ(s+1)vτ(s)

)2
.

Then, we use algebraic and projection properties to rewrite the greedy ordering as:
τMD(t) = argmax

m∈[T ]\τMD(1:t−1)

∥(I−Pm) (wt−1 −w⋆)∥2

= argmax
m∈[T ]\τMD(1:t−1)

(∥wt−1 −w⋆∥2− ∥Pm (wt−1 −w⋆)∥2)

= argmin
m∈[T ]\τMD(1:t−1)

∥Pm (wt−1 −w⋆)∥2

= argmin
m∈[T ]\τMD(1:t−1)

∥vmv⊤
mvτ(t−1)v

⊤
τ(t−1) (wt−2 −w⋆)∥2

= argmin
m∈[T ]\τMD(1:t−1)

(
v⊤
mvτ(t−1)

)2
. (6)

Then, employing greediness as reformulated above and inequality of arithmetic and geometric mean,
we obtain:

T−1∏
s=1

(
v⊤
τ(s+1)vτ(s)

)2
≤

T∏
s=1

(
v⊤
τ(T )vτ(s)

)2
≤

(
1

T

T∑
s=1

(
v⊤
τ(T )vτ(s)

)2)T

.

Substituting back into the forgetting, it is now bounded as,

LτMD(wT ) ≤

(
1− 1

T

T∑
s=1

(
v⊤
τ(T )vτ(s)

)2)( 1

T

T∑
s=1

(
v⊤
τ(T )vτ(s)

)2)T

≤ 1

eT
,

where we invoked an algebraic property that (1− x)xT ≤ 1
eT ,∀x ∈ [0, 1].
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E Appendix to Section 5.1: Lower bound’s “adversarial” constructions

E.1 General dimension construction and proof (Theorem 5.2)

Recall Theorem 5.2. For any d ≥ 30, there exists an adversarial task collection with T = d − 1
jointly-realizable tasks of different rank such that both greedy orderings (MD, MR) forget catastroph-
ically. That is, the loss at the end of the sequence is, L(wτMD

T ),L(wτMR

T ) ≥ 1
8 −

1
4d .

Proof outline. For a given dimension d, we construct a sequence of d iterates (wt)
d
t=1, correspond-

ing to T = d− 1 tasks (Xt)
d
t=2 of decreasing rank, which are jointly-realizable with w⋆ = 0 (i.e.,

∀t ∈ {2...T} , yt = 0), and show that:

1. Bottom line. Given this specific choice of tasks and matching iterates, the loss (or forgetting) is
catastrophic as mentioned in the theorem.

2. The chosen iterates are valid—i.e., they can be obtained from a specific selection rule given the
constructed task collection.

3. The chosen ordering adheres to greedy selection rules, both MD and MR, under the chosen tasks.
This part is quite lengthy.

In the construction, we start the iterates from t = 1 and tasks from t = 2, contrary to other parts of
the paper, for no particular reason other than ease of notation. For this same reason we chose w⋆ = 0,
and the iterates starting with w1 = e1. The same construction holds for a shifted frame of reference
where all iterates (and w⋆) are shifted by −e1.

E.1.1 Construction details

We first construct the iterates as follows:

w1 = e1 =

1, 0, . . . , 0︸ ︷︷ ︸
d−1 times

⊤

,

∀t ∈ {2...d} : wt =

 (wt−1)1 +
√
(wt−1)

2
1 − 4βt

2
, ct−2 1√

d
, . . . , ct−2 1√

d︸ ︷︷ ︸
t−1 times

, 0, . . . , 0


⊤

,

where c ≜ 2−1/d and βt ≜
((t−1)c−(t−2))c2t−5

d .

We denote xt ≜ (wt)1, defined recursively by

x1 = 1 , xt =
xt−1 +

√
x2
t−1 − 4βt

2
, ∀t ∈ {2...d} . (7)

Since wt ̸= wt−1, we are free to define the unit vector

ut =
wt −wt−1

∥wt −wt−1∥
∈ span (e1, . . . , et) .

We now construct the tasks:

Xt =


−u⊤

t −
−e⊤t+1−

...
−e⊤d −

 =

[
−u⊤

t −
It+1:d

]
∈ R(d−t+1)×d,∀t ∈ {2...d} .

Then, it is easy to see that Pt ≜ Id −X+
t Xt = Id − It+1:d − utu

⊤
t = It︸︷︷︸

rank t

−utu
⊤
t .
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E.1.2 Lower bounding the loss

For each task Xm, its individual loss at time t = d is given by:

Lm (wd) ≜ ∥Xmwd∥2 =

∥∥∥∥[ −u⊤
m−

Im+1:d

]
wd

∥∥∥∥2 =
(
u⊤
mwd

)2
+ ∥Im+1:dwd∥2

≥ ∥Im+1:dwd∥2 =

d∑
j=m+1

(wd)
2
j

[j ≥ 2] = (d−m)
c2d−4

d
=
(
1− m

d

)
c2d−4 =

(
1− m

d

)
2−(2d−4)/d

=
1

4

(
1− m

d

)
24/d ≥ 1

4

(
1− m

d

)
.

So the average loss after all iterates, which coincides with the forgetting (see Remark 2.4) is:

L (wd) =
1

T

∑
m∈{2...d}

Lm (wd) =
1

d− 1

d∑
m=2

Lm (wd)

≥ 1

4 (d− 1)

d∑
m=2

(
1− m

d

)
=

1

4 (d− 1)

(
d− 1−

∑d
m=2 m

d

)

=
1

4
− d+ 2

8d
=

1

8
− 1

4d
.

E.1.3 Proving that the iterates and tasks exist

In Lemma J.1, we prove that for all d ≥ 30, t ∈ {2, . . . , d}, we have x2
t−1 − 4βt ≥ 0, so the square

root in the recursive definition of xt (Eq. (7)) exists.

E.1.4 Proving that the iterates can be formed from projections of the given tasks

As a sanity check, we notice that Pt is a real symmetric matrix, and assert its idempotence,

P2
t =

(
It − utu

⊤
t

)2
= I2t − utu

⊤
t It − Itutu

⊤
t + utu

⊤
t utu

⊤
t

= It − utu
⊤
t − utu

⊤
t + utu

⊤
t = It − utu

⊤
t = Pt .

First, we show that w⊤
t (wt −wt−1) = 0, as expected from orthogonality in projections:

w⊤
t (wt −wt−1) =

d∑
i=1

(wt)
2
i −

d∑
i=1

(wt)i (wt−1)i = (wt)
2
1 +

t∑
i=2

(wt)
2
i −

t−1∑
i=1

(wt)i (wt−1)i

= (wt)
2
1 − (wt)1 (wt−1)1 +

t∑
i=2

c2t−4

d
−

t−1∑
i=2

ct−2ct−3

d

= (wt)
2
1 − (wt)1 (wt−1)1 +

(t− 1) c2t−4 − (t− 2) c2t−5

d

= (wt)
2
1 − (wt)1 (wt−1)1 +

((t− 1) c− (t− 2)) c2t−5

d︸ ︷︷ ︸
=βt

= (wt)
2
1 − (wt)1 (wt−1)1 + βt ,

and it is readily seen that our construction choice of (wt)1 =
(wt−1)1+

√
(wt−1)

2
1−4βt

2 implies

w⊤
t (wt −wt−1) = 0 .
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Finally, we show that the iterates are indeed a sequence the corresponding projections:

Ptwt−1 =
(
It − utu

⊤
t

)
wt−1 = Itwt−1 − utu

⊤
t wt−1

= wt−1 −

(
(wt −wt−1)

⊤

∥wt −wt−1∥
wt−1

)
ut = wt−1 −

(wt −wt−1)
⊤
wt−1

∥wt −wt−1∥2
(wt −wt−1)

= wt−1 −
(wt −wt−1)

⊤
wt−1 −

=0︷ ︸︸ ︷
(wt −wt−1)

⊤
wt

∥wt −wt−1∥2
(wt −wt−1)

= wt−1 +
(wt −wt−1)

⊤
(wt −wt−1)

∥wt −wt−1∥2
(wt −wt−1)

= wt−1 + (wt −wt−1) = wt .

E.1.5 Proving that the iterates adhere to greedy ordering rules

Maximum Distance (MD). We wish to prove that the greedy MD rule agrees with the ordering we
chose. That is,

τt ≜ argmaxt′∈[T ]\{τ2,...,τt−1} ∥(I−Pt′)wt−1∥2 = t .

By induction on the validity of the greediness for τ2, . . . , τt−1, the step is (and the induction base for
t = 2 is shown exactly the same):

τt ≜ argmaxt′∈[T ]\{τ2,...,τt−1} ∥(I−Pt′)wt−1∥2

[induction assumption] = argmaxt′∈{t,...,T} ∥(Id −Pt′)wt−1∥2

= argmaxt′∈{t,...,T}
∥∥(Id − It′ + ut′u

⊤
t′
)
wt−1

∥∥2
[t′ > t− 1] = argmaxt′∈{t,...,T}

∥∥
(((((((
(Id − It′)wt−1 + ut′u

⊤
t′wt−1

∥∥2[
∥ut′∥2 = 1

]
= argmaxt′∈{t,...,T}

(
u⊤
t′wt−1

)2
= argmaxt′∈{t,...,T}

(
(wt′ −wt′−1)

⊤

∥wt′ −wt′−1∥
wt−1

)2

.

Maximum Residual (MR). We wish to prove that the greedy MR rule agrees with the ordering we
chose. That is,

τt ≜ argmaxt′∈[T ]\{τ2,...,τt−1} ∥Xt′wt−1∥2 = t .

By induction on the validity of the greediness for τ2, . . . , τt−1, the step is (and the induction base for
t = 2 is shown exactly the same):

τt ≜ argmaxt′∈[T ]\{τ2,...,τt−1} ∥Xt′wt−1∥2

[induction assumption] = argmaxt′∈{t,...,T} ∥Xt′wt−1∥2 = argmaxt′∈{t,...,T}

∥∥∥∥[ −u⊤
t′−

It′+1:d

]
wt−1

∥∥∥∥2
[t′ > t− 1] = argmaxt′∈{t,...,T}

((
u⊤
t′wt−1

)2
+ ∥((((((It′+1:dwt−1∥2

)
= argmaxt′∈{t,...,T}

(
(wt′ −wt′−1)

⊤

∥wt′ −wt′−1∥
wt−1

)2

.

We get that the MR and MD rules coincide in this case.

33



How we prove greediness holds: Delta positivity. We wish to show monotonous decrease (w.r.t.

k ≥ t) of
(
((wk−1−wk)

⊤wt−1)
2

∥wk−1−wk∥2

)
k

, which will prove that the iterates we defined are valid under the

greedy MD and MR orderings (i.e., adhere to the rules in Def. 3.1 and 3.2).

The difference between consecutive iterates is

wk−1 −wk =

[
xk−1 − xk,

ck−3 (1− c)√
d

, . . . ,
ck−3 (1− c)√

d︸ ︷︷ ︸
k−2 times

,−ck−2

√
d
, 0, . . . , 0

]
.

We notice that ∀k ≥ t the term (wk−1 −wk)
⊤
wt−1 is positive since,

(wk−1 −wk)
⊤
wt−1 = (xk−1 − xk)︸ ︷︷ ︸

>0, from I.6

xt−1︸︷︷︸
>0

+(t− 2)
ck−3 (1− c)√

d

ct−3

√
d︸ ︷︷ ︸

>0

> 0 .

This means that we can alternatively show monotonous decrease ∀k ≥ t for(
(wk−1 −wk)

⊤
wt−1

∥wk−1 −wk∥

)
k

.

To this end, we wish to show that the next quantity is positive ∀t ∈ {2, . . . , d− 1} (we are reminded
that the first step is at t = 2 due to our choice, and that at the last step there is only one choice),
∀k ∈ {t, . . . , d− 1}:

(wk−1 −wk)
⊤
wt−1

∥wk−1 −wk∥
− (wk −wk+1)

⊤
wt−1

∥wk −wk+1∥
∝ ∥wk −wk+1∥ (wk−1 −wk)

⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1 ≜ ∆t,k .

Next, we will show this holds numerically for low dimensions (d < 25,000), and prove it analytically
∀d ≥ 25,000.

Showing delta positivity numerically for low dimensions. We use the following facts to write
code that verifies ∆t,k > 0 ∀d < 25,000, ∀t ∈ {2, . . . , d− 1} , ∀k ∈ {t, . . . , d− 1}:

∥wk−1 −wk∥ =

√
(xk−1 − xk)

2
+ (k − 2)

(
ck−3 (1− c)√

d

)2

+

(
ck−3

√
d

)2

=

√
(xk−1 − xk)

2
+

k − 2

d
c2k−6 (1− c)

2
+

1

d
c2k−6 ,

(wk−1 −wk)
⊤
wt−1 = (xk−1 − xk)xt−1 + (t− 2)

ck−3 (1− c)√
d

ct−3

√
d

.

For each value of dimension d, we calculated the sequence (x)k using its recursive definition,
and calculated ∆(d) ≜ min{t,k | t∈{2,...,d−1}, k∈{t,...,d−1}} ∆t,k using these formulas. As shown
in Figure 17, we found ∆(d) remains positive for all d ∈ {30...47,000} (for completeness, any
dimension above 25,000 is redundant here). In addition, as will be seen analytically (Eq. (13)), we

have that ∆(d) should correlate with d−
5
2 , and for completeness we show this holds numerically for

the lower dimensions as well, by showing ∆(d) · d
5
2 is approximately constant.

Computational resources. This numerical validation took 4 days to run on a home PC with
i5-9400F CPU and 16GB RAM.
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Figure 17: Numerical positivity of ∆(d) ≜ min{t,k | t∈{2,...,d−1}, k∈{t,...,d−1}} ∆t,k

Showing delta positivity analytically for high dimensions. Due to the length of this part, we
defer it to App. I, where we prove that ∀d ≥ 25,000, ∀t ∈ {2, . . . , d− 1} , ∀k ∈ {t, . . . , d− 1},

∆t,k ≜ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1 > 0 .

Conclusion. Together with the numerical verification, we have established that ∆t,k > 0 for all
k ≥ t and all d ≥ 30. This completes the proof of the iterates’ adherence to the greedy ordering rules,
and thereby concludes the overall proof of the adversarial construction that yields a lower bound on
the loss under single-pass greedy orderings.
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E.2 Adversarial 3d construction (Example 5.1)

Recall Example 5.1. For all T ∈
{
4 · 10i − 1 | i = 1, 2, . . . , 7

}
, there exists a task collection of

jointly-realizable tasks in d = 3, such that L(wτMD

T ),L(wτMR

T ) > 2.78 · 10−5.

E.2.1 Construction details

For simplicity we employ the joint solution w⋆ = 0, which means that for all tasks m ∈ [T ] , ym = 0.
For some K ∈ N+, we construct T = 4K − 1 tasks by defining their solution subspaces as follows:

• K − 1 copies of Span
((

0, sin
(

1√
K

)
, cos

(
1√
K

)))
,

• K copies of Span
((

0,− sin
(

1√
K

)
, cos

(
1√
K

)))
,

• K copies of Span
((

0, sin
(

1
2
√
K

)
, cos

(
1

2
√
K

))
,
(

1√
2
, 0, 1√

2

))
,

• K copies of Span
((

0,− sin
(

1
2
√
K

)
, cos

(
1

2
√
K

))
,
(

1√
2
, 0, 1√

2

))
.

For a given solution subspace of rank d − r, a task feature matrix X ∈ Rr×d of rank r (i.e., with
linearly independent rows) is defined such that each row of X is orthogonal to the solution subspace.

We initialize w0 =
(
0, sin

(
1√
K

)
, cos

(
1√
K

))
.

E.2.2 Lower bound explanation

This is not a formal proof, but an explanation of why the construction works. We stick to using greedy
MD for the intuition.

While learning tasks consecutively using greedy MD ordering, we start by alternating be-
tween projecting onto the 1-D subspaces, since each 2-D subspace contains a line (either
Span

((
0, sin

(
1

2
√
K

)
, cos

(
1

2
√
K

)))
or Span

((
0,− sin

(
1

2
√
K

)
, cos

(
1

2
√
K

)))
) between them and

hence cannot be the farthest away. Once those are used up, we’re left with the 2-D subspaces, which
we alternate between.

Morally, the angle between the 1-D subspaces is O
(

1√
K

)
, so as K grows large, these first 2K − 1

steps should bring us to about (0, 0,Θ(1)). The 2-D subspaces intersect in Span
((

1√
2
, 0, 1√

2

))
,

and the angle between them is also Θ
(

1√
K

)
, so they move us a constant fraction of the way toward

the closest point on Span
((

1√
2
, 0, 1√

2

))
, which is (Θ(1), 0,Θ(1)). Since the first half of the tasks

are projections onto 1-D subspaces near (0, 0, 1), the x-coordinate contributes Θ(1) loss due to these
tasks.

Quantifying the asymptotic loss. In the first 2K − 1 steps we multiply ∥w∥ by cos(2/
√
K) each

time, giving

cos
(
2/
√
K
)2K−1

=
(
1− 2/K +O(K−2)

)2K−1
= e−4 + o(1).

The direction is
(
0,− sin

(
1/
√
K
)
, cos

(
1/
√
K
))

, so we end at (0, o(1), e−4 + o(1)).

Next we project onto a 2-D subspace; this is o(1) movement, so w becomes

w =
(
o(1), o(1), e−4 + o(1)

)
=
(
0, 0, e−4

)
+ o(1) .

Let v be the closest point on Span
((

1√
2
, 0, 1√

2

))
to w =

(
0, 0, e−4

)
+ o(1). Then

v =
(
e−4/2, 0, e−4/2

)
+ o(1) (1, 0, 1) .
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All remaining 2-D subspaces contain the line L = Span
((

1√
2
, 0, 1√

2

))
, so the projections are onto

lines through v perpendicular to L.

The angle between these lines equals the angle between the planes. Let u be the closest point on
Span(1, 0, 1) to

(
0, sin

(
1/
√
K
)
, cos

(
1/
√
K
))

; then u =
(
1
2 + o(1)

)
(1, 0, 1). Thus the plane

angle is

2 tan−1

(
sin(1/(2

√
K))

1/
√
2 + o(1)

)
= (1 + o(1))

√
2√
K

.

Each of the remaining 2K − 1 projections multiplies dist(w,v) by cos
(
(1 + o(1))

√
2/
√
K
)
, so

overall it is scaled by e−2 + o(1).

Originally,
dist

(
(0, 0, e−4), (e−4/2, 0, e−4/2)

)
= e−4

√
2

2 + o(1) ,

so afterwards the distance is e−6
√
2

2 + o(1).

The direction from v is parallel to

o(1) +
(
0, 0, e−4

)
−
(
e−4/2, 0, e−4/2

)
= o(1) +

(
−e−4/2, 0, e−4/2

)
= o(1) +

(
− 1√

2
, 0, 1√

2

)
,

so the final position of wT is

o(1) + (e−4/2, 0, e−4/2) +
(

e−6
√
2

2 + o(1)
)(

o(1) +
(
− 1√

2
, 0, 1√

2

))
= o(1) +

(
e−4/2− e−6/2, 0, e−4/2 + e−6/2

)
.

Hence, the x-coordinate contributes the following approximate loss due to the first half of the tasks:

L (wT ) ≈
1

2

(
e−4/2− e−6/2

)2 ≈ 3.135 · 10−5 . (8)

E.2.3 Experimental results

Constructing the tasks as explained in App. E.2.1, using QR decomposition to acquire X for each
solution subspace, we observe that the task orderings for greedy MD (Definition 3.1) and greedy MR
(Definition 3.2) coincide, as explained in App. E.2.2, for all T ∈

{
4 · 10i − 1 | i = 1, 2, . . . , 7

}
. As

observed in Figure 18a, greedy ordering results in alternating between the first two task groups until
these are depleted, then switching to the other two task groups. Loss is is diminishing in a linear
rate during learning the first half of the tasks, then increases to the predicted value (Eq. (8)) during
learning the second half.

0 500 1000 1500 2000 2500 3000 3500 4000
Seen tasks

1

2

3

4

Ch
os

en
 ta

sk
 in

de
x

(a) Chosen task group under greedy ordering.
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(b) Average loss during continual learning under
greedy ordering.

Figure 18: Example of continual learning the 3d adversarial construction with greedy ordering.
Chosen tasks coincide for MD and MR greedy orderings. K = 1000, T = 3999.
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In Figure 19, we show Example 5.1 holds, and the validity of the theoretical value (Eq. (8)).
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Figure 19: Final average loss after greedy ordering for the 3d adversarial construction, for
different task counts. T = 4K + 1.
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E.2.4 Code for reproducibility

1 import numpy as np
2 def orth_complement_rows(W, *, rtol=1e-12):
3 """ Given W in R^{(d-r)×d} (full row rank), return X in R^{r×d}
4 whose rows form an orthonormal basis of the orthogonal complement
5 of the row-space of W. """
6 W = np.asarray(W, dtype=float)
7 d = W.shape[1]
8 # Full QR of W.T → Q is d×d and orthogonal
9 # The first rank columns of Q span the rows of W;

10 # the remaining columns span their orthogonal complement.
11 Q, _ = np.linalg.qr(W.T, mode='complete') # Q in R^{d×d}
12 rank = np.linalg.matrix_rank(W, tol=rtol)
13 # Take the last r = d - rank columns of Q, transpose to get rows
14 X = Q[:, rank:].T # X in R^{r×d}
15 return X
16

17 ORDERING = 'MD' # 'MR' / 'MD'
18 K = 1000
19 w1 = np.array([[0, np.sin(1/np.sqrt(K)), np.cos(1/np.sqrt(K))]])
20 w2 = np.array([[0, -np.sin(1/np.sqrt(K)), np.cos(1/np.sqrt(K))]])
21 w3 = np.array([[0, np.sin(0.5/np.sqrt(K)), np.cos(0.5/np.sqrt(K))],

[1/np.sqrt(2), 0, 1/np.sqrt(2)]])↪→
22 w4 = np.array([[0, -np.sin(0.5/np.sqrt(K)), np.cos(0.5/np.sqrt(K))],

[1/np.sqrt(2), 0, 1/np.sqrt(2)]])↪→
23 ws = [w1, w2, w3, w4]
24 tasks = [orth_complement_rows(w) for w in ws]
25 projections = [np.eye(3) - np.linalg.pinv(X) @ X for X in tasks]
26 total_collection_count = [K-1, K, K ,K]
27 T = np.sum(total_collection_count)
28 collection_count = total_collection_count.copy()
29 w = np.array([0, np.sin(1/np.sqrt(K)), np.cos(1/np.sqrt(K))])
30 residual_per_projection = [np.linalg.norm(X @ w)**2 for X in tasks]
31 total_loss = (1/T) * np.asarray(residual_per_projection) @

np.asarray(total_collection_count)↪→
32 losses = [total_loss]
33 for i in range(T):
34 chosen_task = None
35 distance = -np.inf
36 new_w, new_w_candidate = None, None
37 for task_index in range(4):
38 if collection_count[task_index] > 0:
39 if ORDERING == 'MD':
40 new_w_candidate = projections[task_index] @ w
41 new_distance = np.linalg.norm(new_w_candidate - w)**2
42 elif ORDERING == 'MR':
43 new_distance = np.linalg.norm(tasks[task_index] @ w)**2
44 if new_distance > distance:
45 chosen_task = task_index
46 distance = new_distance
47 new_w = new_w_candidate
48 if new_w is None:
49 new_w = projections[chosen_task] @ w
50 w = new_w
51 collection_count[chosen_task] -= 1
52 residual_per_projection = [np.linalg.norm(X @ w)**2 for X in tasks]
53 total_loss = (1/T) * np.asarray(residual_per_projection) @

np.asarray(total_collection_count)↪→
54 losses.append(total_loss)

Listing 1: Code for 3d adversarial construction.
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F Appendix to Section 5.2: Single-pass vs. repetition

F.1 Appendix to the upper bound for greedy orderings with repetition (Theorem 5.3)

Recall Theorem 5.3. Under a Maximum Distance greedy ordering with repetition (τMD-R) over T
jointly-realizable tasks, the loss of Scheme 1 after k ≥ 2 iterations is upper bounded as,

L (wτMD-R
k ) = O

(
1
3
√
k

)
.

The main propositions leading to the proof of Theorem 5.3 are in App. F.1.2, with auxiliary claims in
App. F.1.3. We use geometric analysis to derive an upper bound on how fast iterates can grow, and
then bound the iterates relative to the original distance to the teacher w⋆. Finally, we upper-bound
the loss by the greedy iterate size when repetitions are allowed.

F.1.1 Comparison to convergence rates of other task orderings

Table 1: Loss bounds in continual linear regression over jointly realizable tasks (based on Table 1 of Evron
et al. [35]). The presented bounds are “worst case”: upper bounds apply to any collection of T jointly realizable
tasks, while lower bounds are achieved by specific constructions. Bounds for random orderings apply to the
expected loss. We omit scaling terms (∥w⋆∥2R2) and constant multiplicative factors (which are mild).
Notation: k= iterations; d= dimensions; r̄, rmax= average/maximum data matrix ranks; a, b ≜ min(a, b).

Bound Paper / Ordering Single-pass
Greedy

Greedy
with Repetition

Random
w/o Replacement

Random
with Replacement

Evron et al. [33] — — —
d− r̄

k

Upper

Evron et al. [35] — —
1

4
√
T
,
d− r̄

T

1
4
√
k
,

√
d− r̄

k
,

√
T r̄

k

Attia et al. [10] — —
1√
T

1√
k

Ours None
1
3
√
k

— —

Lower

Evron et al. [33] (*)
1

T

1

k

1

T

1

k

Ours Ω(1) — — —

(*) Although Evron et al. [33] did not state these lower bounds explicitly, their proof of Theorem 10 provides a
2-task construction which, when replicated ⌊T/2⌋ times, produces a Θ(1/k) bound for both random and greedy
orderings with any general T .
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F.1.2 Deriving the bound

Proposition F.1. Let w0, w1 ∈ Rd and let P : Rd → Rd be an orthogonal projection, then

∥w0 −Pw1∥2 ≤ ∥w0 −w1∥2 − ∥(I−P)w1∥2 + 2 ∥(I−P)w1∥ ∥(I−P)w0∥ .

Proof. Let us denote
u ≜ (I−P)w0 , v ≜ (I−P)w1 .

Then u,v ∈ ker(P) and are orthogonal to Pw0,Pw1 ∈ im(P), respectively.

Now decompose:

w0 −w1 = (Pw0 −Pw1) + (u− v) ,

w0 −Pw1 = (Pw0 −Pw1) + u .

Using orthogonality:

∥w0 −w1∥2 = ∥Pw0 −Pw1∥2 + ∥u− v∥2 , (9)

∥w0 −Pw1∥2 = ∥Pw0 −Pw1∥2 + ∥u∥2 . (10)

Subtracting Eq. (10) from Eq. (9), we get

∥w0 −w1∥2 − ∥w0 −Pw1∥2 = ∥u− v∥2 − ∥u∥2 = ∥v∥2 − 2u⊤v .

So,

∥w0 −Pw1∥2 = ∥w0 −w1∥2 − ∥v∥2 + 2u⊤v

[Cauchy–Schwarz] ≤ ∥w0 −w1∥2 − ∥(I−P)w1∥2 + 2 ∥(I−P)w1∥ ∥(I−P)w0∥ .

Corollary F.2. Consider the case in Eq. (2), i.e., (wt)
k
t=0 are iterates such that w0 = 0 and

∀t ∈ [k] , (wt −w⋆) = Pτ(t) (wt−1 −w⋆), then ∀k ≥ 2,

∥w0 −wk∥2 ≤ ∥w0 −w1∥2 −
k∑

t=2

∥wt −wt−1∥2

+ 2

k∑
t=2

∥wt −wt−1∥
∥∥(I−Pτ(t)

)
(w0 −w⋆)

∥∥ .
Proof. We repeatedly apply the above proposition:

∥w0 −wk∥2 = ∥(w0 −w⋆)− (wk −w⋆)∥2

=
∥∥(w0 −w⋆)−Pτ(k) (wk−1 −w⋆)

∥∥2
≤ ∥(w0 −w⋆)− (wk−1 −w⋆)∥2︸ ︷︷ ︸

continue inductively

−
∥∥(I−Pτ(k)

)
(wk−1 −w⋆)

∥∥2
+ 2

∥∥(I−Pτ(k)

)
(wk−1 −w⋆)

∥∥ ∥∥(I−Pτ(k)

)
(w0 −w⋆)

∥∥
≤ ∥(w0 −w⋆)− (w1 −w⋆)∥2 −

k∑
t=2

∥∥(I−Pτ(t)

)
(wt−1 −w⋆)

∥∥2
+ 2

k∑
t=2

∥∥(I−Pτ(t)

)
(wt−1 −w⋆)

∥∥∥∥(I−Pτ(t)

)
(w0 −w⋆)

∥∥
= ∥w0 −w1∥2 −

k∑
t=2

∥wt −wt−1∥2 + 2

k∑
t=2

∥wt −wt−1∥
∥∥(I−Pτ(t)

)
(w0 −w⋆)

∥∥ .
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Corollary F.3. If the first step is MD greedy, i.e., ∀m ∈ [T ] , ∥(I−Pm) (w0 −w⋆)∥ ≤ ∥w0 −w1∥,
then ∀k ≥ 2,

∥w0 −wk∥2 ≤ ∥w0 −w1∥2 −
k∑

t=2

∥wt −wt−1∥2 + 2 ∥w0 −w1∥
k∑

t=2

∥wt −wt−1∥ .

Proposition F.4. Under greedy MD ordering, either single-pass or with repetition, we have ∀k ≥ 1,

∥wk+1 −wk∥ ≤ ∥w0 −w1∥ · 2e4/3k1/3 .

Proof. Notice that
∥wk+1 −wk∥ =

∥∥(wk −w⋆)−Pτ(k+1) (wk −w⋆)
∥∥

[orth. proj.] ≤
∥∥(wk −w⋆)−Pτ(k+1) (w0 −w⋆)

∥∥
[triangle inequality] ≤ ∥(wk −w⋆)− (w0 −w⋆)∥+

∥∥(w0 −w⋆)−Pτ(k+1) (w0 −w⋆)
∥∥

[greediness] ≤ ∥w0 −wk∥+ ∥w0 −w1∥
=⇒ ∥wk+1 −wk∥ − ∥w0 −w1∥ ≤ ∥w0 −wk∥ ,

where we used the fact that the orthogonal projection of a given point on a subspace is the closest
point in this subspace to the given point in the Euclidean-norm sense.

If ∥wk+1 −wk∥ < ∥w0 −w1∥, the proposition follows immediately. Otherwise ∥wk+1 −wk∥ ≥
∥w0 −w1∥, and thus

(∥wk+1 −wk∥ − ∥w0 −w1∥)2 ≤ ∥w0 −wk∥2 .

Plugging this into Corollary F.3, we get

(∥wk+1 −wk∥ − ∥w0 −w1∥)2 ≤ ∥w0 −wk∥2

≤ ∥w0 −w1∥2 −
k∑

t=2

∥wt −wt−1∥2 + 2 ∥w0 −w1∥
k∑

t=2

∥wt −wt−1∥

∥wk+1 −wk∥2 +
k∑

t=2

∥wt −wt−1∥2 ≤ 2 ∥w0 −w1∥

(
∥wk+1 −wk∥+

k∑
t=2

∥wt −wt−1∥

)

∥w0 −w1∥ ≥
∑k+1

t=2 ∥wt −wt−1∥2

2
∑k+1

t=2 ∥wt −wt−1∥
.

Using the same derivation, when all steps are greedy, we see ∥w2 −w1∥ ≥
∑k+1

t=3 ∥wt−wt−1∥2

2
∑k+1

t=3 ∥wt−wt−1∥
,

. . . , ∥wk −wk−1∥ ≥
∑k+1

t=k+1∥wt−wt−1∥2

2
∑k+1

t=k+1∥wt−wt−1∥
= ∥wk+1−wk∥2

2∥wk+1−wk∥ = 1
2 ∥wk+1 −wk∥, acquiring a lower

bound ∀t ∈ [k]: ∥wt −wt−1∥ ≥
∑k+1

j=t+1∥wj−wj−1∥2

2
∑k+1

j=t+1∥wj−wj−1∥
. Hence, we define the sequence (Ct)

k+1
t=1 by

the backward recurrence Ck+1 = ∥wk+1 −wk∥ and ∀t ∈ [k] , Ct =
∑k+1

j=t+1 C2
j

2
∑k+1

j=t+1 Cj
. By applying

Claim F.7, using the sequences ai ≜ ∥wk+1−i −wk−i∥, bi ≜ Ck+1−i for all i ∈ {0, . . . , k}, we
observe that ∥w0 −w1∥ ≥ C1.

We investigate the sequence (Ct) in Corollary F.10, where we prove that if Ck+1 = ∥wk+1 −wk∥ >
0, this sequence maintains ∀k ≥ 1,

C1 ≥ Ck+1 ·
1

2e4/3
k−1/3 ,

(and indeed if ∥wk+1 −wk∥ = 0, the proposition follows immediately), and thus we get that

∥w0 −w1∥ ≥ C1 ≥ ∥wk+1 −wk∥
1

2e4/3
k−1/3

=⇒ ∥wk+1 −wk∥ ≤ ∥w0 −w1∥ · 2e4/3k1/3 .
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Lemma F.5. Under greedy MD ordering, either single pass or with repetition, we have ∀k ≥ 1,

∥wk−1 −wk∥2 ≤
4e8/3

3

∥w0 −w⋆∥2

k1/3
.

Proof. Applying the above proposition for a starting index t− 1 (instead of 0), we see that ∀k > t,

∥wk−1 −wk∥ ≤ ∥wt−1 −wt∥ · 2e4/3 (k − t)
1/3

=⇒ ∥wk−1 −wk∥2

4e8/3 (k − t)
2/3
≤ ∥wt−1 −wt∥2 .

From the Pythagorean theorem we have

∥wk −w⋆∥2 = ∥wk−1 −w⋆∥2 − ∥wk−1 −wk∥2 = ∥w0 −w⋆∥2 −
k∑

t=1

∥wt−1 −wt∥2 .

Plugging in the above proposition, we get

0 ≤ ∥wk −w⋆∥2 = ∥w0 −w⋆∥2 −
k∑

t=1

∥wt−1 −wt∥2

≤ ∥w0 −w⋆∥2 − ∥wk−1 −wk∥2 −
k−1∑
t=1

∥wk−1 −wk∥2

4e8/3 (k − t)
2/3

= ∥w0 −w⋆∥2 − ∥wk−1 −wk∥2
(
1 +

1

4e8/3

k−1∑
i=1

1

i2/3

)
[
k−1∑
i=1

1

i2/3
≥ 3

(
k1/3 − 1

)]
≤ ∥w0 −w⋆∥2 − ∥wk−1 −wk∥2

(
1 +

3
(
k1/3 − 1

)
4e8/3

)

=⇒ ∥wk−1 −wk∥2 ≤
∥w0 −w⋆∥2(
1 +

3(k1/3−1)
4e8/3

) =
4e8/3

3

∥w0 −w⋆∥2

k1/3 + 4e8/3

3 − 1

≤ 4e8/3

3

∥w0 −w⋆∥2

k1/3
,

where we used
∑k−1

i=1
1

i2/3
≥
∫ k

1
1

x2/3 dx = 3
(
k1/3 − 1

)
.

We are now ready to prove Theorem 5.3:

Proof of Theorem 5.3. Under greedy MD ordering with repetitions we have:

L (wk) =
1

∥w⋆∥2R2T

T∑
m=1

∥Xmwk − ym∥2 = 1
∥w⋆∥2R2T

T∑
m=1

∥Xm (wk −w⋆)∥2

≤ 1
∥w⋆∥2R2T

T∑
m=1

∥Xm∥2 ∥(I−Pm) (wk −w⋆)∥2

≤ 1
∥w⋆∥2T

T∑
m=1

∥(I−Pm) (wk −w⋆)∥2

[greedy+repetitions] ≤ 1
∥w⋆∥2 ∥wk −wk+1∥2

[above, w0 = 0] ≤ 1
∥w⋆∥2

4e8/3

3

∥w⋆∥2

(k + 1)
1/3

=
4e8/3

3

1

(k + 1)
1/3

= O
(
k−1/3

)
.
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F.1.3 Auxiliary claims

Claim F.6. For s, r > 0 and α ≥ 1
2 define

fs,r(α) ≜ r
s+ α2r

s+ αr
.

(a) For all s, r > 0, we have
∂fs,r(α)

∂α
≥ 0 on α ∈

[
1
2 ,∞

)
; hence f is non-decreasing in α.

(b) For all α ≥ 1
2 and s > 0, we have

∂fs,r(α)

∂r
> 0; hence fs,r(α) is strictly increasing in r.

(c) For all α ∈
[
1
2 , 1
]

and r > 0, we have
∂fs,r(α)

∂s
≥ 0, hence fs,r(α) is non-decreasing in s on

that α-range.

Proof. Below, we prove each statement separately, in order.

(a) Derivative with respect to α:

∂fs,r
∂α

= r
(2αr)(s+ αr)− (s+ α2r)(r)

(s+ αr)2
.

Expanding the numerator:

(2αr)(s+ αr) = 2αrs+ 2α2r2,

(s+ α2r)r = rs+ α2r2,

difference = (2α− 1)rs+ α2r2 .

Thus
∂fs,r
∂α

=
r2
[
(2α− 1)s+ α2r

]
(s+ αr)2

≥ 0 .

(b) Derivative with respect to r:

∂fs,r
∂r

=
(s+ 2α2r)(s+ αr)− α(rs+ α2r2)

(s+ αr)2
.

Expand the numerator term-by-term:(
s+ 2α2r

)
(s+ αr) = s2 + sαr + 2α2rs+ 2α3r2,

α(rs+ α2r2) = αrs+ α3r2,

difference = s2 + 2α2rs+ α3r2 > 0 .

Hence ∂fs,r/∂r > 0.
(c) Derivative with respect to s:

∂fs,r
∂s

= r
(s+ αr)−

(
s+ α2r

)
(s+ αr)2

=
r2α(1− α)

(s+ αr)2
.

For α ∈ [ 12 , 1] the factor α(1− α) ≥ 0, yielding a non-negative derivative.
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Claim F.7. Let n ≥ 1 and let
(
ai
)n
i=0

be a sequence of strictly positive numbers such that

∀i ≥ 1 , ai ≥
∑i−1

j=0 a
2
j

2
∑i−1

j=0 aj
.

Define a second sequence
(
bi
)n
i=0

recursively by

b0 = a0 > 0 , bi =

∑i−1
j=0 b

2
j

2
∑i−1

j=0 bj
(i ≥ 1) .

Then an ≥ bn.

Proof. For either sequence x ∈ {a, b} and each k ≥ 1 set

S
(x)
k ≜

k∑
j=0

xj , Q
(x)
k ≜

k∑
j=0

x2
j , R

(x)
k ≜

Q
(x)
k

S
(x)
k

> 0 .

For k ≥ 1 we can express the defining relations as

ak ≥
R

(a)
k−1

2
, bk =

R
(b)
k−1

2
,

and, using Q
(x)
k−1 = R

(x)
k−1S

(x)
k−1,

R
(x)
k =

Q
(x)
k

S
(x)
k

=
x2
k +Q

(x)
k−1

xk + S
(x)
k−1

=
x2
k +R

(x)
k−1S

(x)
k−1

xk + S
(x)
k−1

= R
(x)
k−1

S
(x)
k−1 +

(
xk

R
(x)
k−1

)2

R
(x)
k−1

S
(x)
k−1 +

(
xk

R
(x)
k−1

)
R

(x)
k−1

= f
S

(x)
k−1,R

(x)
k−1

(
xk

R
(x)
k−1

)
, (∗)

where fs,r (α) is defined as in Claim F.6.

We now prove by induction that ∀k ∈ {0, . . . , n},
ak ≥ bk , S

(a)
k ≥ S

(b)
k , R

(a)
k ≥ R

(b)
k .

Base case k = 0. All equalities a0 = b0, R(a)
0 = R

(b)
0 = a0, S(a)

0 = S
(b)
0 = a0 hold.

Induction step k → k + 1. Assume the inequalities hold for k.

(i) Comparing ak+1 and bk+1. By the recursion and the inductive hypothesis,

ak+1 ≥
R

(a)
k

2
≥

R
(b)
k

2
= bk+1 .

(ii) Comparing S
(a)
k+1 and S

(b)
k+1. From the above and the inductive hypothesis,

S
(a)
k+1 = S

(a)
k + ak+1 ≥ S

(b)
k + bk+1 = S

(b)
k+1 .

(iii) Comparing R
(a)
k+1 and R

(b)
k+1. From (∗) we have

R
(b)
k+1 = f

S
(b)
k , R

(b)
k

(
1

2

)
, R

(a)
k+1 = f

S
(a)
k , R

(a)
k

(
ak+1

R
(a)
k

)
,

where ak+1

R
(a)
k

≥ 1
2 . By the inductive hypothesis S(a)

k ≥ S
(b)
k and R

(a)
k ≥ R

(b)
k , and by Claim F.6

the function fs,r(α) is (a) increasing in α, (b) increasing in r for all α ≥ 1
2 , and (c) increasing

in s when α = 1
2 . Therefore

R
(a)
k+1 = f

S
(a)
k , R

(a)
k

(
ak+1

R
(a)
k

)
≥ f

S
(a)
k , R

(a)
k

(
1

2

)
≥ f

S
(b)
k , R

(b)
k

(
1

2

)
= R

(b)
k+1 .

Hence the inequalities hold for k + 1, concluding the proof by induction. Taking k = n yields
an ≥ bn, proving the claim.

45



Claim F.8. ∀x > −1, log (1 + x) ≥ x
1+x .

Proof. For x > −1, define f(x) = ln(1 + x)− x
1+x , then

f ′(x) =
1

1 + x
− 1 + x− x

(1 + x)
2 =

x

(1 + x)2
.

Since f ′(x) < 0 for x < 0 and f ′(x) > 0 for x > 0, the point x = 0, where f(0) = 0, is the global
minimum of f . Hence ln(1 + x) ≥ x

1 + x
for all x > −1.

Claim F.9. Let λ > µ > 0, κ > 0. Define the sequences (An)
∞
n=0 , (Bn)

∞
n=0 ,

(
C̃n

)∞
n=0

by

A0 > 0, B0 > 0, C̃0 = κB0

A0
, and for n ≥ 1,

An ≜ An−1 + λ
Bn−1

An−1
, Bn ≜ Bn−1 + µ

(
Bn−1

An−1

)2

, C̃n ≜ κ
Bn

An
,

then ∀n ≥ 1, C̃n ≥ C̃0 · γn− λ−µ
2λ−µ , where γ ≜ exp

(
− 2λ(λ−µ)

µ(2λ−µ)

)
.

Proof. It is readily seen that ∀n ≥ 0, An > 0 and Bn > 0, immediately by induction. Define the
helper sequence ∀n ≥ 0, fn =

A2
n

Bn
> 0, then An =

√
Bnfn and ∀n ≥ 1,

fn =

(
An−1 + λBn−1

An−1

)2
Bn−1 + µ

(
Bn−1

An−1

)2 =

(√
Bn−1fn−1 + λ Bn−1√

Bn−1fn−1

)2

Bn−1 + µ

(
Bn−1√

Bn−1fn−1

)2

=

Bn−1

(√
fn−1 +

λ√
fn−1

)2

Bn−1

(
1 + µ

fn−1

)
[Bn−1 > 0] =

1
fn−1

(fn−1 + λ)
2

1 + µ
fn−1

=
f2
n−1 + 2λfn−1 + λ2

fn−1 + µ

= fn−1 + 2λ− µ+
(λ− µ)

2

fn−1 + µ

≥ fn−1 + 2λ− µ ,

then fn ≥ fn−1 + 2λ− µ ≥ f0 + n (2λ− µ) =
A2

0

B0
+ n (2λ− µ) .

Now, observe ∀n ≥ 1,

C̃n = κ
Bn

An
= κ

Bn−1 + µ
(

Bn−1

An−1

)2
An−1 + λBn−1

An−1

= κ
Bn−1

An−1

1 + µBn−1

A2
n−1

1 + λBn−1

A2
n−1

= C̃n−1

1 + µ
fn−1

1 + λ
fn−1

= C̃0

n−1∏
i=0

fi + µ+ λ− λ

fi + λ
= C̃0

n−1∏
i=0

(
1− λ− µ

fi + λ

)
,
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and note that ∀i ≥ 0, 0 < λ−µ
fi+λ < 1. Taking the log we get,

log C̃n = log C̃0 +

n−1∑
i=0

log

(
1− λ− µ

fi + λ

)

[Claim F.8] ≥ log C̃0 +

n−1∑
i=0

− λ−µ
fi+λ

1− λ−µ
fi+λ

= log C̃0 −
n−1∑
i=0

λ− µ

fi + µ

[λ > µ] ≥ log C̃0 −
n−1∑
i=0

λ− µ

f0 + i (2λ− µ) + µ
≥ log C̃0 −

n−1∑
i=0

λ− µ

i (2λ− µ) + µ

[assuming n ≥ 2] = log C̃0 −
λ− µ

µ
−

n−1∑
i=1

λ− µ

i (2λ− µ) + µ
≥ log C̃0 −

λ− µ

µ
−

n−1∑
i=1

λ− µ

i (2λ− µ)

[
∑m

i=1
1
i ≤1+logm] ≥ log C̃0 −

λ− µ

µ
− λ− µ

2λ− µ
(1 + log (n− 1))

≥ log C̃0 −
λ− µ

µ
− λ− µ

2λ− µ
− λ− µ

2λ− µ
log n

=⇒ C̃n ≥ C̃0 · n− λ−µ
2λ−µ exp

(
−2λ (λ− µ)

µ (2λ− µ)

)
.

When n = 1, we have log C̃1 ≥ log C̃0 − λ−µ
µ > log C̃0 − λ−µ

µ − λ−µ
2λ−µ , hence C̃1 ≥

C̃0 exp
(
− 2λ(λ−µ)

µ(2λ−µ)

)
, concluding the proof for all n ≥ 1.

Corollary F.10. For (Ct)
k+1
t=1 defined by the backwards recurrence Ck+1 > 0 and ∀t ∈ [k] , Ct =∑k+1

j=t+1 C2
j

2
∑k+1

j=t+1 Cj
, we have that ∀k ≥ 1,

C1 ≥ Ck+1 ·
1

2e4/3
k−1/3 .

Proof. By defining ∀n ∈ {0, . . . , k} : An =

k+1∑
j=k+1−n

Cj , Bn =

k+1∑
j=k+1−n

C2
j , we note that A0 =

Ck+1 > 0, B0 = C2
k+1 > 0, and for all 1 ≤ n ≤ k,

An = An−1 + Ck+1−n = An−1 +

∑k+1
j=k+1−n+1 C

2
j

2
∑k+1

j=k+1−n+1 Cj

= An−1 +
1

2

Bn−1

An−1
,

Bn = Bn−1 + C2
k+1−n = Bn−1 +

(
1

2

Bn−1

An−1

)2

= Bn−1 +
1

4

(
Bn−1

An−1

)2

.

Defining the sequence C̃n ≜ κBn

An
, with κ = 1

2 , we have from the above claim ∀n ≥ 1,

C̃n ≥ C̃0 · γn− λ−µ
2λ−µ ,

where λ = 1
2 , µ = 1

4 , γ = exp
(
− 2λ(λ−µ)

µ(2λ−µ)

)
= e−4/3, and C̃0 = 1

2
B0

A0
= 1

2Ck+1. Thus, we have,

C̃n ≥ Ck+1 ·
e−4/3

2
n−1/3 , ∀n ≥ 1 .

Finally, observe that C̃n ≜ 1
2
Bn

An
=

∑k+1
j=k+1−n C2

j

2
∑k+1

j=k+1−n Cj
= Ck−n, for all 0 ≤ n ≤ k − 1, and plugging in

n = k − 1 ≥ 1, when k ≥ 2, we get

C1 ≥ Ck+1 ·
e−4/3

2
(k − 1)

−1/3 ≥ Ck+1 ·
e−4/3

2
k−1/3 .

Specifically, when k = 1 we get C1 =C2

2 = Ck+1 · 12 ≥ Ck+1 · e
−4/3

2 k−1/3, concluding the proof
for all k ≥ 1.

47



F.2 Regression experiments on single-pass vs. repetition

Here, we extend the experiment on the effect of repetition (Figure 5) to additional data regimes.
Figure 5 was produced using the same data as Figure 3a, i.e., d = 100, r = 10, T = 50. Throughout
this section, the Maximum Distance ordering (Definition 3.1) is denoted by “Greedy” for brevity.

Isotropic data. We find that the conclusions of Section 5.2 extend to more regimes: repetitions are
beneficial in greedy ordering while replacement harms random ordering.
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Figure 20: The effect of repetitions for varying dimensions d and ranks r of the data matrices,
for isotropic data. T = 50. Random orderings without-replacement consistently outperform their
with-replacement counterparts. In contrast, greedy orderings with repetition outperform the single-
pass variant. As explained in Section 5.2, repetition in greedy orderings is beneficial because it
enables larger steps (and converging faster to the joint solution w⋆).
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Figure 21: The effect of repetitions for varying task count T , for isotropic data. d = 100, r = 10.
As task count increases, the differences between with and without repetition diminish. Notice,
however, that in all subplots we only learn the first 50 tasks. It is readily observed in the left subplot
that the effect of repetition becomes pronounced in the latter parts of the task sequences. As can be
expected, repetition offers less benefit when many diverse, unexplored tasks remain.
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Anisotropic data. Next, we observe that the effect of repetitions diminishes for correlated data.
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Figure 22: The effect of repetitions for varying dimensions d and ranks r of the data matrices, for
anisotropic data. T = 50. Previously in App. B (Figure 10), we explained that the performance of all
ordering strategies deteriorates when the pairwise distances between task solution subspaces are small.
This effect is even more pronounced for low-rank tasks (left columns), where the complementary
high-rank solution subspaces overlap substantially. We also observe that in those low-rank regimes,
different orderings exhibit more similar performance, and consequently, repetitions become less
impactful. While we cannot fully explain the small performance degradation observed when allowing
repetitions in greedy ordering for low-dimension, low-rank settings (top-left subfigure), it may be
related to the slower convergence to the joint solution w⋆, nullifying the effect of the loss upper
bound induced by the distance to w⋆ (Proposition 2.6; see also Figure 23 below).

Below, we observe another aspect related to the “diminished” effect of repetitions in this setting.
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Figure 23: The distance to w⋆ is a loose upper bound on the loss for high similarity tasks. Greedy
ordering with d = 60, T = 50. While repetitions do lead to a slightly faster decrease in the squared
distance to w⋆, this decrease remains slow when tasks are highly similar (as in the low-rank setting on
the left). Consequently, the upper bound of Proposition 2.6 becomes looser, as the loss itself decreases
more rapidly. This discrepancy makes it difficult to draw firm conclusions about the convergence of
the loss, including the exact impact of repetitions. A similar gap between the loss and the distance to
the joint solution w⋆ in highly similar tasks was also noted by Evron et al. [33, Section 5.1 therein].

Remark. We omit the figure for the corresponding experiment with varying number of tasks T , as
it offers no additional insights beyond those shown in Figure 21.
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G Appendix to Section 5.3: Hybrid task ordering

G.1 Hybrid ordering scheme

Motivated by the success of greedy Kaczmarz and importance sampling methods [75, 4], as well
as recent convergence bounds for random orderings in continual learning [35, 10], we introduce a
“hybrid” strategy in Section 5.3. Hybrid schemes have also been explored in the contexts of Kaczmarz
methods [75, 25], coordinate descent [36], and multiplicative Schwarz methods [40].

In this approach, tasks are selected greedily as long as the decrements ∥wt−1−wt∥2 (see Eq. (3))
remain above a threshold; afterward, selection switches to random sampling. The proposed hybrid
method can be used with either the greedy Maximum Distance rule (Definition 3.1), as in Scheme 3,
or the greedy Maximum Residual rule (Definition 3.2) as in Scheme 4.

Scheme 3 MD hybrid ordering (τH-MD)

Input: βMD ∈
[
0, ∥w0 −w⋆∥2

]
For each iteration t = 1, . . . , T : # Use greedy selection as long as the threshold is met
m′ ← argmaxm∈[T ]\τH-MD(1:t−1) ∥(I−Pm)(wt−1 −w⋆)∥2 # Compute greedy selection
If ∥(I−Pm′)(wt−1 −w⋆)∥2 ≥ βMD Then τH-MD(t)← m′ Else Break

τH-MD(t : T ) ∼ Unif ([T ] \ τH-MD(1 : t−1)) # Choose remaining tasks randomly w/o replacement

Scheme 4 MR hybrid ordering (τH-MR)

Input: βMR ∈
[
0, R2 ∥w0 −w⋆∥2

]
# Reminder: R ≜ maxm∈[T ] ∥Xm∥

For each iteration t = 1, . . . , T : # Use greedy selection as long as the threshold is met
m′ ← argmaxm∈[T ]\τH-MR(1:t−1) ∥Xmwt−1 − ym∥2 # Compute greedy selection
If ∥Xm′wt−1 − ym′∥2 ≥ βMR Then τH-MR(t)← m′ Else Break

τH-MR(t : T ) ∼ Unif ([T ] \ τH-MR(1 : t−1)) # Choose remaining tasks randomly w/o replacement

While our analysis sets the threshold β using ∥w0−w⋆∥ and R, the hybrid methods remain useful,
e.g., with a heuristic β.

Analytically, using a suitable threshold β, any upper bound for without-replacement random orderings,
e.g., an O

(
1/
√
k
)

bound [10], can extend to our hybrid schemes, showing again that they avoid the
failure mode of Section 5.1, as shown in the following Lemma G.1. Moreover, we show that the
upper bound that we derive for hybrid orderings continues to improve as long as the stopping criterion
is not triggered. Put more simply, it is beneficial to follow the greedy ordering as long as the resulting
iterates are “large enough” (however, the actual stopping time will depend on the data).

50



G.2 Hybrid ordering upper bound

Lemma G.1 (Hybrid ordering bound). Consider any known upper bound for the expected normalized
loss (Definition 2.3) in random ordering without replacement over T jointly-realizable tasks, of the
form EτUnif

[L(wτUnif

T )] ≤ C
Tα with C > 0 and 0 < α ≤ 1, such that C

Tα ≤ 1
2−α . Then, defining

β̃min ≜ Tα−C(1−α)
CT , the following holds:

When βMD ≥ ∥w0 −w⋆∥2 β̃min (or βMR ≥ R2 ∥w0 −w⋆∥2 β̃min), the loss under Scheme 3
(or Scheme 4) is upper bounded as EτH [L(w

τH
T )] ≤ C

Tα . Furthermore, choosing βMD =

∥w0 −w⋆∥2 β̃min (or βMR = R2 ∥w0 −w⋆∥2 β̃min), i.e., postponing the stopping time as much as
our (data-dependent) condition allows, leads to the tightest upper bound (in our derivations).

Proof. For MD and MR hybrid orderings, we denote βMD = β̃ ∥w0 −w⋆∥2 and βMR =

β̃R2 ∥w0 −w⋆∥2, respectively. Note the following holds for all m ∈ [T ] , w ∈ Rd:

∥Xmw − ym∥2= ∥Xm (w −w⋆)∥2=
∥∥XmX+

mXm (w −w⋆)
∥∥2≤ R2 ∥(I−Pm) (w −w⋆)∥2 .

So, when ∥Xmwt−1 − ym∥2 ≥ β̃R2 ∥w0 −w⋆∥2, immediately ∥(I−Pm) (wt−1 −w⋆)∥2 ≥
β̃ ∥w0 −w⋆∥2, i.e., if the condition for continuing with greedy MR steps in Scheme 4 holds, then
∥(I−Pm) (wt−1 −w⋆)∥2 ≥ β̃ ∥w0 −w⋆∥2 (this holds by definition for Scheme 3).

The last step t for which maxm∈[T ]\τ(1:t−1) ∥(I−Pm) (wt−1 −w⋆)∥2 ≥ β̃ ∥w0 −w⋆∥2 consecu-
tively holds is some t = s, where 0 ≤ s ≤ T . The following holds:

∥ws −w⋆∥2 = ∥w0 −w⋆∥2 −
s∑

t=1

∥wt −wt−1∥2 ≤ ∥w0 −w⋆∥2
(
1− β̃s

)
.

We are reminded of the definition for the (normalized) loss for a solution vector w with a task
collection T , starting from some starting point w0 and having a minimum norm joint solution w⋆:

L(T ,w0) [w] ≜
1

∥w0 −w⋆∥2 R2

1

|T |
∑
m∈T

∥Xm (w −w⋆)∥2 .

Running the hybrid scheme on the task collection [T ] yields the following expected loss:

EτL([T ],w0) [wT ] =
1

∥w0 −w⋆∥2 R2

1

T

T∑
m=1

E
[
∥Xm (wT −w⋆)∥2

]
=

1

∥w0 −w⋆∥2 R2

1

T

[ s∑
t=1

E
[∥∥Xτ(t) (wT −w⋆)

∥∥2]+ ∑
m∈[T ]\τ(1:s)

E
[
∥Xm (wT −w⋆)∥2

] ]

≤ 1

∥w0 −w⋆∥2 R2

1

T

[
R2

s∑
t=1

E
[
∥wT −w⋆∥2

]
+
∑

m∈[T ]\τ(1:s)

E
[
∥Xm (wT −w⋆)∥2

] ]
(1)
≤ 1

∥w0 −w⋆∥2 R2

1

T

[
R2

s∑
t=1

E
[
∥ws −w⋆∥2

]
+
∑

m∈[T ]\τ(1:s)

E
[
∥Xm (wT −w⋆)∥2

] ]
(2)
=

1

∥w0 −w⋆∥2 R2

1

T

[
R2s ∥ws −w⋆∥2 +

∑
m∈[T ]\τ(1:s)

E
[
∥Xm (wT −w⋆)∥2

] ]

=
∥ws −w⋆∥2

T ∥w0 −w⋆∥2

s+ (T − s)

(
1

∥ws −w⋆∥2 R2

1

T − s

∑
m∈[T ]\τ(1:s)

E
[
∥Xm (wT −w⋆)∥2

])
=
∥ws −w⋆∥2

T ∥w0 −w⋆∥2
(
s+ (T − s)EτL([T ]\τ(1:s),ws) [wT ]

)
≤ 1− β̃s

T

(
s+ (T − s)EτL([T ]\τ(1:s),ws) [wT ]

)
,
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where (1) is since s ≤ T , and (2) is since ws is deterministic. This means we can plug in any upper
bound for the expected normalized loss of the random ordering, for the collection of T − s tasks
[T ] \ τ (1 : s) with the starting point ws, replacing dependence on T with T − s. If we have an upper
bound for the expected normalized loss of random ordering of f (T ) tasks, which is a positive and
decreasing function of T , we obtain the following upper bound for hybrid ordering:

EτL([T ],w0) [wT ] ≤
1− β̃s

T
(s+ (T − s) f (T − s)) . (11)

As a sanity check, setting s = 0 removes the greedy iterates, and the bound reduces to that of random
ordering.

For the rest of the proof, we work with bounds of the following form:

f (T ) =

{
C
Tα

C
Tα ≤ 1

1 else
, (12)

such that f (T ) ≤ 1, ∀C,α, T . This only means that we ignore the cases where the bound on random
orderings is entirely vacuous, i.e., it is larger than 1.

We want a condition on β̃ for which continuing with greedy iterates as long as
∥(I−Pm) (wt−1 −w⋆)∥2 ≥ β̃ ∥w0 −w⋆∥2, necessarily improves the bound. This means we want
the bound to decrease with s. Thus, we demand ∀s ∈ [T ] : d

ds

(
1−β̃s
T (s+ (T − s) f (T − s))

)
≤ 0:

d

ds

(
1− β̃s

T
(s+ (T − s) f (T − s))

)

=
1

T

(
−β̃ (s+ (T − s) f (T − s)) +

(
1− β̃s

)
(1 + (−f (T − s)− (T − s) f ′ (T − s)))

)
=

1

T

(
−β̃s− β̃T f (T − s) + β̃sf (T − s) + 1− f (T − s)− (T − s) f ′ (T − s)− β̃s

+β̃sf (T − s) + β̃s (T − s) f ′ (T − s)
)

=
1

T

(
1− 2β̃s−

(
1 + β̃T − 2β̃s

)
f (T − s)−

(
1− β̃s

)
(T − s) f ′ (T − s)

)
.

When demanding this expression to be ≤ 0, we get:

β̃ (−2s− (T − 2s) f (T − s) + s (T − s) f ′ (T − s)) ≤ −1 + f (T − s) + (T − s) f ′ (T − s)

β̃ ≥ 1− f (T − s)− (T − s) f ′ (T − s)

Tf (T − s) + 2s (1− f (T − s))− s (T − s) f ′ (T − s)
.

As a sanity check, note that since f (T − s) ≤ 1 and f ′ (T − s) ≤ 0, the numerator is non-negative
and the denominator is positive.

Continuing:

β̃ ≥ 1− f (T − s)− (T − s) f ′ (T − s)

Tf (T − s) + 2s (1− f (T − s))− s (T − s) f ′ (T − s)

=
1− f (T − s)− (T − s) f ′ (T − s)

s (1− f (T − s)− (T − s) f ′ (T − s))− s+ Tf (T − s) + s− sf (T − s)

=

(
s+

(T − s) f (T − s)

1− f (T − s)− (T − s) f ′ (T − s)

)−1

β̃−1 ≤ s+
(T − s) f (T − s)

1− f (T − s)− (T − s) f ′ (T − s)
.

We demand this holds ∀s ∈ [T ]. We assume, for now, that C
(T−s)α ≤ 1. We will later examine the

other case. Thus, plugging in f (T − s) = C
(T−s)α :
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β̃−1 ≤ s+
(T − s) C

(T−s)α

1− C
(T−s)α + (T − s) αC

(T−s)α+1

= s+
C (T − s)

1−α

1− C
(T−s)α + αC

(T−s)α

= s+
C (T − s)

(T − s)
α
(
1− C(1−α)

(T−s)α

) = s+
C (T − s)

(T − s)
α − C (1− α)

≜ g (s) .

We are reminded that we assumed C
(T−s)α ≤ 1, thus (T − s)α ≥ C > C (1− α), so the denominator

here is positive. Denote β̃−1 ≤ g (s) ≜ s+ C(T−s)
(T−s)α−C(1−α) . In order to find an upper bound on β̃−1

which holds for all s, we look for the minimum of g(s). Differentiating, we get:

dg (s)

ds
= 1 +

−C ((T − s)
α − C (1− α))− C (T − s)

(
−α (T − s)

α−1
)

((T − s)
α − C (1− α))

2

= 1− C
−α (T − s)

α
+ (T − s)

α − C (1− α)

((T − s)
α − C (1− α))

2

= 1 + αC
(T − s)

α

((T − s)
α − C (1− α))

2 − C
1

(T − s)
α − C (1− α)

≥ 1 + αC
(T − s)

α − C (1− α)

((T − s)
α − C (1− α))

2 − C
1

(T − s)
α − C (1− α)

= 1− C (1− α)

(T − s)
α − C (1− α)

=
(T − s)

α − 2C (1− α)

(T − s)
α − C (1− α)

.

Hence g′(s) ≥ 0 for s small enough such that (T −s)α ≥ 2C(1−α), and g′(s) < 0 for larger values,
up to the maximum value under the current assumption of s = T − C1/α. Hence, the minimum of
g(s) in

[
0, T − C1/α

]
will be one of the boundary points:

g
(
T − C1/α

)
= T − C1/α +

C · C1/α

C − C (1− α)
= T − C1/α +

C1/α

α

= T + C1/α
(
α−1 − 1

)
≥ T

g (0) =
CT

Tα − C (1− α)

g
(
T − C1/α

)
− g (0) ≥ T

(
1− C

Tα − C (1− α)

)
= T

(
Tα − C (2− α)

Tα − C (1− α)

)
.

This can only be negative when T < (C (2− α))
1/α, i.e., f (T ) = C

Tα > 1
2−α , which is a case not

covered in this Lemma, since we assumed C
Tα ≤ 1

2−α (and the bound is quite useless if it is larger
than 1

2 anyway). Thus, it is guaranteed that the lowest upper bound for β̃−1 is for s = 0, and we get:

β̃−1 ≤ CT

Tα − C (1− α)

β̃ ≥ β̃min =
Tα − C (1− α)

CT
.

Under this choice of β̃, the upper bound of Eq. (11) is monotonically decreasing with s as long as
C

(T−s)α ≤ 1.

We now address the case of s large enough such that C
(T−s)α > 1. In this case, our upper bound

from Eq. (11) becomes: EτL([T ],w0) [wT ] ≤ 1−β̃s
T (s+ (T − s) · 1) = 1 − β̃s, which is also

monotonically decreasing with s. From continuity of the bound at s = T − C1/α (it does not matter
that this might not be an integer), we get that the bound is monotonically decreasing with s for all
s > 0 when β̃ ≥ β̃min = Tα−C(1−α)

CT , and thus beats the bound for random ordering, achieved at
s = 0.
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G.3 Hybrid ordering experiments

Figure 6 was acquired using the same data as Figure 3a, and using the dimension and rank-dependent
upper bound of 2 (d− r)/k from Evron et al. [35] to set β, since the universal bound of 14/k1/4

requires more than 50 iterations to be effective. The hybrid method results with intermediate
performance between random and greedy. The figures demonstrate that the hybrid approach combines
trends we have seen earlier (App. B) for random and greedy MD, in terms of the effect of dimension,
rank, task count and task correlation on the performance.
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Figure 24: Hybrid performance for varying dimensions d and ranks r of the data matrices, for
isotropic data. T = 50. In high-rank and/or low-dimensional settings, the rank-dependent upper
bound employed by the hybrid strategy in this case is lower, prompting an earlier transition from the
greedy to the random phase. Interestingly, the performance of the random phase within the hybrid
method is slightly inferior to that of fully random ordering—possibly because the initial greedy steps
deplete the set of “extreme” tasks that would otherwise drive greater progress.
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Figure 25: Hybrid performance for varying task count T , for isotropic data. d = 100, r = 10.
We see similar trends. Note that the previously observed slight drop in performance of the random
iterates following the greedy phase is less pronounced with higher task counts, possibly since more
extreme tasks remain available for selection.

Anisotropic data. Similar trends were observed under anisotropic data, and we therefore omit the
corresponding figures for brevity.
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H Appendix to Section 4.1: Code snippet for regression experiments

The regression experiments are intentionally simple, and for completeness and reproducibility we
provide a short code snippet. Running it generates a basic linear regression experiment on isotropic
data, comparing random and greedy orderings (Eq. (4), Def. 3.1 and 3.2).

1 # Minimal Block Kaczmarz experiment with a runnable demo + simple plot
2 import numpy as np
3 import matplotlib.pyplot as plt
4 from numpy.linalg import pinv
5 from typing import List, Tuple, Optional
6

7 # -------- Core utilities --------
8

9 def generate_data(r: int, d: int, T: int, seed: Optional[int] = None) ->
Tuple[np.ndarray, np.ndarray, np.ndarray, List[tuple], List[np.ndarray],
List[np.ndarray]]:

↪→
↪→

10 """
11 Returns:
12 X: (T*r, d) matrix; b: (T*r,) labels; w_true: (d,) teacher.
13 blocks: list of (X_t, b_t) with X_t in R^{r×d}, b_t in R^{r}.
14 pinv_blocks: list of pseudoinverses X_t^+.
15 md_proj: list of X_t^+ X_t (used by MD-based selection).
16 """
17 if seed is not None:
18 np.random.seed(seed)
19

20 X_blocks = [np.random.randn(r, d) for _ in range(T)]
21 max_rad = max(np.linalg.norm(B, 2) for B in X_blocks)
22 X_blocks = [B / max_rad for B in X_blocks]
23

24 w_true = np.random.randn(d)
25 w_true /= np.linalg.norm(w_true)
26

27 X = np.vstack(X_blocks)
28 b = X @ w_true
29

30 X_blocks = [X[i*r:(i+1)*r, :] for i in range(T)]
31 b_blocks = [b[i*r:(i+1)*r] for i in range(T)]
32 pinv_blocks = [pinv(Xt) for Xt in X_blocks]
33 md_proj = [pinv_blocks[t] @ X_blocks[t] for t in range(T)]
34 blocks = list(zip(X_blocks, b_blocks))
35 return X, b, w_true, blocks, pinv_blocks, md_proj

Listing 2: Data generation.
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1 def _pick_uniform(T: int, used: Optional[List[int]], allow_repetition: bool) ->
Optional[int]:↪→

2 if allow_repetition:
3 return int(np.random.randint(0, T))
4 pool = list(set(range(T)) - set(used or []))
5 return int(np.random.choice(pool)) if pool else None
6

7

8 def _pick_greedy_mr(blocks: List[tuple], w: np.ndarray, used:
Optional[List[int]], allow_repetition: bool) -> Optional[int]:↪→

9 best, best_val = None, -np.inf
10 for i, (Xt, bt) in enumerate(blocks):
11 if (not allow_repetition) and used and i in used:
12 continue
13 val = np.linalg.norm(Xt @ w - bt) ** 2
14 if val >= best_val:
15 best, best_val = i, val
16 return best
17

18

19 def _pick_greedy_md(md_proj: List[np.ndarray], w: np.ndarray, w_true:
np.ndarray, used: Optional[List[int]], allow_repetition: bool) ->
Optional[int]:

↪→
↪→

20 best, best_val = None, -np.inf
21 for i, P in enumerate(md_proj):
22 if (not allow_repetition) and used and i in used:
23 continue
24 val = np.linalg.norm(P @ (w - w_true)) ** 2
25 if val >= best_val:
26 best, best_val = i, val
27 return best

Listing 3: Ordering strategies.
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1 def block_kaczmarz(
2 blocks: List[tuple],
3 pinv_blocks: List[np.ndarray],
4 md_proj: List[np.ndarray],
5 w_true: np.ndarray,
6 T: int,
7 d: int,
8 max_iters: int,
9 selection: str = "uniform", # one of {"uniform","greedy_mr","greedy_md"}

10 allow_repetition: bool = False,
11 ) -> Tuple[np.ndarray, List[float], List[float]]:
12 """Runs Block Kaczmarz and returns (w, out_losses, dist_to_teacher) per

iteration."""↪→
13 w = np.zeros(d)
14 out_losses: List[float] = []
15 dist: List[float] = []
16 used: List[int] = []
17

18 for _ in range(max_iters):
19 if selection == "uniform":
20 t = _pick_uniform(T, used, allow_repetition)
21 elif selection == "greedy_mr":
22 t = _pick_greedy_mr(blocks, w, used, allow_repetition)
23 elif selection == "greedy_md":
24 t = _pick_greedy_md(md_proj, w, w_true, used, allow_repetition)
25 else:
26 raise ValueError("selection must be one of

{'uniform','greedy_mr','greedy_md'}")↪→
27

28 if t is None: # no available block under no-replacement
29 out_losses.append(np.nan)
30 dist.append(np.linalg.norm(w - w_true) ** 2)
31 continue
32

33 Xt, bt = blocks[t]
34 w += pinv_blocks[t] @ (bt - Xt @ w) # single block least squares step
35

36 if not allow_repetition:
37 used.append(t)
38

39 # metrics
40 loss = 0.0
41 for Xs, bs in blocks:
42 r = Xs @ w - bs
43 loss += np.linalg.norm(r) ** 2
44 out_losses.append(loss / T)
45 dist.append(np.linalg.norm(w - w_true) ** 2)
46

47 return w, out_losses, dist

Listing 4: Experiment loop.
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1 # -------- One reproducible experiment + simple figure --------
2

3 # Problem size / schedule
4 d = 100
5 r = max(1, int(0.1 * d)) # rows per block (r/d = 0.1)
6 T = 50 # number of blocks
7 max_iters = T # single pass without replacement
8 seed = 42 # reproducible
9

10 # Data and precomputations
11 _, _, w_true, blocks, pinv_blocks, md_proj = generate_data(r, d, T, seed=seed)
12

13 # Compare three orderings (no replacement for apples-to-apples single pass)
14 strategies = [
15 ("Random", {"selection": "uniform", "allow_repetition": False}),
16 ("Greedy MR", {"selection": "greedy_mr", "allow_repetition": False}),
17 ("Greedy MD", {"selection": "greedy_md", "allow_repetition": False}),
18 ]
19

20 results = {}
21 for name, opts in strategies:
22 _, out_losses, dist = block_kaczmarz(
23 blocks=blocks,
24 pinv_blocks=pinv_blocks,
25 md_proj=md_proj,
26 w_true=w_true,
27 T=T,
28 d=d,
29 max_iters=max_iters,
30 **opts
31 )
32 results[name] = (np.asarray(out_losses), np.asarray(dist))
33

34 # Print final metrics
35 print("Final loss and distance-to-teacher:")
36 for name in strategies:
37 key = name[0]
38 L, D = results[key]
39 # pick the last non-nan value
40 last_idx = np.where(~np.isnan(L))[0][-1]
41 print(f" {key:10s} loss={L[last_idx]:.4e} dist={D[last_idx]:.4e}")
42

43 # Simple comparison figure
44 plt.figure(figsize=(6, 4))
45 xs = np.arange(1, max_iters + 1)
46 for name, (L, _) in results.items():
47 plt.plot(xs, L[:max_iters], label=name)
48 plt.xlabel("Iterations (seen tasks)")
49 plt.ylabel("Average loss")
50 plt.yscale("log")
51 plt.grid(True, alpha=0.3)
52 plt.legend()
53 plt.tight_layout()
54 plt.show()

Listing 5: Simple ordering comparison experiment.
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I Lower bound technical appendix: Delta positivity proof

This section supplements App. E.1, which we recommend reviewing in advance. Here, we prove that
∀d ≥ 25,000, ∀t ∈ {2, . . . , d− 1} , ∀k ∈ {t, . . . , d− 1},

∆t,k ≜ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1 > 0 .

In some places in our proofs, we will need a closed-form approximation of the first coordinates
xk ≜ (wk)1 which we obtain recursively. Such an approximation was suggested in Hucht [48]:

x̃k =

√
1− 1

ln 4
+ 4−

k
d

(
1

ln 4
− k

d

)
.

This will be formalized and proven in App. J. In addition this gives us a lower bound xk ≥ 0.45, ∀k ∈
[d] when d ≥ 25,000 (Corollary J.3).

I.1 Proof outline

The proof is straightforward: we decompose ∆t,k to smaller parts, and attempt to lower bound each
of these parts. We then combine all of these lower bounds to achieve an overall lower bound on ∆t,k

and find a sufficient condition on d for which this lower bound is positive. This condition, revealed in
Eq. (13), is already satisfied when d ≥ 25,000, concluding the proof. We begin by bounding some
intermediate quantities that appear later in the derivation, and starting in App. I.3.6 we decompose
and lower bound ∆t,k.

I.2 Auxiliary: Algebraic inequalities

Claim I.1. ∀d ∈ N and 1 ≤ n ≤ d, it holds that 1− cn ≜ 1− 2−n/d ∈
[
n ln(2)

d − n2 ln2(2)
2d2 , n ln(2)

d

]
.

Particularly, this shows 1− c ∈
[
ln(2)
d − ln2(2)

2d2 , ln(2)
d

]
.

Proof. To show the upper bound, we define α = n/d ∈ (0, 1] and f (α) = 1− 2−α − α ln (2), and
notice that f is decreasing in (0, 1] since

f ′ (α) =
(
2−α − 1

)
ln (2) ∝ 2−α − 1 < 0, ∀α ∈ (0, 1] .

Then, this means f (α) = 1− 2−n/d − n ln(2)
d ≤ limα→0+ f (α) = 0 as required.

Conversely, we get the lower bound by showing that the function g
(
α = n

d

)
= 1 − 2−n/d −(

n ln(2)
d − n2 ln2(2)

2d2

)
is increasing in (0, 1],

g (α) = 1− 2−α −
(
α ln (2)− α2 ln2 (2)

2

)
, lim
α→0+

g (0) = 1− 2−0 − 0 = 0 ,

g′ (α) = ln (2)
(
2−α + α ln (2)− 1

)
∝ 2−α + α ln (2)− 1 = −f (α) + 1

≥ − lim
α→0+

f (α) + 1 = −
(
1− 2−0 − 0

)
+ 1 = 1 > 0 .

Claim I.2. For ∀d, n,m ∈ N and k ∈ [d], we have cnk−m ≥ 2−n.

Proof. Notice that cz = 2−z/d is decreasing with z. Plugging in z = nk − m ≤ nd, we get
cz ≥ cnd = 2−n.
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Claim I.3. ∀k ∈ [1, d] it holds that 1− (1− c) (k − 1) = ((k − 1) c− (k − 2)) ∈ [0, 1].

Proof. It is clear that (1− c) (k − 1) ≜
(
1− 2−1/d

)
(k − 1) ≥ 0. Then, we can simply show that

from Claim I.1:

(1− c)︸ ︷︷ ︸
≥0

(k − 1) ≤ (1− c) (d− 1) ≤ ln (2)

d
(d− 1) < ln (2) < 1 .

Claim I.4. ∀k ∈ [1, d] it holds that kc− (k − 1) > 0.

Proof. From Claim I.1 we have 1− c ≤ ln 2
d ⇒ c ≥ 1− ln 2

d . Plugging that in we get:

kc− (k − 1) ≥ k

(
1− ln 2

d

)
− k + 1 = 1− ln 2

k

d
≥ 1− ln 2 > 0 .

Claim I.5. ∀k ∈ [d] it holds that βk ∈
[
0.3c2k−5

d , c2k−5

d

]
.

Proof.

βk =
((k − 1) c− (k − 2)) c2k−5

d
=
(
1− (1− c) (k − 1)︸ ︷︷ ︸

∈[0,ln(2)]⊂[0,0.7]

)
· c

2k−5

d
∈
[
0.3c2k−5

d
,
c2k−5

d

]
.

Claim I.6. xk is decreasing and ∀k ∈ [d] , xk ≤ 1.

Proof. Decreasing follows immediately from positivity of βk (see Claim I.5) and the construction,
and since x1 = 1 we get ∀k ∈ [d] , xk ≤ 1.

Claim I.7. ∀k ∈ [2, d] it holds that βk ≤ 1
cd .

Proof. Since c < 1, we have βk ≤
c2k−5

d
≤ c2·2−5

d
=

1

cd
.

Claim I.8. ∀a > 0, b ∈ R \ {0} such that a+ b ≥ 0, it holds that
√
a+ b <

√
a+ b

2
√
a

.

Proof. 0 < b2 ⇐⇒ 4a (a+ b) < 4a2 + 4ab+ b2 = (2a+ b)
2 ⇐⇒

√
a+ b <

√
a+ b

2
√
a

.

Claim I.9. ∀d ≥ 1 : 21/d ≥ 1 + ln 2
d .

Proof. Using Taylor’s expansion: 21/d = e
ln 2
d = 1 +

ln 2

d
+

∞∑
i=2

1

i!

(
ln 2

d

)i

≥ 1 +
ln 2

d
.

Claim I.10. If |xk − x̃k| ≤ ϵ and xk ≥ 0,
∣∣x2

k − x̃2
k

∣∣ ≤ 2xkϵd + ϵ2d.

Proof. Defining r = x̃k − xk, we have,∣∣x2
k − x̃2

k

∣∣ = ∣∣∣x2
k − (xk + r)

2
∣∣∣ = ∣∣2xkr − r2

∣∣ ≤ |2xkr|+ r2 = 2 |xk (x̃k − xk)|+ (x̃k − xk)
2

≤ 2xkϵ+ ϵ2 .
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I.3 Proof body

I.3.1 Analyzing xk−1 − xk, (xk−1 − xk)
2
, xk

xk−1

Proposition I.11. For any k ≥ 2, it holds that,

xk−1 − xk ≜ fxk−1
(βk) ∈

[
βk

xk−1
+

β2
k

x3
k−1

+
2β3

k

x5
k−1

,
βk

xk−1
+

β2
k

x3
k−1

+
2β3

k(
x2
k−1 − 4βk

)5/2
]

[when d ≥ 25,000] ⊆
[

βk

xk−1
+

β2
k

x3
k−1

,
βk

xk−1
+

β2
k

x3
k−1

+
113c6k−15

d3

]
.

Proof. By construction, we have

xk−1 − xk =
xk−1 −

√
x2
k−1 − 4βk

2
.

Define fz (x) =
1
2

(
z −
√
z2 − 4x

)
for z ∈ [0.45, 1] (see Claim I.6, Corollary J.3) and z2 ≫ x > 0.

Expand with Taylor:
fz (0) = fz (0)

f (1)
z (x) = −1

4

−4√
z2 − 4x

=
1√

z2 − 4x
=⇒ f (1)

z (0) =
1

z
,

f (2)
z (x) = 2

(
z2 − 4x

)−3/2
=⇒ f (2)

z (0) =
2

z3
,

f (3)
z (x) = 2

3

2
· 4
(
z2 − 4x

)−5/2
= 12

(
z2 − 4x

)−5/2
=⇒ f (3)

z (0) =
12

z5
,

and notice that generally ∀z2 ≫ x > 0 we have f
(n)
z (x) > 0.

Then, by Lagrange’s form of the remainder, the error of the quadratic approximation (around x = 0)
is given by

fz (x) =
f (0)

0!
x0 +

f (1) (0)

1!
x1 +

f (2) (0)

2!
x2 +R2 (x) =

x

z
+

x2

z3
+R2 (x) ,

where

R2 (x) =
f (3) (x0)

3!
(x− 0)

3
=

12
(
z2 − 4x0

)−5/2

6
x3 ∈

[
2x3

z5
,

2x3

(z2 − 4x)
5/2

]
.

since x0 ∈ [0, x].

We get that

xk−1 − xk = fxk−1
(βk) ∈

[
βk

xk−1
+

β2
k

x3
k−1

+
2β3

k

x5
k−1

,
βk

xk−1
+

β2
k

x3
k−1

+
2β3

k(
x2
k−1 − 4βk

)5/2
]
.

Finally, since βk ≤ c2k−5

d and xk−1 ∈ [0.45, 1] we have

2β3
k(

x2
k−1 − 4βk

)5/2 ≤ 2
(

c2k−5

d

)3
(
0.452 − 4 c2k−5

d

)5/2 ≤ 2c6k−15

d3
(
0.452 − 4 1

cd

)5/2
≤ 2c6k−15

d1/2
(
0.2d− 4 · 21/d

)5/2[
d ≥ 10,000⇒ 4 · 21/d ≤ 0.00041d

]
≤ 2c6k−15

d1/2 (0.2d− 0.00041d)
5/2
≤ 113c6k−15

d3
.
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Proposition I.12. For any k ≥ 2 (and d ≥ 25,000), it holds that,

xk

xk−1
∈
(
1− βk

x2
k−1

−
(
1 +

10

d

)
β2
k

x4
k−1

, 1− βk

x2
k−1

)
.

Proof. We employ the bounds we found for xk−1 − xk:

xk

xk−1
=

1

xk−1
(xk − xk−1 + xk−1) = 1− 1

xk−1
(xk−1 − xk)

∈

[
1− βk

x2
k−1

− β2
k

x4
k−1

− 2β3
k

xk−1

(
x2
k−1 − 4βk

)5/2 , 1− βk

x2
k−1

− β2
k

x4
k−1

− 2β3
k

x6
k−1

]

⊂

[
1− βk

x2
k−1

− β2
k

x4
k−1

− 2β3
k

xk−1

(
x2
k−1 − 4βk

)5/2 , 1− βk

x2
k−1

]
.

Notice that from the bounds on βk, xk−1, we have:

2β3
k

xk−1

(
x2
k−1 − 4βk

)5/2 =
2β2

kβkx
3
k−1

x4
k−1

(
x2
k−1 − 4βk

)5/2 ≤ 2β2
k
c2k−5

d 13

x4
k−1

(
0.452 − 4 c2k−5

d

)5/2
≤

2β2
k
1
d

x4
k−1

(
0.452 − 4 1

cd

)5/2 =
2β2

k

d · 0.452x4
k−1

(
1− 4

0.452
1

2−1/dd

)5/2
[d ≥ 10,000] ≤ 2β3

k

d · 0.452x4
k−1

(
1− 4

0.452
1

2−1/10000·10000

)5/2 ≤ β3
k

x4
k−1

· 10
d

.

Since d ≥ 10,000, we obtain 2β3
k

xk−1(x2
k−1−4βk)

5/2 ≤ 10
d

β2
k

x4
k−1

. Overall, we get

xk

xk−1
∈
(
1− βk

x2
k−1

−
(
1 +

10

d

)
β2
k

x4
k−1

, 1− βk

x2
k−1

)
.
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Proposition I.13. For k ≥ 2 (and d ≥ 25,000), it holds that,

(xk−1 − xk)
2
=

xk−1 −
√
x2
k−1 − 4βk

2

2

∈
[

β2
k

x2
k−1

,
β2
k

x2
k−1

+
113c6k−15

d3

]
.

Proof. We exploit the Taylor expansion of the following function (for z2 ≫ x > 0),

f (x) =

(
z −
√
z2 − 4x

2

)2

,

f (1) (x) =
z√

z2 − 4x
− 1, f (2) (x) =

2z

(z2 − 4x)
3/2

, f (3) (x) =
12z

(z2 − 4x)
5/2

.

Then, by Lagrange’s form of the remainder, the error of the quadratic approximation (around x = 0)
is given by

f (x) =
f (0)

0!
x0 +

f (1) (0)

1!
x1 +

f (2) (0)

2!
x2 +R2 (x)

= 0 + 0 · x1 +
2

2z2
x2 +R2 (x) =

x2

z2
+R2 (x) ,

where

R2 (x) =
f (3) (x0)

3!
(x− 0)

3
=

12z

6 (z2 − 4x0)
5/2

x3 =
2z

(z2 − 4x0)
5/2

x3 ∈

[
2x3

z4
,

2z · x3

(z2 − 4x)
5/2

]
,

since x0 ∈ [0, x].

Then, setting z = xk−1 ∈ [0.45, 1], we can now conclude that,

(xk−1 − xk)
2
=

xk−1 −
√
x2
k−1 − 4βk

2

2

≜ f (βk)

∈

[
β2
k

x2
k−1

+
2β3

k

x4
k−1

,
β2
k

x2
k−1

+
2β3

kxk−1(
x2
k−1 − 4βk

)5/2
]
.

We simplify the lower bound as (xk−1 − xk)
2 ≥ β2

k

x2
k−1

+
2β3

k

x4
k−1
≥ β2

k

x2
k−1

.

Finally, for the upper bound, since βk ≤ c2k−5

d and xk−1 ∈ [0.45, 1] we have

(xk−1 − xk)
2 ≤ β2

k

x2
k−1

+
2β3

kxk−1(
x2
k−1 − 4βk

)5/2 ≤ β2
k

x2
k−1

+
2c6k−15xk−1

d3
(
x2
k−1 − 4 c2k−5

d

)5/2
≤ β2

k

x2
k−1

+
2 · c6k−15

d3
(
0.452 − 4 1

cd

)5/2 ≤ β2
k

x2
k−1

+
2c6k−15

d1/2
(
0.2d− 4 · 21/d

)5/2[
d≥10,000

=⇒4·21/d≤0.00041d

]
≤ β2

k

x2
k−1

+
2c6k−15

d1/2 (0.2d− 0.00041d)
5/2
≤ β2

k

x2
k−1

+
113c6k−15

d3
.
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I.3.2 Expanding the inner product (wk−1 −wk)
⊤
wt−1

Proposition I.14. Let t ∈ [d] and t < k ≤ d (and d ≥ 25,000). Then,

(wk−1 −wk)
⊤
wt−1 ∈

[
xt−1

xk−1
βk +

xt−1

x3
k−1

β2
k +

t− 2

d
ck+t−6 (1− c) ,

xt−1

xk−1
βk +

xt−1

x3
k−1

β2
k +

t− 2

d
ck+t−6 (1− c) +

113c6k−15

d3

]
.

Proof. We use the expanded form of the inner product, that is,

0 < (wk−1 −wk)
⊤
wt−1 = (xk−1 − xk)xt−1 + (t− 2)

ck−3 (1− c)√
d

ct−3

√
d

= (xk−1 − xk)xt−1 +
t− 2

d
ck+t−6 (1− c) .

Since we already showed xk−1 − xk ∈
[

βk

xk−1
+

β2
k

x3
k−1

, βk

xk−1
+

β2
k

x3
k−1

+ 113c6k−15

d3

]
, we now have,

(wk−1 −wk)
⊤
wt−1 ≥

xt−1

xk−1
βk +

xt−1

x3
k−1

β2
k +

t− 2

d
ck+t−6 (1− c) ,

and,

(wk−1 −wk)
⊤
wt−1 ≤ xt−1

(
βk

xk−1
+

β2
k

x3
k−1

+
113c6k−15

d3

)
+

t− 2

d
ck+t−6 (1− c)

[xt−1 ≤ 1] ≤ xt−1

xk−1
βk +

xt−1

x3
k−1

β2
k +

t− 2

d
ck+t−6 (1− c) +

113c6k−15

d3
.

I.3.3 Bounding h (k) ≜

√
β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

Proposition I.15. For any k ≥ 2 (when d ≥ 25,000), h (k) ∈
[
ck−3
√
d
, ck−3

√
d

+ 5.42
d3/2

]
.

Proof. The lower bound is easy to obtain:

h (k) =

√
β2
k

x2
k−1

+
k − 2

d
c2k−6 (1− c)

2
+

1

d
c2k−6 >

√
1

d
c2k−6 ≥ ck−3

√
d

.

To get the upper bound, we employ the inequality (1− c) ≜ 1− 2−1/d ≤ ln(2)
d , and get,

h (k) =

√
β2
k

x2
k−1

+
k − 2

d
c2k−6 (1− c)

2
+

c2k−6

d

≤

√
β2
k

(0.45)
2 + (1− c)

2
+

c2k−6

d
≤

√
β2
k

(0.45)
2 +

ln2 (2)

d2
+

c2k−6

d

[I.7] ≤

√
1

(0.45)
2
c2d2

+
ln2 (2)

d2
+

c2k−6

d[
d≥10,000

⇒c2≥0.99986

]
≤
√

c2k−6

d
+

5.42

d2

[I.8] <

√
c2k−6

d
+

1

2
√

c2k−6

d

· 5.42
d2

=
ck−3

√
d

+
1

2ck−3
· 5.42
d3/2

[
ck−m ≥ 2−1

]
≤ ck−3

√
d

+
5.42

d3/2
.

64



I.3.4 Bounding h(k+1)
h(k)

Proposition I.16. For any k ≥ 2 (when d ≥ 500),

h (k + 1)

h (k)
∈
[
c− 5.5c2k−5

x2
k−1d

2
, c+

2.44

x4
kc

2k−3d2

]
.

Proof. We start by expanding the expression in a way that will be useful for both the upper and the
lower bounds,

h (k + 1)

h (k)
=

√√√√√ β2
k+1

x2
k

+ k−1
d c2k−4 (1− c)

2
+ 1

dc
2k−4

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

=

√√√√√ β2
k+1

x2
k

+ k−2
d

c2k−4 (1− c)
2
+ 1

dc
2k−4

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

+
1
d
c2k−4 (1− c)

2

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

=

√√√√√c2 +

β2
k+1

x2
k
− c2β2

k

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

+
1
dc

2k−4 (1− c)
2

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

.

For the upper bound. We show that,

h (k + 1)

h (k)

=

√√√√√c2 +

β2
k+1

x2
k
− c2β2

k

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

+
1
dc

2k−4 (1− c)
2

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

(1)

≤

√√√√√c2 + β2
k

1
x2
k
− c2

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

+
1
d (1− c)

2

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

(2)

≤

√√√√√√c2 +
1

c2d2

1
x2
k
− c2

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

+

1
d

(
ln(2)

d

)2
β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

≤

√√√√
c2 +

1

c2d2

1
x2
k
− c2

x2
k−1

1
dc

2k−6
+

ln2(2)
d3

1
dc

2k−6
=

√
c2 +

x2
k−1 − c2x2

k

x2
k−1x

2
kc

2k−4d
+

ln2 (2)

c2k−6d2

(3)

≤

√
c2 +

x2
k−1 − c2x2

k

x4
kc

2k−4d
+

ln2 (2)

c2k−6d2
=

√
c2 +

x2
k−1 − c2x2

k−1

x4
kc

2k−4d
+

c2x2
k−1 − c2x2

k

x4
kc

2k−4d
+

ln2 (2)

c2k−6d2

(4)

≤

√
c2 + (1− c2)

1

x4
kc

2k−4d
+ c2

x2
k−1 − x2

k

x4
kc

2k−4d
+

ln2 (2)

c2k−6d2
,

where (1) is since βk+1 < βk, c < 1; (2) is since βk < 1
cd , 1 − c ≤ ln 2

d ; (3) is since xk ≤ xk−1;
and (4) is since xk−1 ≤ 1. To upper bound x2

k−1 − x2
k we use the recursive formula of xk, showing
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that

x2
k−1 − x2

k = x2
k−1 −

x2
k−1 + 2xk−1

√
x2
k−1 − 4βk + x2

k−1 − 4βk

4

=
x2
k−1

2
−

x2
k−1

√
1− 4 βk

x2
k−1
− 2βk

2[
1− z ≤

√
1− z

]
≤

x2
k−1

2
−

x2
k−1

(
1− 4 βk

x2
k−1

)
− 2βk

2
=

4βk + 2βk

2
= 3βk .

Back to our expression,

h (k + 1)

h (k)
≤

√
c2 + (1− c2)

1

x4
kc

2k−4d
+

3βk

x4
kc

2k−6d
+

ln2 (2)

c2k−6d2[
βk ≤

1

cd

]
≤

√
c2 + (1− c2)

1

x4
kc

2k−4d
+

3

x4
kc

2k−5d2
+

ln2 (2)

c2k−6d2[
1− c2 ≤ ln (4)

d

]
≤

√
c2 +

ln (4)

x4
kc

2k−4d2
+

3

x4
kc

2k−5d2
+

ln2 (2)

c2k−6d2

[c < 1] ≤

√
c2 +

ln (4)

x4
kc

2k−4d2
+

3

x4
kc

2k−4d2
+

ln2 (2)

c2k−4d2
≤

√
c2 +

4.39 + 0.49x4
k

x4
kc

2k−6d2

[xk ≤ 1] ≤

√
c2 +

4.88

x4
kc

2k−4d2
= c

√
1 +

4.88

x4
kc

2k−2d2
≤ c+

2.44

x4
kc

2k−3d2
,

where in the last inequality we used the fact that ∀z > 0,
√
1 + z ≤ 1 + z

2 (since
(
1 + z

2

)2
=

1 + z + z2

4 ≥ 1 + z =
(√

1 + z
)2

).

For the lower bound. We show that,

h (k + 1)

h (k)

=

√√√√√c2 +

β2
k+1

x2
k
− c2β2

k

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

+
1
dc

2k−4 (1− c)
2

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

≥

√√√√√c2 +

β2
k+1

x2
k
− c2β2

k

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

≥ c

√√√√√1 +

β2
k+1

x2
k
− β2

k

x2
k−1

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

(1)

≥ c

√√√√1 +
1

x2
k−1

β2
k+1 − β2

k

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6

,

where (1) is since xk ≤ xk−1. Since (βk)k is positive and decreasing, β2
k+1 − β2

k < 0, and so we
can simplify the expression using the fact that

√
1− z ≥ 1− z, ∀z ∈ (0, 1):

h (k + 1)

h (k)
≥ c

√
1−

∣∣β2
k − β2

k+1

∣∣
1
dc

2k−6x2
k−1

≥ c−
∣∣β2

k − β2
k+1

∣∣
1
dc

2k−5x2
k−1

.
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Focusing on |β
2
k+1−β2

k|
1
d c

2k−5 , and since 1− (1− c) (k − 1) = ((k − 1) c− (k − 2)),

∣∣β2
k+1 − β2

k

∣∣
1
dc

2k−5
=

β2
k − β2

k+1
1
dc

2k−5
=

(
((k−1)c−(k−2))c2k−5

d

)2
−
(

(kc−(k−1))c2k−3

d

)2
1
dc

2k−5

=
c2k−5

d

(
(1− (1− c) (k − 1))

2 − (1− (1− c) k)
2
c4
)

=
c2k−5

d

(1− c4
)
− 2k (1− c)

(
1− c4

)︸ ︷︷ ︸
≥0

+k2 (1− c)
2 (

1− c4
)
+

+2 (1− c) + (1− c)
2︸ ︷︷ ︸

≥0

(−2k + 1)


≤ c2k−5

d

((
1− c4

)
+ k2 (1− c)

2 (
1− c4

)
+ 2 (1− c) + (1− c)

2
)
.

Using the previously derived bounds of 1− c ∈
[
ln(2)
d − ln2(2)

2d2 , ln(2)
d

]
, we can get,∣∣β2

k+1 − β2
k

∣∣
1
dc

2k−5
≤ c2k−5

d

((
1− c4

)
+ k2

ln2 (2)

d2
(
1− c4

)
+ 2

ln (2)

d
+

ln2 (2)

d2

)
[
d ≥ 500 ≥ 1000 ln2 (2)

]
≤ c2k−5

d

((
1− c4

)
+ k2

ln2 (2)

d2
(
1− c4

)
+ 2

ln (2)

d
+

0.001

d

)
[k ≤ d] ≤ c2k−5

d

((
1− c4

)
+ ln2 (2)

(
1− c4

)
+

ln (4) + 0.001

d

)
≤ c2k−5

d

((
1 + ln2 (2)

) (
1− c4

)
+

ln (4) + 0.001

d

)
.

Notice that we can use the previously derived bound of 1− cn ≤ n ln(2)
d , thus obtaining∣∣β2

k+1 − β2
k

∣∣
1
dc

2k−5
≤ c2k−5

d

((
1 + ln2 (2)

) 4 ln (2)
d

+
ln (4) + 0.001

d

)
≤ 5.5

c2k−5

d2
.

Finally, we get,
h (k + 1)

h (k)
≥ c−

∣∣β2
k − β2

k+1

∣∣
1
dc

2k−5x2
k−1

≥ c− 5.5c2k−5

x2
k−1d

2
.
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I.3.5 Expanding the norm

Proposition I.17. For any k ≥ 2, ∥wk−1 −wk∥ ∈
[
h (k) , h (k) + 56.5c6k−15

ck−3d5/2

]
, where h (k) ≜√

β2
k

x2
k−1

+ k−2
d c2k−6 (1− c)

2
+ 1

dc
2k−6.

Proof. By construction we have

∥wk−1 −wk∥ =

√
(xk−1 − xk)

2
+ (k − 2)

(
ck−3 (1− c)√

d

)2

+

(
ck−3

√
d

)2

=

√
(xk−1 − xk)

2
+

k − 2

d
c2k−6 (1− c)

2
+

1

d
c2k−6 .

Before, we proved that (xk−1 − xk)
2 ∈

[
β2
k

x2
k−1

,
β2
k

x2
k−1

+ 113c6k−15

d3

]
. Now, we show the resulting

bounds for ∥wk−1 −wk∥ which employ that bound.

The lower bound is immediate, since

∥wk−1 −wk∥ =
√

(xk−1 − xk)
2
+

k − 2

d
c2k−6 (1− c)

2
+

1

d
c2k−6

≥

√
β2
k

x2
k−1

+
k − 2

d
c2k−6 (1− c)

2
+

1

d
c2k−6 ≜ h (k) .

The upper bound requires an additional algebraic inequality of ∀a, b > 0 :
√
a+ b <

√
a + b

2
√
a

and the inequality of h (k) ≥ 1√
d
ck−3, i.e.,

∥wk−1 −wk∥ ≤

√
β2
k

x2
k−1

+
k − 2

d
c2k−6 (1− c)

2
+

1

d
c2k−6 +

113c6k−15

d3

=

√
h2 (k) +

113c6k−15

d3
≤ h (k) +

113c6k−15

2h (k) d3
≤ h (k) +

56.5c6k−15

ck−3d5/2
.
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I.3.6 Combining the expansions

Proposition I.18. When d ≥ 25,000,

∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1

≥ A1 (k) +A2 (k) +A3 (k)

− 1

d7/2

(
96c6k−15

xk
+ 113c7k−18

)
− 1

d9/2

(
56.5c9k−18

x3
k

+ 614c6k−30

)
,

where A1 (k) ≜ xt−1

(
h(k+1)
xk−1

βk − h(k)
xk

βk+1

)
, A2 (k) ≜ xt−1

(
h(k+1)
x3
k−1

β2
k −

h(k)
x3
k
β2
k+1

)
, A3 (k) ≜

t−2
d (1− c) ck+t−6 (h (k + 1)− ch (k)).

Proof. Keeping in mind that we wish to bound

∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1 ,

we start lower bounding the right expression. Using the bounds for (wk−1 −wk)
⊤
wt−1 and

∥wk−1 −wk∥ we derived above, we get,

− ∥wk−1 −wk∥ (wk −wk+1)
⊤
wt−1

≥ −∥wk−1 −wk∥
(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

(t− 2) ck+t−5 (1− c)

d
+

113c6k−15

d3

)
≥ −∥wk−1 −wk∥

(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

(t− 2) ck+t−5 (1− c)

d

)
− ∥wk−1 −wk∥

113c6k−15

d3

≥ −
(
h (k) +

56.5c6k−15

ck−3d5/2

)(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

t− 2

d
ck+t−5 (1− c)

)
︸ ︷︷ ︸

≜a(k)

−∥wk−1 −wk∥
113c6k−15

d3︸ ︷︷ ︸
≜b(k)

.

The right function is easily bounded as,

b (k) =− ∥wk−1 −wk∥
113c6k−15

d3

≥ −
(
h (k) +

56.5c6k−15

ck−3d5/2

)
113c6k−15

d3

= −113c6k−15

d3
h (k)− 6384.5c12k−30

d11/2ck−3

≥ −113c6k−15

d3

(√
c2k−6

√
d

+
5.42

d3/2

)
− 6384.5c12k−30

d11/2ck−3

= −113c6k−15ck−3

d7/2
− 612.46c6k−15

d9/2
− 6384.5c12k−30

d11/2ck−3[
ck−3 ≥ cd = 0.5

]
≥ −113c7k−18

d7/2
− 612.46c6k−15

d9/2
− 12769c12k−30

d11/2
.
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The left function is further decomposed as,

a (k) = −h (k)
(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

t− 2

d
ck+t−5 (1− c)

)
︸ ︷︷ ︸

≜a1(k)

−56.5c5k−12

d5/2

(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

t− 2

d
ck+t−5 (1− c)

)
︸ ︷︷ ︸

≜a2(k)

.

Then,

a2 (k) = −
56.5c5k−12

d5/2

(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

t− 2

d
ck+t−5 (1− c)

)
[
xt−1 ≤ 1,

t− 2

d
< 1

]
≥ −56.5c5k−12

d5/2

(
1

xk
βk+1 +

1

x3
k

β2
k+1 + ck+t−5 (1− c)

)
[
βk+1 ≤

c2k−3

d

]
≥ −56.5c5k−12

d5/2

(
c2k−3

xkd
+

c4k−6

x3
kd

2
+ ck+t−5 (1− c)

)
≥ −56.5c5k−12

d5/2

(
c2k−3

xkd
+

c4k−6

x3
kd

2
+

ln (2)

d
ck+t−5

)
[xk ≤ 1] ≥ −56.5c5k−12

d5/2

(
c2k−3 + ln (2) ck+t−5

xkd
+

c4k−6

x3
kd

2

)
= −56.5c6k−15

d5/2 · xkd

(
ck + ln (2) ct−2 +

c3k−3

x2
kd

)
[c < 1] ≥ −56.5c6k−15

d7/2 · xk

(
1 + ln (2) +

c3k−3

x2
kd

)
≥ −96c6k−15

d7/2 · xk
− 56.5c9k−18

d9/2 · x3
k

.
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Overall we got,

∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1,

≥ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 + a1 (k) + a2 (k) + b (k)

≥ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 + a1 (k)

− 96c6k−15

d7/2 · xk
− 56.5c9k−18

d9/2 · x3
k

− 113c7k−18

d7/2
− 612.46c6k−15

d9/2
− 12769c12k−30

d11/2

≥ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 + a1 (k)

− 96c6k−15

d7/2 · xk
− 56.5c9k−18

d9/2 · x3
k

− 113c7k−18

d7/2
− 612.46c6k−30

d9/2
− 12769c6k−30

d11/2

(1)

≥ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1

+ a1 (k)−
96c6k−15

d7/2 · xk
− 56.5c9k−18

d9/2 · x3
k

− 113c7k−18

d7/2
− 614c6k−30

d9/2

≥ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1

+ a1 (k)−
1

d7/2

(
96c6k−15

xk
+ 113c7k−18

)
− 1

d9/2

(
56.5c9k−18

x3
k

+ 614c6k−30

)
,

where (1) is since d ≥ 10,000. Focusing on the left terms, we get the overall expression, which we
need to show is positive. We again use previously-derived inequalities, to show,

∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 + a1 (k)

= ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1

− h (k)

(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

t− 2

d
ck+t−5 (1− c)

)
≥ h (k + 1)

(
xt−1

xk−1
βk +

xt−1

x3
k−1

β2
k +

t− 2

d
ck+t−6 (1− c)

)
− h (k)

(
xt−1

xk
βk+1 +

xt−1

x3
k

β2
k+1 +

t− 2

d
ck+t−5 (1− c)

)
= xt−1

(
h (k + 1)

xk−1
βk −

h (k)

xk
βk+1

)
︸ ︷︷ ︸

≜A1(k)

+xt−1

(
h (k + 1)

x3
k−1

β2
k −

h (k)

x3
k

β2
k+1

)
︸ ︷︷ ︸

≜A2(k)

+
t− 2

d
(1− c) ck+t−6 (h (k + 1)− ch (k))︸ ︷︷ ︸

≜A3(k)

,

which we will bound separately below.
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I.3.7 The second term, A2 (k), is insignificant O
(

1
d7/2

)
Proposition I.19. When d ≥ 25,000,

A2 (k) = xt−1

(
h (k + 1)

x3
k−1

β2
k −

h (k)

x3
k

β2
k+1

)
≥ −14.88xt−1c

3k−12

x3
kd

7/2
.

Proof. We start from,

A2 (k) = xt−1

(
h (k + 1)

x3
k−1

β2
k −

h (k)

x3
k

β2
k+1

)
=

xt−1

x3
k

h (k)β2
k+1

(
h (k + 1)

h (k)

x3
k

x3
k−1

β2
k

β2
k+1

− 1

)
︸ ︷︷ ︸

≜a(k)

.

Dissecting the terms in a (k),

βk

βk+1
=

((k−1)c−(k−2))c2k−5

d
(kc−(k−1))c2k−3

d

=
1

c2
+

1− c

(kc− (k − 1))︸ ︷︷ ︸
>0, from I.4

c2
≥ 1

c2
,

β2
k

β2
k+1

≥ 1

c4
.

We already showed that xk

xk−1
∈
(
1− βk

x2
k−1
−
(
1 + 10

d

) β2
k

x4
k−1

, 1− βk

x2
k−1

)
, and we simplify it further:

xk

xk−1
≥ 1− βk

x2
k−1

−
(
1 +

10

d

)
β2
k

x4
k−1

βk≤ 1
d

≥ 1− βk

x2
k−1

−
(
1 +

10

d

)
βk

x4
k−1d

[xk−1 ≥ 0.45] ≥ 1− βk

(
1

(0.45)
2 +

(
1 + 10

d

)
(0.45)

4
d

)
d≥10,000

≥ 1− 4.95βk .

Now, using the algebraic inequality ∀z ∈ (0, 1) , (1− z)
3
= 1− 3z + 3z2 − z3 > 1− 3z, we get,

x3
k

x3
k−1

> 1− 14.85βk .

Moreover, recall that we already showed that h(k+1)
h(k) ≥ c− 5.5c2k−5

x2
k−1d

2 . Now, focusing on a (k),

a (k) =
h (k + 1)

h (k)
· x3

k

x3
k−1

β2
k

β2
k+1

− 1

≥
(
c− 5.5c2k−5

x2
k−1d

2

)
(1− 14.85βk)

1

c4
− 1

=

(
1

c3
− 5.5c2k−5

x2
k−1d

2

)
(1− 14.85βk)− 1

≥
(
1− 5.5c2k−5

x2
k−1d

2

)
(1− 14.85βk)− 1

= −14.85βk −
5.5c2k−5

x2
k−1d

2
+

81.675c2k−9

x2
k−1d

2
βk

≥ −14.85βk −
5.5c2k−9

x2
k−1d

2[
βk ≤

c2k−5

d

]
≥ −14.85c2k−5

d
− 5.5c2k−9

x2
k−1d

2
≥ −14.85c2k−5

d
− 5.5c2k−9

(0.45)
2
d2

≥ −14.85c2k−5

d
− 27.17c2k−9

d2
≥ −14.85c2k−9

d
− 27.17c2k−9

d2

[d ≥ 10,000] ≥ −14.86c2k−9

d
.
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And finally,

1

xt−1
A2 (k) =

1

x3
k

h (k)β2
k+1 · a (k) ≥ −

1

x3
k

h (k)β2
k+1 ·

14.86c2k−9

d[
βk+1≤ 1

d ,

h(k)≤ ck−3
√

d
+ 5.42

d3/2

]
≥ − 1

x3
k

ck−3
√
d

+ 5.42
d3/2

d2
14.86c2k−9

d
= − 1

x3
k

c3k−12

d5/2
14.86

d
− 1

x3
k

5.42

d7/2
14.86c2k−9

d

[c < 1] ≥ −14.86c3k−12

x3
kd

7/2
− 80.55c2k−12

x3
kd

9/2[
d≥10,000,

ck−3≥cd=0.5

]
≥ −14.86c3k−12

x3
kd

7/2
− 0.0081 · c3k−12

x3
kd

7/2c
≥ −

(
14.86 + 0.0081

0.5

)
c3k−12

x3
kd

7/2

A2 (k) ≥ −
14.88xt−1c

3k−12

x3
kd

7/2
,

thus concluding this part.

I.3.8 The third term, A3 (k), is insignificant O
(

1
d7/2

)
Proposition I.20. When d ≥ 25,000,

|A3 (k)| =
∣∣∣∣ t− 2

d
(1− c) ck+t−6 (h (k + 1)− ch (k))

∣∣∣∣ ≤ 6.77ck−6

x4
k

(
ck−3

d7/2
+

5.42

d9/2

)
.

Proof. Notice that,

|A3 (k)| =
∣∣∣∣ t− 2

d
(1− c) ck+t−6 (h (k + 1)− ch (k))

∣∣∣∣
=

t− 2

d
(1− c) ck+t−6 |h (k + 1)− ch (k)| ≤ (1− c) ck+t−6 |h (k + 1)− ch (k)|

≤ ln (2) ck+t−6h (k)

d

∣∣∣∣h (k + 1)

h (k)
− c

∣∣∣∣ ≤ ln (2) ck+t−6

(
ck−3

d3/2
+

5.42

d5/2

) ∣∣∣∣h (k + 1)

h (k)
− c

∣∣∣∣ ,
where we used the facts that 1− c ≤ ln 2

d and h (k) ≤ ck−3
√
d

+ 5.42
d3/2 .

Using h(k+1)
h(k) ∈

[
c− 5.5c2k−5

x2
k−1d

2 , c+ 2.44
x4
kc

2k−3d2

]
, we finally get,

|A3 (k)| ≤ ln (2) ck+t−6

(
ck−3

d3/2
+

5.42

d5/2

) ∣∣∣∣h (k + 1)

h (k)
− c

∣∣∣∣
≤ ln (2) ck+t−6

(
ck−3

d3/2
+

5.42

d5/2

)
max

(
5.5c2k−5

x2
k−1d

2
,

2.44

x4
kc

2k−3d2

)
[xk < xk−1] ≤ ln (2) ck+t−6

(
ck−3

d7/2
+

5.42

d9/2

)
max

(
5.5c2k−5

x4
k

,
2.44

x4
kc

2k−3

)
[c < 1] ≤ ln (2) ck+t−6

x4
k

(
ck−3

d7/2
+

5.42

d9/2

)
max

(
5.5c2k−5,

2.44

c2k

)
[
cnk−m ≥ 2−n, k ≥ 2, c < 1

]
≤ ln (2) ck+t−6

x4
k

(
1

cd7/2
+

5.42

d9/2

)
max

(
5.5

c
, 9.76

)
[
c ≥ 2−1/10000 ≥ 0.9999

]
≤ ln (2) ck+t−6

x4
k

(
1

0.9999d7/2
+

5.42

d9/2

)
max

(
5.5

0.9999
, 9.76

)
≤ 6.77ck+t−6

x4
k

(
1

d7/2
+

5.42

d9/2

)
.
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I.3.9 Back to the first term, A1 (k)

Proposition I.21. When d ≥ 25,000,

A1 (k) = xt−1

(
h (k + 1)

xk−1
βk −

h (k)

xk
βk+1

)
≥ xt−1

(
0.0429c3k−6

x3
kd

5/2
− 173.07c3k−9

x2
kd

7/2

)
.

Proof. We have

A1 (k) = xt−1

(
h (k + 1)

xk−1
βk −

h (k)

xk
βk+1

)
=

xt−1

xk
h (k)βk+1︸ ︷︷ ︸

=Θ(d−3/2)

(
xk

xk−1

h (k + 1)

h (k)

βk

βk+1
− 1

)
︸ ︷︷ ︸

≜a(k)

.

We are going to use the previously-derived lower bounds of xk

xk−1
≥ 1− βk

x2
k−1
−
(
1 + 10

d

) β2
k

x4
k−1

and
h(k+1)
h(k) ≥ c − 5.5c2k−5

x2
k−1d

2 . To lower bound βk

βk+1
= 1

c2 + 1−c
(1−k(1−c))c2 , we need a slightly stronger

bound than before. Specifically, notice that for any z ∈ (0, 1), z
1−z ≥ z. Then, since 1 − c ∈[

ln(2)
d − ln2(2)

2d2 , ln(2)
d

]
=⇒ k (1− c) ∈

[
k
d ln (2)− k

2d2 ln
2 (2) , k

d ln (2)
]
⊆ (0, 1), and

1− c

(1− k (1− c)) c2
=

1

c2k

k (1− c)

(1− k (1− c))
≥ 1

c2k
k (1− c) =

1− c

c2
.

We now get,
βk

βk+1
≥ 1

c2
+

1− c

c2
=

2− c

c2
.

We are now ready to lower bound a (k) as,

a (k) =
xk

xk−1

h (k + 1)

h (k)

βk

βk+1
− 1

≥
(
1− βk

x2
k−1

−
(
1 +

10

d

)
β2
k

x4
k−1

)(
c− 5.5c2k−5

x2
k−1d

2

)(
2− c

c2

)
− 1

=

(
1− βk

x2
k−1

−
(
1 +

10

d

)
β2
k

x4
k−1

)(
1− 5.5c2k−6

x2
k−1d

2

)(
2− c

c

)
− 1 .

Using Claim I.9: 2−c
c = 2

c − 1 = 2 · 21/d − 1 ≥ 2
(
1 + ln(2)

d

)
− 1 = 1 + ln(4)

d , we get:

a (k) ≥
(
1− βk

x2
k−1

−
(
1 +

10

d

)
β2
k

x4
k−1

)(
1− 5.5c2k−6

x2
k−1d

2

)(
1 +

ln (4)

d

)
− 1

=
ln (4)

d
− βk

x2
k−1︸ ︷︷ ︸

O(d−1)

−

(
5.5c2k−6

x2
k−1d

2
+

(
1 + 10

d

)
β2
k

x4
k−1

+
ln (4)βk

x2
k−1d

)
︸ ︷︷ ︸

Θ(d−2)

+
5.5c2k−6βk

x4
k−1d

2
− 5.5 ln (4) c2k−6

x2
k−1d

3
−
(
1 + 10

d

)
ln (4)β2

k

x4
k−1d︸ ︷︷ ︸

O(d−3)

+
5.5
(
1 + 10

d

)
c2k−6β2

k

x6
k−1d

2
+

5.5 ln (4) c2k−6

x2
k−1d

3

(
βk

x2
k−1

+

(
1 + 10

d

)
β2
k

x4
k−1

)
︸ ︷︷ ︸

O(d−4)

.
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Lower bounding negligible positive terms by 0, we get,

a (k) ≥ ln (4)

d
− βk

x2
k−1︸ ︷︷ ︸

O(d−1)

−

(
5.5c2k−6

x2
k−1d

2
+

(
1 + 10

d

)
β2
k

x4
k−1

+
ln (4)βk

x2
k−1d

)
︸ ︷︷ ︸

Θ(d−2)

−

(
5.5 ln (4) c2k−6

x2
k−1d

3
+

(
1 + 10

d

)
ln (4)β2

k

x4
k−1d

)
︸ ︷︷ ︸

Θ(d−3)

.

We will now simplify the least significant terms above further. We start from an upper bound to the
Θ
(
d−2

)
term (since its sign is negative in the expression above),

5.5c2k−6

x2
k−1d

2
+

(
1 + 10

d

)
β2
k

x4
k−1

+
ln (4)βk

x2
k−1d

≤ 5.5c2k−6

x2
k−1d

2
+

1.001β2
k

x2
k−1x

2
k−1

+
ln (4)βk

x2
k−1d[

βk ≤
c2k−5

d
≤ 1

cd
, xk−1 ≥ 0.45

]
≤ 5.5c2k−6

x2
k−1d

2
+

1.001c4k−10

x2
k−1d

20.452
+

ln (4) c2k−5

x2
k−1d

2

≤ c2k−6

x2
k−1d

2

(
5.5 + 4.95c2k−4 + ln 4 · c

)
[k ≥ 2, c ≤ 1] ≤ c2k−6

x2
k−1d

2
(5.5 + 4.95 + ln 4) ≤ 11.84c2k−6

x2
k−1d

2
.

Similarly, for the Θ
(
d−3

)
term, we again employ the upper bound βk ≤ c2k−5

d ≤ 1
cd , and obtain,

5.5 ln (4) c2k−6

x2
k−1d

3
+

(
1 + 10

d

)
ln (4)β2

k

x4
k−1d

≤ 5.5 ln (4) c2k−6

x2
k−1d

3
+

1.001 ln (4) c2k−5

x4
k−1d

3c3

≤ c2k−6

x4
k−1d

3

(
5.5 ln (4) + 1.001 ln (4) c−2

)
≤ c2k−8

x4
k−1d

3
(5.5 ln (4) + 1.001 ln (4)) ≤ 9.02c2k−8

x4
k−1d

3
.

And so, we get the following lower bound,

a (k) ≥ ln (4)

d
− βk

x2
k−1

−
(
11.84c2k−6

x2
k−1d

2
+

9.02c2k−8

x4
k−1d

3

)
[xk ≤ xk−1] ≥

ln (4)

d
− βk

x2
k

− c2k−6

x2
kd

2

(
11.84 +

9.02c−2

x2
kd

)
.

Back to the overall term we are trying to lower bound,

1

xt−1
A1 (k) =

h (k + 1)

xk−1
βk −

h (k)

xk
βk+1 =

1

xk
h (k)βk+1︸ ︷︷ ︸

=Θ(d−3/2)

(
xk

xk−1

h (k + 1)

h (k)

βk

βk+1
− 1

)
︸ ︷︷ ︸

≜a(k)

≥ 1

xk
h (k)βk+1

(
ln (4)

d
− βk

x2
k

− c2k−6

x2
kd

2

(
11.84 +

9.02c−2

x2
kd

))
=

1

xk
h (k)βk+1

(
ln (4)

d
− βk

x2
k

)
− 1

xk
h (k)βk+1

c2k−6

x2
kd

2

(
11.84 +

9.02c−2

x2
kd

)
(1)

≥ 1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− 1

xk

ck−3
√
d

+ 5.42
d3/2

d

c2k−6

x2
kd

2

(
11.84 +

9.02c−2

x2
kd

)
(2)

≥ 1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− c3k−9

x3
kd

7/2

(
11.84 +

9.02 · 22/10000

0.452d

)
− 5.42c2k−6

x3
kd

9/2

(
11.84 +

9.02 · 22/10000

0.452d

)
,
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where (1) is since h (k) ∈
[
ck−3
√
d
, ck−3

√
d

+ 5.42
d3/2

]
, βk+1 ≤ 1

d ; (2) is since d ≥ 10,000 and xk ≥ 0.45.
Furthermore,

1

xt−1
A1 (k)

≥ 1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− 11.84c3k−9

x3
kd

7/2
− 44.55c3k−9

x3
kd

9/2
− 64.18c2k−6

x3
kd

9/2
− 241.46c2k−6

x3
kd

11/2

≥ 1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− 11.84c3k−9

x3
kd

7/2
− 44.55c2k−9

x3
kd

9/2
− 64.18c2k−9

x3
kd

9/2
− 241.46c2k−9

x3
kd

11/2

(3)

≥ 1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− 11.84c3k−9

x3
kd

7/2
− 109c2k−9

x3
kd

9/2
,

where (3) is since d ≥ 10,000. Overall, we get,

A1 (k) ≥
xt−1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− 11.84xt−1c

3k−9

x3
kd

7/2
− 109xt−1c

2k−9

x3
kd

9/2
.

It remains to get a lower bound for βk+1

(
ln(4)
d − βk

x2
k

)
.

First, we show

b (k) ≜
ln (4)

d
− βk

x2
k

=
ln (4)

d
− (1− (1− c) (k − 1)) c2k−5

x2
kd

=
ln (4)

d
− c2k−5

x2
kd

+
1

x2
kc

3
· (1− c)

(
k − 1

d

)
4−

k−1
d

≥ ln (4)

d
− c2k−5

x2
kd

+
1

x2
kc

3
· 1− c

4

(
k − 1

d

)
,

where we used an algebraic property that 4−z ≥ 1
4 ,∀z ∈ [0, 1]. Continuing,

b (k) ≥ ln (4)

d
− c2k−5

x2
kd

+
1

4x2
kc

3
·
(
ln (2)

d
− ln2 (2)

2d2

)(
k − 1

d

)
=

ln (4)

d
− c2k−5

x2
kd

+
ln (2)

4x2
kc

3d

(
k − 1

d

)
− ln2 (2)

8x2
kc

3d2

(
k − 1

d

)
[c ≤ 1] ≥ ln (4)

d
− c2k−5

x2
kd

+
ln (2)

4x2
kd

(
k − 1

d

)
− ln2 (2)

8x2
kc

3d2

(
k − 1

d

)
≥ ln (4)

d
− c2k−5

x2
kd

+
ln (2)

4x2
kd

(
k − 1

d

)
− ln2 (2)

8 (0.45)
2
c3d2

· 1

≥ ln (4)

d
− c2k−5

x2
kd

+
ln (2)

4x2
kd
· k − 1

d
− 0.3

c3d2
≥ ln (4)

d
+

ln (2)
(
k−1
d

)
− 4c2k−5

4x2
kd

− 0.3

c3d2
.

Below, we are going to use the closed-form approximation of xk, for which we have established
|xk − x̃k| ≤ 170.4

d = ϵ (Lemma J.2), and also note that
∣∣x2

k − x̃2
k

∣∣ ≤ 2xkϵ+ ϵ2 (Claim I.10). Also,

recall that, x̃k =
√

1− 1
ln 4 + 4−

k
d

(
1

ln 4 −
k
d

)
=
√

1− 1
ln 4 + c2k

(
1

ln 4 −
k
d

)
. We now use these
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relations to further refine the lower bound on b (k):

b (k) +
0.3

c3d2
≥ ln (4)

d
+

ln (2)
(
k−1
d

)
− 4c2k−5

4x2
kd

=
4x2

k ln (4) + ln (2)
(
k−1
d

)
− 4c2k−5

4x2
kd

≥
4x̃2

k ln (4) + ln (2)
(
k−1
d

)
− 4c2k−5

4x2
kd

− 4 ln (4)

4x2
kd

∣∣x2
k − x̃2

k

∣∣
≥

4x̃2
k ln (4) + ln (2)

(
k−1
d

)
− 4c2k−5

4x2
kd

− ln (4)

x2
kd

(
2xkϵ+ ϵ2

)
=

4
(
ln (4)− 1 + c2k

(
1− k

d ln (4)
))

+ ln (2)
(
k−1
d

)
− 4c2k−5

4x2
kd

− ϵ2

x2
kd
− ln (16) ϵ

xkd

≥
1.545 + ln (2)

(
k−1
d

)
+ 4c2k

(
1− k

d ln (4)
)
− 4c2k−5

4x2
kd

− ϵ2

x2
kd
− ln (16) ϵ

xkd

=
1.545 + ln (2)

(
k−1
d

)
− 4c2k ln (4) k

d

4x2
kd

−
c2k−5

(
1− c5

)
x2
kd

− ϵ2

x2
kd
− ln (16) ϵ

xkd

[I.1] ≥
1.545 + ln (2)

(
k−1
d

)
− 4c2k ln (4) k

d

4x2
kd

− 5 ln (2) c2k−5

x2
kd

2
− ϵ2

x2
kd
− ln (16) ϵ

xkd
.

Focusing on the left nominator,

1.545 + ln (2)

(
k − 1

d

)
− 4c2k ln (4)

k

d
= 1.545 + ln (2)︸ ︷︷ ︸

>0

(
1

d
(k − 1)− 8c2k

k

d

)

= 1.545 + ln (2)

((
1− 8c2k

) k
d
− 1

d

)
1.545− ln (2)

((
8c2k − 1

) k
d
+

1

d

)
= 1.545− ln (2)

((
8 · 4−

k
d − 1

)
k

d
+

1

d

)
.

To upper bound g (x) = 8x · 4−x (inside x ∈ [0, 1]), we show that

0
!
= g′ (x) = 8 · 4−x − 8x ln (4) 4−x = 8 · 4−x (1− x ln (4)) ,

solved by x = 1
ln(4) , which falls inside x ∈ [0, 1], meaning it is a global optimum.

The second derivative is
g′′ (x) =

(
8 · 4−x − 8 ln (4) · 4−xx

)′
= −42−x ln (2)− 8 ln (4) · 4−x (1− x ln (4))

g′′
(

1

ln (4)

)
= −42−

1
ln(4) ln (2) = −16 ln (2)

e
< 0 ,

meaning that the x = 1
ln(4) is the global maximum. Also note:

(
4

1
ln 4

)ln 4

= 4⇒ 4
1

ln 4 = e.

So overall, we get,

1.545 + ln (2)

(
k − 1

d

)
− 4c2k ln (4)

k

d
≥ 1.545− ln (2)

((
8 · 4−

k
d − 1

)
k

d
+

1

d

)
≥ 1.545− ln (2)

((
8 · 4− 1

ln 4 − 1
) 1

ln 4
+

1

d

)
= 1.545− ln (2)

d
− ln (2)

2 ln (2)

(
8

e
− 1

)
≥ 1.545− 0.972− 0.7

d
≥ 0.573− 0.7

d
.

Finally,

b (k) +
0.3

c3d2
+

ϵ2

x2
kd

+
ln (16) ϵ

xkd
+

5 ln (2) c2k−5

x2
kd

2
≥

1.545 + ln (2)
(
k−1
d

)
− 4c2k ln (4) k

d

4x2
kd

≥
0.573− 0.7

d

4x2
kd

≥
0.14325

x2
kd

− 0.175

x2
kd

2
.
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Going back to βk+1

(
ln(4)
d − βk

x2
k

)
= βk+1b (k), we have

βk+1b (k) ≥ βk+1

(
0.14325

x2
kd

−
(

0.3

c3d2
+

ϵ2

x2
kd

+
ϵ ln (16)

xkd
+

5 ln (2) c2k−5

x2
kd

2
+

0.175

x2
kd

2

))
[c < 1, k ≥ 2] ≥ βk+1

(
0.14325

x2
kd

−
(

0.3

c3d2
+

ϵ2

x2
kd

+
ϵ ln (16)

xkd
+

5 ln (2)

cx2
kd

2
+

0.175

x2
kd

2

))
= βk+1

(
0.14325

x2
kd

− 1

xk

(
0.3xk

c3d2
+

ϵ2

xkd
+

ϵ ln (16)

d
+

5 ln (2)

cxkd
2

+
0.175

xkd2

))
[0.45 ≤ xk ≤ 1] ≥ βk+1

(
0.14325

x2
kd

− 1

xk

(
0.3

c3d2
+

ϵ ln (16)

d
+

5 ln (2)

c · 0.45d2
+

0.175

0.45d2
+

ϵ2

0.45d

))
≥ βk+1

(
0.14325

x2
kd

− 1

xk

(
0.3

c3d2
+

2.78ϵ

d
+

7.71

cd2
+

0.39

d2
+

2.3ϵ2

d

))
.

Since c = 2−1/d ≥ 0.9999,∀d ≥ 10,000, and plugging in ϵ = 170.4
d :

βk+1

(
ln (4)

d
− βk

x2
k

)
≥ βk+1

(
0.14325

x2
kd

− 1

xk

(
0.3

0.99993d2
+

2.78 · 170.4
d2

+
7.71

0.9999d2
+

0.39

d2
+

2.3 · 170.42

d3

))
≥ βk+1

(
0.14325

x2
kd

− 1

xk

(
482.2

d2
+

66783.17

d3

))
(1)

≥ βk+1

(
0.14325

x2
kd

− 1

xk

(
488.88

d2

))
≥ βk+1

xkd

(
0.14325

xk
− 488.88

d

)
,

where (1) is since d ≥ 10,000. The inside of the parenthesis is positive ∀d ≥
⌈

488.88
0.14325

⌉
= 3413, so

we can bound the expression by lower bounding βk+1

x2
k

.

βk+1

(
ln (4)

d
− βk

x2
k

)
≥ βk+1

xkd

(
0.14325

xk
− 488.88

d

)
≥ 0.3c2k−3

d2

(
0.14325

x2
k

− 488.88

xkd

)
≥ c2k−3

(
0.0429

x2
kd

2
− 146.7

xkd3

)
.

And then,

A1 (x) ≥ xt−1

(
1

xk

ck−3

√
d
βk+1

(
ln (4)

d
− βk

x2
k

)
− 11.84c3k−9

x3
kd

7/2
− 109c2k−9

x3
kd

9/2

)
≥ xt−1

(
1

xk

ck−3

√
d
c2k−3

(
0.0429

x2
kd

2
− 146.7

xkd3

)
− 11.84c3k−9

x3
kd

7/2
− 109c2k−9

x3
kd

9/2

)
= xt−1

(
0.0429c3k−6

x3
kd

5/2
− 146.7c3k−6

x2
kd

7/2
− 11.84c3k−9

x3
kd

7/2
− 109c2k−9

x3
kd

9/2

)
[c < 1] ≥ xt−1

(
0.0429c3k−6

x3
kd

5/2
− 146.7c3k−9

x2
kd

7/2
− 11.84c3k−9

x3
kd

7/2
− 109c3k−9

ckx3
kd

9/2

)
(1)

≥ xt−1

(
0.0429c3k−6

x3
kd

5/2
− 146.7c3k−9

x2
kd

7/2
− 11.84c3k−9

0.45x2
kd

7/2
− 109c3k−9

0.5 · 0.45x2
kd

9/2

)
≥ xt−1

(
0.0429c3k−6

x3
kd

5/2
− 173.02c3k−9

x2
kd

7/2
− 484.45c3k−9

x2
kd

9/2

)
[d ≥ 10,000] ≥ xt−1

(
0.0429c3k−6

x3
kd

5/2
− 173.07c3k−9

x2
kd

7/2

)
,

where (1) is since xk ≥ 0.45, ck ≥ cd = 0.5.
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I.4 Conclusion

We are reminded that we want to show positivity of ∆t,k ≜ ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 −

∥wk−1 −wk∥ (wk −wk+1)
⊤
wt−1. Applying Proposition I.18, we show ∀k ≥ t:

∆t,k = ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1

≥ A1 (k) +A2 (k) +A3 (k)

− 1

d7/2

(
96c6k−15

xk
+ 113c7k−18

)
− 1

d9/2

(
56.5c9k−18

x3
k

+ 614c6k−30

)
(1)

≥ A1 (k) +A2 (k) +A3 (k)

− 1

d7/2

(
96c6k−15

xk
+ 113c7k−18

)
− 1

d9/2

(
56.5c7k−18

x3
k

+ 614c7k−18c−k−12

)
(2)

≥ A1 (k) +A2 (k) +A3 (k)

− 1

d7/2

(
96c6k−15

xk
+ 113c7k−18

)
− c7k−18

d9/2

(
56.5

x3
k

+ 614 · 1.0000712 · 2
)

(3)

≥ A1 (k) +A2 (k) +A3 (k)

− 1

d7/2

(
96c6k−15

0.45
+ 113c7k−18

)
− c7k−18

d9/2

(
56.5

0.453
+ 1238.36

)
≥ A1 (k) +A2 (k) +A3 (k)−

1

d7/2
(
213.34c6k−15 + 113c7k−18

)
− 1858.39c7k−18

d9/2

(4)

≥ A1 (k) +A2 (k) +A3 (k)−
1

d7/2
(
213.34c6k−15 + 113.19c7k−18

)
,

where (1) is since c < 1, k ≥ 2; (2) is since 21/10000 ≤ 1.00007, c−k ≤ c−d = 2; (3) is since
xk−1 ≥ 0.45; and (4) is since d ≥ 10,000. Plugging in the results of Propositions I.19, I.20 and I.21,
we derive

∆t,k = ∥wk −wk+1∥ (wk−1 −wk)
⊤
wt−1 − ∥wk−1 −wk∥ (wk −wk+1)

⊤
wt−1

≥ xt−1

(
0.0429c3k−6

x3
kd

5/2
− 173.07c3k−9

x2
kd

7/2

)
︸ ︷︷ ︸

A1(k)

−14.88xt−1c
3k−12

x3
kd

7/2︸ ︷︷ ︸
A2(k)

−6.77ck+t−6

x4
k

(
1

d7/2
+

5.42

d9/2

)
︸ ︷︷ ︸

A3(k)

− 1

d7/2
(
213.34c6k−15 + 113.19c7k−18

)
=

0.0429xt−1c
3k−6

x3
kd

5/2
− 173.07xt−1c

3k−9

x2
kd

7/2
− 14.88xt−1c

3k−12

x3
kd

7/2
− 6.77ck+t−6

x4
k

(
1

d7/2
+

5.42

d9/2

)
− 1

d7/2
(
213.34c6k−15 + 113.19c7k−18

)
(1)

≥ 0.0429c3k−6

x2
kd

5/2
− 173.07xt−1c

3k−9

x2
kd

7/2
− 14.88xt−1c

3k−12

x3
kd

7/2
− 6.77ck+t−6

x4
k

(
1

d7/2
+

5.42

d9/2

)
− 1

d7/2
(
213.34c6k−15 + 113.19c7k−18

)
(2)

≥ 0.0429c3k−6

x2
kd

5/2
− 173.07c3k−9

x2
kd

7/2
− 14.88c3k−12

x3
kd

7/2
− 6.77ck+t−6

x4
k

(
1

d7/2
+

5.42

d9/2

)
− 1

d7/2
(
213.34c6k−15 + 113.19c7k−18

)
(3)

≥ 0.0429c3k−6

x2
kd

5/2
− 173.07c3k−9

x2
kd

7/2
− 14.88c3k−12

x3
kd

7/2
− 6.78ck+t−6

x4
kd

7/2

− 1

d7/2
(
213.34c6k−15 + 113.19c7k−18

)
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(4)

≥ 0.0429c3k−6

x2
kd

5/2
− 173.07c3k−9

x2
kd

7/2
− 14.88c3k−12

x3
kd

7/2
− 6.78ck+t−6

x4
kd

7/2

− 213.34c6k−15 + 113.19c7k−18

x2
kd

7/2

=
1

x2
kd

5/2

(
0.0429c3k−6 − 1

d

(
173.07c3k−9

+
14.88c3k−12

xk
+

6.78ck+t−6

x2
k

+ 213.34c6k−15 + 113.19c7k−18

))
(5)

≥ 1

x2
kd

5/2

(
0.0429c3k−6 − 1

d

(
173.07c3k−9

+
14.88c3k−12

0.45
+

6.78ck+t−6

0.452
+ 213.34c6k−15 + 113.19c7k−18

))
≥ 1

x2
kd

5/2

(
0.0429c3k−6 − 1

d

(
173.07c3k−9

+33.07c3k−12 + 33.49ck+t−6 + 213.34c6k−15 + 113.19c7k−18
))

=
c3k−6

x2
kd

5/2

(
0.0429− 1

d

(
173.07c−3

+33.07c−6 + 33.49c−2k+t + 213.34c3k−9 + 113.19c4k−12
))

(6)

≥ c3k−6

x2
kd

5/2

(
0.0429− 1

d

(
173.07c−3 + 33.07c−6 + 33.49c−2k + 213.34c−3 + 113.19c−4

))
(7)

≥ c3k−6

x2
kd

5/2

(
0.0429− 1

d

(
173.07c−3 + 33.07c−6 + 33.49 · 4 + 213.34c−3 + 113.19c−4

))
(8)

≥ c3k−6

x2
kd

5/2

(
0.0429− 1

d

(
173.07 · 0.9999−3

+33.07 · 0.9999−6 + 33.49 · 4 + 213.34 · 0.9999−3 + 113.19 · 0.9999−4
))

,

where (1) is since xt−1 > xk; (2) is since xt−1 ≤ 1; (3) is since d ≥ 10,000; (4) is since xk ≤ 1;
(5) is since xk ≥ 0.45; (6) is since c < 1, k ≥ 2; (7) is since c−2k = 4k/d ≤ 4; and (8) is since
d ≥ 10,000⇒ c ≥ 0.9999.

Finally, we conclude that,

∆t,k ≥
c3k−6

x2
kd

5/2

(
0.0429− 666.82

d

)
. (13)

Hence, a sufficient condition for (wk−1−wk)
⊤wt−1

∥wk−1−wk∥ − (wk−wk+1)
⊤wt−1

∥wk−wk+1∥ to be positive and monotonicity
to hold, is that d ≥

⌈
666.82
0.0429

⌉
= 15,544 . Since this is smaller than 25,000, this concludes our proof

of positivity of ∆t,k.
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J Lower bound technical appendix: Properties of the recursive construction

This section complements App. E.1 by confirming that the recursive construction introduced there is
well-defined; readers are encouraged to review it first for context.

Specifically, we prove that the recurrence defining the sequence (xk) is well-posed, in the sense that
the square root is always taken over a nonnegative quantity:
Lemma J.1 (Existence of the recursive sequence). Given the sequence (x)k recursively defined by

x1 = 1, xk =
xk−1+

√
x2
k−1−4βk

2 , ∀k ∈ {2, . . . , d} where c ≜ 2−1/d and βk ≜ ((k−1)c−(k−2))c2k−5

d ,
we have ∀d ≥ 30, ∀k ∈ {2, . . . , d} that

x2
k−1 − 4βk ≥ 0 .

In addition, we prove the following lemma:
Lemma J.2 (Approximation by closed-form reference). Given the sequence (x)k recursively

defined by x1 = 1, xk =
xk−1+

√
x2
k−1−4βk

2 , ∀k ∈ {2, . . . , d} where c ≜ 2−1/d and βk ≜
((k−1)c−(k−2))c2k−5

d , and the sequence x̃k =
√

1− 1
ln 4 + 4−

k
d

(
1

ln 4 −
k
d

)
, we have ∀d ≥ 30,

∀k ∈ [d]:

|xk − x̃k| ≤
170.4

d
.

Before proving this lemma, we note the following will immediately hold:
Corollary J.3 (Lower bound on xk). ∀d ≥ 25,000, ∀k ∈ [d]: xk ≥ 0.45.

Proof. xk is decreasing (Claim I.5), so ∀k ∈ [d]:

xk ≥ xd ≥ x̃d −
170.4

d
=

√
1− 1

ln 4
+ 4−1

(
1

ln 4
− 1

)
− 170.4

d

[d ≥ 25,000] ≥ 0.45 .

This bound is extensively used in the proof of App. I.

J.1 Proof outline

First, we show the above holds numerically for 30 ≤ d < 100,000, as can be seen in Figure 26. We
then prove analytically for d ≥ 100,000, by constructing an ODE for which the sequence (x)k serves
as an Euler trajectory. We then bound the distance between the solution to this ODE and a known
function x̃ (τ). Combining this bound with Euler’s method global truncation error bound, we obtain
a bound for the distance between (x)k and (x̃)k. We then use this bound to show the existence of the
sequence (x)k for all k ∈ {2, . . . , d}.

Computational resources The numerical validation took 6 hours to run on a home PC with
i5-9400F CPU and 16GB RAM.

102 103 104 105

d

10 3

10 1

101

Di
st

an
ce

max
k [d]

|xk xk|
170.4 / d

(a) |xk − x̃k| ≤ 170.4
d

. This is a loose, analytically
derived upper bound.

102 103 104 105

d

3.50

3.75

4.00

4.25

m
ax

k
[d

]|x
k

x k
|

d

(b) Actual upper bound is < 4.5
d

.

Figure 26: Numerical proof of Lemma J.2 for d<100,000. Using the recursive definition of xk, we
calculated the sequence for each value of d, ∀k ∈ [d], and compared with x̃k.

81



J.1.1 Euler’s method construction and bottom line

Here, we leverage the global truncation error of Euler’s method to establish the bound. The auxiliary
propositions supporting this result are proved in the following section. Define

f (τ, x) = d

√
x2 − 4β

(
τ + 1

d

)
− x

2
,

β (τ) =

(
(dτ − 1) 2−1/d − (dτ − 2)

)
2(5−2dτ)/d

d
.

Then, using step size of h = 1
d in Euler’s method we have the iterates

xk+1 = xk + h · f (τk, xk) ,

τk+1 = τk + h ,

and thus

xk+1 = xk +

√
x2
k − 4β

(
k+1
d

)
− xk

2
=

xk +
√
x2
k − 4βk+1

2
,

which are exactly the iterates we want to solve for.

These are the Euler’s iterates for the differential equation

x′ (τ) = f (τ, x (τ)) , x (0) = 1 . (14)

While it’s hard to find an exact solution to this equation, we proved that for d ≥ 100,000:

|x (τ)− x̃ (τ)| ≤ 38.9822

d

in Proposition J.19, where we define the function suggested in Hucht [48],

x̃ (τ) =

√
1− 1

ln 4
+ 4−τ

(
1

ln 4
− τ

)
,

such that x̃k = x̃
(
k
d

)
. Next, we bound the iterates using the global truncation error of Euler’s method,

obtaining ∣∣∣∣xk − x

(
k

d

)∣∣∣∣ ≤ 131.3685

d
.

Combining this with the previous result, Proposition J.26 yields

|xk − x̃k| ≤
131.3685

d
+

38.9822

d
≤ 170.4

d
.

Finally, we use this bound to show the iterates exists ∀k ∈ [d] .
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J.2 Full proof

J.2.1 Auxiliary propositions

We begin with preliminary claims and move on to the propositions used in the previous section.

Claim J.4. f (d) ≜ −d
(
1− 2−1/d

)
is decreasing ∀d ≥ 1.

Proof. f ′ (d) = −
(
1− 2−1/d

)
− d

(
(−1) · 1

d2 ln 2 · 2−1/d
)
= −

(
1− 2−1/d

)
+ ln 2

d 2−1/d = −1−(
1− ln 2

d

)
2−1/d < 0.

Claim J.5. ∀d ≥ 1 : d
(
21/d − 1

)
≥ ln 2.

Proof. Using Taylor’s expansion:

21/d = e
ln 2
d = 1 +

ln 2

d
+

∞∑
i=2

1

i!

(
ln 2

d

)i

⇒ d
(
21/d − 1

)
= ln 2 +

∞∑
i=2

1

i!

(ln 2)
i

di−1
≥ ln 2 .

Claim J.6. −d
(
1− 2−1/d

)
≥ − ln 2 (alternatively: 2−1/d ≥ 1− ln 2

d ).

Proof. From Claim J.4 we know that −d
(
1− 2−1/d

)
is decreasing with d, so we have,

−d
(
1− 2−1/d

)
≥ lim

d→∞
−d
(
1− 2−1/d

)
= lim

h→0+

2−h − 1

h
= lim

h→0+

2−h − 20

h
.

We recognize this as the definition of the derivative of 2−x for x = 0+, so we have:

lim
d→∞

−d
(
1− 2−1/d

)
=

d (2−x)

dx

(
x = 0+

)
= − ln 2 · 20 = − ln 2 .

Claim J.7. β (τ) > 0, decreasing and convex for τ < 1
ln 2 .

Proof. Reminder that β (τ) =
((dτ−1)2−1/d−(dτ−2))2(5−2dτ)/d

d , and d ≥ 1.

Denote β (τ) = 1
df (τ) g (τ), where f (τ) = (dτ − 1) 2−1/d − (dτ − 2) and g (τ) = 2

5−2dτ
d .

We have ∀τ, g (τ) > 0.

Note that from Claim J.6 1− ln 2
d ≤ 2−1/d ≤ 1, so:

f (τ) = 2−1/ddτ − 2−1/d − dτ + 2 ≥
(
1− ln 2

d

)
dτ − 1− dτ + 2 = −τ ln 2 + 1 ,

so f (τ) > 0 for τ < 1
ln 2 . Thus β (τ) > 0 for τ < 1

ln 2 .

Now we note that f ′ (τ) = d
(
2−1/d − 1

)
< 0, ∀d ≥ 1, ∀τ and g′ (τ) = −2 ln 2 · 2 5−2dτ

d <
0, ∀d, ∀τ
So:

β′ (τ) =
1

d
(f ′ (τ) g (τ) + g′ (τ) f (τ)) < 0 ,

as long as g (τ) > 0 and f (τ) ≥ 0 - which we get for τ < 1
ln 2 .
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Now note f ′′ (τ) = 0 and g′′ (τ) = 4 ln2 2 · 2 5−2dτ
d > 0, so:

β′′ (τ) =
1

d
(f ′′ (τ) g (τ) + f ′ (τ) g′ (τ) + g′′ (τ) f (τ) + f ′ (τ) g′ (τ))

=
1

d
(2f ′ (τ) g′ (τ) + g′′ (τ) f (τ)) > 0 ,

as long as f (τ) ≥ 0 - which we get for τ < 1
ln 2 .

Claim J.8. x (τ) defined by the ODE in Eq. (14) satisfies the ODE x (0) = 1, x′ (τ) = d

√
x2−g(τ)−x

2

with g (τ) = 4β
(
τ + 1

d

)
. We also have:

∀d ≥ 3, max
s∈[0,1]

g (s) = g (0) = 4
23/d

d
.

Proof. Substituting x′ (τ) = d

√
x2−4β(τ+ 1

d )−x

2 in x′ (τ) = d

√
x2−g(τ)−x

2 we get g (τ) =

4β
(
τ + 1

d

)
.

For τ ∈ [0, 1] and d ≥ 3, τ + 1
d ≤

1
ln 2 . We get from Claim J.7 that β is decreasing, so:

max
s∈[0,1]

g (s) = g (0) = 4β

(
1

d

)
= 4

(
(1− 1) 2−1/d − (1− 2)

)
2(5−2)/d

d
= 4

23/d

d
.

Remark J.9. The solution to the ODE x (τ)x′ (τ) = −f (x) , x (0) = 1 is

x (τ) =

√
1− 2

∫ τ

0

f (s) ds.

Claim J.10. ∀0 ≤ a ≤ µ ≤ 1 : 1− 1−
√
1−µ
µ a ≤

√
1− a ≤ 1− a

2 .

Proof. The right side inequality is trivial:
(
1− a

2

)2
= 1− a+ a2

4 ≥ 1− a =
(√

1− a
)2

.

For the left side: denote f (a) =
√
1− a. f is concave: f ′ (a) = − 1

2
√
1−a

, f ′′ (a) =
−2

2
√

1−a

4(1−a) ≤ 0.
So we have ∀0 ≤ a ≤ µ ≤ 1:

√
1− a = f (a) ≥ (µ− a) f (0) + af (µ)

µ

= 1− a

µ
+

a

µ

√
1− µ = 1− 1−

√
1− µ

µ
a .

Remark J.11. The solution to the ODE in Eq. (14) is only defined when the quantity under the square
root remains nonnegative, i.e.,

x2(τ) ≥ 4β

(
τ +

1

d

)
.

Given that x (0) = 1 and that 4β
(
1
d

)
= 4 23/d

d < 1 for all d ≥ 6, i.e., x2 (0) > 4β
(
1
d

)
strictly, from

continuity we have that x(τ) ≥
√

4β
(
τ + 1

d

)
> 0 for all τ ∈ [0, ζ], for some ζ ∈ (0, 1]. Going

forward we focus on τ ∈ [0, ζ] when stating facts about x (τ), and eventually show that ζ = 1 in
Corollary J.23.
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Proposition J.12. Assuming ∀τ ∈ [0, ζ] : 0 ≤ g(τ)
x2 ≤ 1 and x > 0, the solution of x (0) = 1,

x′ (τ) = d

√
x2−g(τ)−x

2 holds

x (τ) ∈

√1− d
1−
√
1− µ

µ

∫ τ

0

g (s) ds,

√
1− d

2

∫ τ

0

g (s) ds

 ,

for µ ≜ max
s∈[0,ζ]

g (s)

x (s)
2 .

Proof. Let 0 ≤ µ ≤ 1 such that ∀τ ∈ [0, ζ] : 0 ≤ g(τ)
x2 ≤ µ ≤ 1. From Claim J.10 we have:

1− 1−
√
1− µ

µ

g (τ)

x2
≤
√
1− g (τ)

x2
≤ 1− g (τ)

2x2(
1− 1−

√
1− µ

µ

g (τ)

x2

)
x ≤ x

√
1− g (τ)

x2
≤
(
1− g (τ)

2x2

)
x

x− 1−
√
1− µ

µ

g (τ)

x
≤
√
x2 − g (τ) ≤ x− g (τ)

2x

−1−
√
1− µ

µ

g (τ)

x
≤
√

x2 − g (τ)− x ≤ −g (τ)

2x

−d1−
√
1− µ

2µ

g (τ)

x
≤ d

√
x2 − g (τ)− x

2
≤ −dg (τ)

4x(√
1− µ− 1

)
dg (τ)

2µx (τ)
≤ x′ (τ) ≤ −dg (τ)

4x (τ)(√
1− µ− 1

)
dg (τ)

2µ
≤ x (τ)x′ (τ) ≤ −dg (τ)

4
,

where the last transition is valid since x > 0. From Remark J.9, we know that the solution to the
ODE x (τ)x′ (τ) = −f (x) , x (0) = 1 is x (τ) =

√
1− 2

∫ τ

0
f (s) ds. Put differently this means

x (τ) =
√
1 + 2

∫ τ

0
x (s)x′ (s) ds (when x (0) = 1). We aim to plug this into the inequalities, so we

now achieve the required form:∫ τ

0

(√
1− µ− 1

)
dg (s)

2µ
ds ≤

∫ τ

0

x (s)x′ (s) ds ≤
∫ τ

0

−dg (s)
4

ds

1− 2

∫ τ

0

d

2

(
1−
√
1− µ

)
µ

g (s) ds ≤ 1 + 2

∫ τ

0

x (s)x′ (s) ds ≤ 1− 2

∫ τ

0

d

4
g (s) ds

1− d
1−
√
1− µ

µ

∫ τ

0

g (s) ds ≤ 1 + 2

∫ τ

0

x (s)x′ (s) ds ≤ 1− d

2

∫ τ

0

g (s) ds .

Denoting A ≜ d
∫ τ

0
g (s) ds ≥ 0, note that for the LHS,

1− 1−
√
1− µ

µ
A =

1

µ

(
µ−A+A

√
1− µ

)
≥ 1

µ
(µ−A+A (1− µ)) = 0 .

Hence it is legal to take a square root:√
1− d

1−
√
1− µ

µ

∫ τ

0

g (s) ds ≤

√
1 + 2

∫ τ

0

x (s)x′ (s) ds ≤

√
1− d

2

∫ τ

0

g (s) ds .

Finally, plugging in x (τ) =
√

1 + 2
∫ τ

0
x (s)x′ (s) ds, we get:√

1− d
1−
√
1− µ

µ

∫ τ

0

g (s) ds ≤ x (τ) ≤

√
1− d

2

∫ τ

0

g (s) ds .
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Proposition J.13. For d ≥ 100,000 and τ ∈ [0, 1], 0 ≤ d
∫ τ

0
g (s) ds ≤ 1.5821.

Proof. For τ ∈ [0, 1] and d ≥ 3, τ + 1
d < 1

ln 2 . We get from Claim J.7 that β is positive and thus
d
∫ τ

0
g (s) ds = 4d

∫ τ

0
β
(
s+ 1

d

)
ds ≥ 0. For the right side inequality, we have:

d

∫ τ

0

g (s) ds = 4d

∫ τ

0

β

(
s+

1

d

)
ds

[β ≥ 0] ≤ 4d

∫ 1

0

β

(
s+

1

d

)
ds

= 4d

∫ 1

0

((
(ds+ 1− 1) 2−1/d − (ds+ 1− 2)

)
2(5−2ds−2)/d

d

)
ds

= 4 · 23/d
[∫ 1

0

2−2sds− d
(
1− 2−1/d

)∫ 1

0

s2−2sds

]
= 4 · 23/d

[[
−2−2s

ln 4

]∣∣∣∣1
0

− d
(
1− 2−1/d

) [
−2−2s (s ln 4 + 1)

ln2 4

]∣∣∣∣1
0

]

= 4 · 22/d
[
21/d

3

4 ln 4
− d

(
21/d − 1

)[4− (ln 4 + 1)

4 ln2 4

]]
.

From Claim J.5 we know that d
(
21/d − 1

)
≥ ln 2, so:

d

∫ τ

0

g (s) ds ≤ 4d

∫ 1

0

β

(
s+

1

d

)
ds ≤ 4 · 22/d

[
21/d

3

4 ln 4
− ln 2

[
3− ln 4

4 ln2 4

]]
[d ≥ 100,000] ≤ 4 · 22/100000

[
21/100000

3

4 ln 4
− ln 2

[
3− ln 4

4 ln2 4

]]
≤ 1.5821 .

Claim J.14. 1−
√
1−x
x − 1

2 ≤
x
2 for x ∈ (0, 1].

Proof. Note that

1−
√
1− x

x
=

1−
√
1− x

x

1 +
√
1− x

1 +
√
1− x

=
x

x
(
1 +
√
1− x

) ,
so we define a (x) ≜ 1

1+
√
1−x

.

This function is monotonically increasing, continuous and convex for x ∈ [0, 1]:

a′ (x) =

1
2
√
1−x(

1 +
√
1− x

)2 ,
a′′ (x) =

−1 ·
(
2 −1
2
√
1−x

(
1 +
√
1− x

)2
+ 2

(
1 +
√
1− x

) −1
2
√
1−x
· 2
√
1− x

)
4 (1− x)

(
1 +
√
1− x

)4
=

1√
1−x

(
1 +
√
1− x

)2
+ 2

(
1 +
√
1− x

)
4 (1− x)

(
1 +
√
1− x

)4 ≥ 0 ,

and thus from convexity we have for x ∈ (0, 1]:

1−
√
1− x

x
= a (x) ≤ (1− x) a (0) + xa (1) = (1− x)

1

2
+ x =

1

2
+

1

2
x

=⇒ 2

(
1−
√
1− x

x
− 1

2

)
≤ x .
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Proposition J.15. For d ≥ 100,000, µ ≜ maxs∈[0,ζ]
g(s)

x(s)2
≤ 19.158

d .

Proof. From Remark J.11 we note that x (τ) is positive, and since β
(
τ + 1

d

)
> 0, we know x (τ) is

decreasing in [0, ζ] (Claim J.7), and thus the minimum of x (τ)2 is x (ζ)2, and x (ζ)
2 ≤ x (0)

2
= 1.

Applying the upper bound of g (s) from Claim J.8, we get

µ ≜ max
s∈[0,ζ]

g (s)

x (s)
2 ≤

maxs∈[0,ζ] g (s)

mins∈[0,ζ] x (s)
2 =

4 23/d

d

x (ζ)
2 .

From Proposition J.12 we know that

√
1− d

1−
√
1− µ

µ

∫ ζ

0

g (s) ds ≤ x (ζ).

Squaring both (positive) sides, substituting and denoting A = d
∫ ζ

0
g (s) ds, we get

1− 1−
√
1− µ

µ
A ≤ x (ζ)

2
.

Note that A ≥ 0 (from Proposition J.13), and that f (µ) ≜ 1−
√
1−µ
µ is increasing, since using

Claim J.10, we have f ′ (µ) = 2−µ−2
√
1−µ

2µ2
√
1−µ

≥ 2−µ−2(1−µ/2)
2µ2

√
1−µ

= 0. Combining these and µ ≤ 4 23/d

d

x(ζ)2
,

we get that,

1−
1−

√
1− 4 23/d

d

x(ζ)2

4 23/d

d /x (ζ)
2

A ≤ 1− 1−
√
1− µ

µ
A ≤ x (ζ)

2

4 23/d

d

x (ζ)
2 −A+A

√
1−

4 23/d

d

x (ζ)
2 ≤ 4

23/d

d

A

√
1−

4 23/d

d

x (ζ)
2 ≤ −4

23/d

d

(
1

x (ζ)
2 − 1

)
+A .

For simplicity denote z = 1
x(ζ)2

, r = 4 23/d

d . Recall that z ≥ 1, and we are looking for an upper

bound for it, so we can have a lower bound for x (ζ)2. We have:

A2 (1− rz) ≤ (−r (z − 1) +A)
2
= r2 (z − 1)

2 − 2Ar (z − 1) +A2

−A2rz ≤ r2z2 − 2r2z + r2 − 2Arz + 2Ar

0 ≤ rz2 +
(
A2 − 2A− 2r

)
z + 2A+ r .

Finding the roots, z1,2 =
2r +A (2−A)±

√
(2r +A (2−A))

2 − 4r (2A+ r)

2r
.

Since we are looking for an upper bound, we care about the smaller root:

z ≤
2r +A (2−A)−

√
4r2 + 4rA (2−A) +A2 (2−A)

2 − 8rA− 4r2

2r

=
2r +A (2−A)−

√
−4rA2 +A2 (2−A)

2

2r
= 1 +

A (2−A)

2r

(
1−

√
1− 4r

(2−A)
2

)
.
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For d ≥ 100,000, 4r
(2−A)2

=
4·4 23/d

d

(2−A)2
≤ 4·4· 23/100000100000

(2−1.5821)2
≤ 10−3 < 1 , (we used Proposition J.13), so we

can apply Claim J.14:

z ≤ 1 +
A (2−A)

2r

(
4r

2 (2−A)
2

(
4r

(2−A)
2 + 1

))
= 1 +

A

2−A
+

4Ar

(2−A)
3[

d≥100,000
=⇒r≤4.1·10−5

]
≤ 1 +

A

2−A
+ 4 · 4.1 · 10−5 A

(2−A)
3

[A≤1.5821, J.13] ≤ 1 +
1.5821

0.4179
+ 4 · 4.1 · 10−5 · 1.5821

0.41793
≤ 4.7894 .

Then, for d ≥ 105:
1

x (ζ)
2 ≤ 4.7894 =⇒ µ ≤ 4.7894 · 42

3/d

d
≤ 19.1576 · 23/105

d
≤ 19.158

d
.

Proposition J.16. For d ≥ 100,000, we have ∀τ ∈ [0, ζ],
∣∣∣x (τ)−√1− d

2

∫ τ

0
g (s) ds

∣∣∣ ≤ 33.1539
d .

Proof. Denote A = d
∫ τ

0
g (s) ds. We know that√

1−
(
1−
√
1− µ

)
µ

A ≤ x (τ) ≤
√

1− 1

2
A∣∣∣∣∣x (τ)−

√
1− 1

2
A

∣∣∣∣∣ ≤
√

1− 1

2
A−

√
1−

(
1−
√
1− µ

)
µ

A

≤
1− 1

2A− 1 +
(1−

√
1−µ)
µ A√

1− 1
2A+

√
1− (1−

√
1−µ)
µ A

≤

(
(1−

√
1−µ)
µ − 1

2

)
A√

1− 1
2A+

√
1− (1−

√
1−µ)
µ A

≤ A√
1− 1

2A

((
1−
√
1− µ

)
µ

− 1

2

)
.

From Proposition J.13 we have for d ≥ 100,000 that A ≤ 1.5821, then A√
1− 1

2A
≤ 1.5821√

1− 1.5821
2

≤
3.4611.

We further know from Claim J.14 that 1−
√
1−µ
µ − 1

2 ≤
µ
2 for µ ∈ (0, 1].

Combining these and applying Proposition J.15, we get:∣∣∣∣∣x (τ)−
√

1− 1

2
A

∣∣∣∣∣ ≤ 3.4611
µ

2
≤ 3.4611 · 19.158

2d
≤ 33.1539

d
.

Claim J.17. ∀x ∈ [0, 1] : 2x ≤ 1 + x.

Proof. 2x is convex, so we get in [0, 1]:

2x ≤ (1− x) 20 + x21 = 1− x+ 2x = 1 + x .
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Proposition J.18. For d ≥ 100,000, We have
∣∣∣x̃ (τ)−√1− d

2

∫ τ

0
g (s) ds

∣∣∣ ≤ 5.8283
d .

Proof. We are reminded of the following:

x̃ (τ) =

√
1− 1

ln 4
+ 4−τ

(
1

ln 4
− τ

)
,

β (τ) =

(
(dτ − 1) 2−1/d − (dτ − 2)

)
2(5−2dτ)/d

d
,

g (τ) = 4β

(
τ +

1

d

)
= 4

(
dτ2−1/d − (dτ − 1)

)
2(3−2dτ)/d

d
.

Define A (τ) ≜ d
2

∫ τ

0
g (s) ds, B (τ) = 1

ln 4 − 4−τ
(

1
ln 4 − τ

)
.

We have A (0) = B (0) = 0, and A (τ)−B (τ) is non negative and increasing for τ ∈ [0, 1]:

d (A (τ)−B (τ))

dτ
=

d

2
g (τ)− 4−τ (2− τ ln 4)

=
d

2
4

(
dτ2−1/d − (dτ − 1)

)
2(3−2dτ)/d

d
− 4−τ (2− τ ln 4)

= 4−τ
(
2
(
23/d − 1

)
+ τ

(
ln 4− 2 · 23/dd

(
1− 2−1/d

)))
.

If we assume ln 4 ≥ 2 · 23/dd
(
1− 2−1/d

)
, then the derivative is in fact positive and we are done. If

we assume the opposite we have:

d (A (τ)−B (τ))

dτ
= 4−τ

(
2
(
23/d − 1

)
− τ

(
2 · 23/dd

(
1− 2−1/d

)
− ln 4

))
[τ ∈ [0, 1]] ≥ 4−τ

(
2
(
23/d − 1

)
−
(
2 · 23/dd

(
1− 2−1/d

)
− ln 4

))
= 4−τ

(
2 · 23/d

(
1− d

(
1− 2−1/d

))
− 2 + ln 4

)
[J.6] ≥ 4−τ

(
2 · 23/d (1− ln 2)− 2 + ln 4

)
≥ 4−τ (2 (1− ln 2)− 2 + ln 4) = 4−τ (2− 2 ln 2− 2 + ln 4) = 0 .

This means that

0 ≤ A (τ)−B (τ) ≤ A (1)−B (1) .

In Proposition J.13 we saw that:

d

∫ 1

0

g (s) ds ≤ 4 · 22/d
[
21/d

3

4 ln 4
− ln 2

[
3− ln 4

4 ln2 4

]]
=⇒ A (1) ≤ 2 · 22/d

[
21/d

3

4 ln 4
− ln 2

[
3− ln 4

4 ln2 4

]]
[J.17, d ≥ 2, ln 4 = 2 ln 2] ≤ 2

(
1 +

2

d

)[
3
(
1 + 1

d

)
8 ln 2

− ln 2

[
3− ln 4

16 ln2 2

]]

= 2

(
1 +

2

d

)[
6 + 6

d

16 ln 2
− 3− ln 4

16 ln 2

]
=

(
1 +

2

d

)[
3 + 2 ln 2 + 6

d

8 ln 2

]
.
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Subtracting B (1) we get:

A (1)−B (1) ≤
(
1 +

2

d

)[
3 + 2 ln 2 + 6

d

8 ln 2

]
−
(

1

ln 4
− 1

4

(
1

ln 4
− 1

))
=

(
1 +

2

d

)[
3 + 2 ln 2 + 6

d

8 ln 2

]
− 3 + 2 ln 2

8 ln 2

=
6

d · 8 ln 2
+

2

d

[
3 + 2 ln 2 + 6

d

8 ln 2

]
[d ≥ 100,000] ≤ 2.6641

d
,

leading to

0 ≤ A (τ)−B (τ) ≤ 2.6641

d
.

Now note that,

x̃ (τ)−

√
1− d

2

∫ τ

0

g (s) ds =
√
1−B (τ)−

√
1−A (τ) =

1−B (τ)− (1−A (τ))√
1−B (τ) +

√
1−A (τ)

=
A (τ)−B (τ)√

1−A (τ) +
√

1−B (τ)
.

Since 0 ≤ A (τ)−B (τ), we have x̃ (τ) ≥
√
1− d

2

∫ τ

0
g (s) ds. Lower bounding the denominator:

√
1−A (τ) +

√
1−B (τ) ≥

√
1−B (τ) =

√
1− 1

ln 4
+ 4−τ

(
1

ln 4
− τ

)

≥

√
1− 1

ln 4
+ 4−1

(
1

ln 4
− 1

)
≥ 0.4571 ,

and so,

0 ≤ x̃ (τ)−

√
1− d

2

∫ τ

0

g (s) ds ≤ 2.6641

0.4571d
≤ 5.8283

d
.

Proposition J.19. For d ≥ 100,000, we have ∀τ ∈ [0, ζ], |x̃ (τ)− x (τ)| ≤ 38.9822
d .

Proof. From Proposition J.18 and Proposition J.16:

|x̃ (τ)− x (τ)| =

∣∣∣∣∣x̃ (τ)−
√

1− d

2

∫ τ

0

g (s) ds+

√
1− d

2

∫ τ

0

g (s) ds− x (τ)

∣∣∣∣∣
≤

∣∣∣∣∣x̃ (τ)−
√
1− d

2

∫ τ

0

g (s) ds

∣∣∣∣∣+
∣∣∣∣∣
√
1− d

2

∫ τ

0

g (s) ds− x (τ)

∣∣∣∣∣
≤ 5.8283

d
+

33.1539

d
=

38.9822

d
.

Corollary J.20. For d ≥ 100,000, we have ∀τ ∈ [0, ζ], x (τ) ≥ 0.4567.

Proof. Note that x̃ (τ) =
√

1− 1
ln 4 + 4−τ

(
1

ln 4 − τ
)

is decreasing for τ ∈ [0, 1] :

x̃′ (τ) =
−4−τ (2− τ ln 4)

2
√
1− 1

ln 4 + 4−τ
(

1
ln 4 − τ

) ≤ 0 .
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Note that it is lowest at τ = 1. Combined with |x (τ)− x̃ (τ)| ≤ 38.9822
d , we get:

x ≥

√
1− 1

ln 4
+

1

4

(
1

ln 4
− 1

)
− 38.9822

d
≥ 0.4571− 38.9822

d

[d ≥ 100,000] ≥ 0.4571− 38.9822

100,000
≥ 0.4567 .

Claim J.21. For a ≥ b ≥ 0,
√
a− b ≥

√
a−
√
b.

Proof.
√
a− b =

√(√
a−
√
b
)(√

a+
√
b
)
≥
√(√

a−
√
b
)2

=
√
a−
√
b .

Proposition J.22 (Existence of the solution to the ODE). For d ≥ 100,000, we have x2(τ) ≥
4β
(
τ + 1

d

)
, ∀τ ∈ [0, 1].

Proof. Note the following for τ = ζ:

x2(ζ) ≥ 0.45672 > 0.2 > 4
2

d
> 4β

(
ζ +

1

d

)
,

for d ≥ 100,000, from Claim J.8 and Corollary J.20. From continuity and the strict inequality, there
exists δ > 0 such that ∀τ ∈ [ζ, ζ + δ] , x2 (τ) ≥ 4β

(
τ + 1

d

)
. Observing the definition of the ODE

Eq. (14), we have the following for all τ ∈ [ζ, ζ + δ]:

x′ (τ) = d

√
x2 − 4β

(
τ + 1

d

)
− x

2

[J.21] ≥ d
x− 2

√
β
(
τ + 1

d

)
− x

2
= −d

√
β

(
τ +

1

d

)
≥ −d

√
2

d
= −
√
2d

=⇒ x (τ) ≥ x (ζ)−
√
2d (τ − ζ) ≥ 0.4567−

√
2d (τ − ζ) .

We can show that δ ≥ 0.3√
d

, by showing the solution must exist at τ = ζ + 0.3√
d

:

x
(
ζ + δ̃

)
≥ 0.4567−

√
2dδ̃ ≥ 2

√
2

d
>

√
4β

(
ζ + δ̃ +

1

d

)

⇐⇒ δ̃ ≤ 1√
2d

(
0.4567− 2

√
2

d

)
⇐= δ̃ =

0.3√
d
.

Hence, we have that x2 (τ) ≥ 4β
(
τ + 1

d

)
for τ ∈

[
0, ζ + 0.3√

d

]
, and thus we can apply all previous

claims replacing ζ with ζ + 0.3√
d

, and specifically,

x2(ζ +
0.3√
d
) ≥ 0.45672 > 0.2 > 4

2

d
> 4β

(
ζ +

0.3√
d
+

1

d

)
,

Which allows repeating all the previous steps without alteration. After repeating
⌈√

d
0.3

⌉
times, we get

that x2 (τ) ≥ 4β
(
τ + 1

d

)
for τ ∈ [0, 1], concluding the proof.

Corollary J.23. All previous propositions, and specifically Proposition J.19 and Corollary J.20,
apply ∀τ ∈ [0, 1] (indicating ζ = 1).
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Proposition J.24. For d ≥ 100,000, L ≜ maxx,τ∈[0,1]

∣∣ d
dxf (τ, x)

∣∣ ≤ 4.7955.

Proof. L, the Lipschitz constant of f , is given by

L ≜ max
x,τ∈[0,1]

∣∣∣∣ ddxf (τ, x)

∣∣∣∣ .
We have:

d

dx
f (τ, x) =

d

dx

d
√

x2 − 4β
(
τ + 1

d

)
− x

2

 =
d

2

 x√
x2 − 4β

(
τ + 1

d

) − 1

 .

Assume that x ≥ xmin, τ ∈ [0, 1]. from d ≥ 3, τ + 1
d ≤

1
ln 2 . From Claim J.7, we get β

(
τ + 1

d

)
≥

0.This means that d
dxf (τ, x) ≥ 0. So

L = max
x,τ∈[0,1]

d

dx
f (τ, x) .

For any fixed x, the maximum β
(
τ + 1

d

)
will maximize L. From Claim J.7,we know that β is

decreasing with τ , so to maximize L, τ = 0. To maximize d
2

(
x√

x2−4β( 1
d )
− 1

)
, note that this

function is decreasing with respect to x:

d

dx

d
2

 x√
x2 − 4β

(
1
d

) − 1

 =
d

2


√

x2 − 4β
(
1
d

)
− x x√

x2−4β(τ+ 1
d )

x2 − 4β
(
1
d

)


=
d

2

x2 − 4β
(
1
d

)
− x2(

x2 − 4β
(
1
d

)) 3
2

 =
d

2

 −4β
(
1
d

)(
x2 − 4β

(
1
d

)) 3
2

 ≤ 0 ,

hence the optimal x is xmin. We get that

L =
d

2

 xmin√
x2
min − 4β

(
1
d

) − 1

 .

Now,

4β

(
1

d

)
= 4

(
(1− 1) 2−1/d − (1− 2)

)
2(5−2)/d

d
= 4

23/d

d
,

and applying Corollary J.20 we get:

L ≤ d

2

 0.4567√
0.45672 − 4 23/d

d

− 1


[d ≥ 100,000] ≤ d

2

 0.4567√
0.45672 − 4 23/100000

d

− 1

 ≤ d

2

 0.4567√
0.45672 − 4.0001

d

− 1


≤ d

2

 1√
1− 19.1783

d

− 1

 =
d

2

 1√
1− 19.1783

d

− 1

 1√
1− 19.1783

d

+ 1

1√
1− 19.1783

d

+ 1

=
d

2

 1
1− 19.1783

d

− 1

1√
1− 19.1783

d

+ 1

 ≤ d

2

 19.1783
d

1− 19.1783
d

1 + 1

 =
19.1783

4

1

1− 19.1783
d

≤ 19.1783

4

1

1− 19.1783
100000

≤ 4.7955 .
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Proposition J.25. From d ≥ 100,000, M ≜ maxτ∈[0,1]

∣∣∣ d2

dτ2x (τ)
∣∣∣ ≤ 10.5027

Proof. M is defined as an upper bound on the second derivative (absolute value) of x (τ) in the
relevant interval:

M ≜ max
τ∈[0,1]

∣∣∣∣ d2dτ2
x (τ)

∣∣∣∣ = max
τ∈[0,1]

∣∣∣∣ ddτ f (τ, x (τ))

∣∣∣∣ .
We have:

d

dτ
f (τ, x (τ)) =

∂

∂τ

d
√

x2 − 4β
(
τ + 1

d

)
− x

2

+ x′ (τ)
∂

∂x

d
√

x2 − 4β
(
τ + 1

d

)
− x

2


=

∂

∂τ

d
√
x2 − 4β

(
τ + 1

d

)
− x

2

+ f (τ, x (τ))
∂

∂x

d
√
x2 − 4β

(
τ + 1

d

)
− x

2

.
For the first term:

∂

∂τ

d
√
x2 − 4β

(
τ + 1

d

)
− x

2

 =
d

2

 −4

2
√
x2 − 4β

(
τ + 1

d

)
 ∂

∂τ
β

(
τ +

1

d

)

= − d√
x2 − 4β

(
τ + 1

d

) ∂

∂τ
β

(
τ +

1

d

)
.

From Claim J.7 we know β is positive and decreasing, so d√
x2−4β(τ+ 1

d )
is maximized at τ = 0; In

addition ∂
∂τ β

(
τ + 1

d

)
≤ 0, and thus the entire expression is non negative. We know β is convex,

so the absolute value of the negative ∂
∂τ β

(
τ + 1

d

)
is also maximized at τ = 0. All in all, the entire

expression is maximized at τ = 0, and is bounded by:

0 ≤− d√
x2 − 4β

(
1
d

) ∂

∂τ
β

(
τ +

1

d

)∣∣∣∣
τ=0

= − d√
x2 − 4β

(
1
d

) 1d (d(2−1/d − 1
)
2

5−2d(1/d)
d

−2 ln 2 · 2
5−2d(1/d)

d

(
(d (1/d)− 1) 2−1/d − (d (1/d)− 2)

))
=

23/d√
x2 − 4β

(
1
d

) (2 ln 2 + d
(
1− 2−1/d

))

[J.6] ≤ 23/d√
x2 − 4 23/d

d

(2 ln 2 + ln 2)

≤ 23/100000√
x2 − 4 23/100000

100000

(3 ln 2)

≤ 2.08√
x2 − 4.1 · 10−5

[J.20] ≤ 2.08√
0.45672 − 4.1 · 10−5

≤ 4.555 .

Moving to the second term, we have from Proposition J.24,

0 ≤ ∂

∂x

d
√
x2 − 4β

(
τ + 1

d

)
− x

2

 ≤ L = 4.7955 .
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Now we need to bound f (τ, x) = d

√
x2 − 4β

(
τ + 1

d

)
− x

2
, which is always negative. From

Claim J.7 we know β is positive and decreasing, so its maximum, which minimizes this and thus
maximizes its absolute value, is received at τ = 0. We also know that f (0, x) increases with x (see
the beginning of the proof for Proposition J.24), so its absolute value decreases with x. Utilizing
these facts we get:

0 ≥ d

√
x2 − 4β

(
τ + 1

d

)
− x

2
≥ d

√
x2 − 4β

(
1
d

)
− x

2

[d ≥ 100,000⇒ x ≥ 0.4567] ≥ d

√
0.45672 − 4 23/d

d − 0.4567

2

≥ d

√
0.45672 − 4 23/100,000

d − 0.4567

2

≥ 0.4567

2

√
1− 19.1782

d − 1

1
d

= −0.4567

2
· 19.1782

1−
√
1− 19.1782

d

19.1782
d

[J.14] ≥ −0.4567

2
· 19.1782

(
1

2
+

19.1782

2d

)
[d ≥ 100,000] ≥ −0.4567

2
· 19.1782

(
1

2
+

19.1782

2 · 100000

)
≥ −2.1901 .

To summarize, we have −2.1901 ≤ f (τ, x) ≤ 0, and thus

d

dτ
f (τ, x (τ)) ∈ [0, 4.555] + [−2.1901, 0] · [0, 4.7955] ⊆ [−10.5027, 4.555] ,

and in absolute value,
M ≤ 10.5027 .

Proposition J.26. For d ≥ 100,000, k ∈ {2, . . . , d} for which the sequence (x)k exists, i.e.,
x2
j−1 − 4β

(
j
d

)
≥ 0 for all 2 ≤ j ≤ k,

|xk − x̃k| ≤
170.4

d
,

where x̃k =
√
1− 1

ln 4 + 4−
k
d

(
1

ln 4 −
k
d

)
.

Proof. As noted in App. J.1.1, the sequence (x)k are Euler’s iterates for the ODE in Eq. (14). Using
the global truncation error of Euler’s method [9, chapter 6.2] we get:∣∣∣∣xk − x

(
k

d

)∣∣∣∣ ≤ hM

2L

(
exp

(
L
(
k
d − 0

))
− 1
)
≤ M

2Ld

(
eL − 1

)
,

where

L = max
x,τ∈[0,1]

∣∣∣∣ ddxf (τ, x)

∣∣∣∣ (where τ is treated as a constant) ,

M = max
τ∈[0,1]

∣∣∣∣ d2dτ2
x (τ)

∣∣∣∣ = ∣∣∣∣ ddτ f (τ, x (τ))

∣∣∣∣ .
For d ≥ 100,000 we have L ≤ 4.7955 from Proposition J.24, and Proposition J.25 gives M ≤
10.5027.
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So in total ∣∣∣∣xk − x

(
k

d

)∣∣∣∣ ≤ 10.5027

2 · 4.7955d
·
(
e4.7955 − 1

)
≤ 131.3685

d
.

Combining this with Proposition J.19, we get

|xk − x̃k| =
∣∣∣∣xk − x̃

(
k

d

)∣∣∣∣ = ∣∣∣∣xk − x

(
k

d

)
+ x

(
k

d

)
− x̃

(
k

d

)∣∣∣∣
≤
∣∣∣∣xk − x

(
k

d

)∣∣∣∣+ ∣∣∣∣x(k

d

)
− x̃

(
k

d

)∣∣∣∣
≤ 131.3685

d
+

38.9822

d
≤ 170.4

d
.

Corollary J.27. For d ≥ 100,000, k ∈ {2, . . . , d} for which the sequence (x)k exists, i.e., x2
j−1 −

4β
(
j
d

)
≥ 0 for all 2 ≤ j ≤ k: xk ≥ 0.45.

Proof. xk is decreasing (Claim I.5), so ∀k ∈ [d]:

xk ≥ xd ≥ x̃d −
170.4

d
=

√
1− 1

ln 4
+ 4−1

(
1

ln 4
− 1

)
− 170.4

d

[d ≥ 100,000] ≥ 0.45 .

Proposition J.28 (Existence of the sequence). For d ≥ 100,000, the sequence (x)k exists for all
k ∈ [d], i.e., x2

j−1 − 4βj ≥ 0, for all 2 ≤ j ≤ d.

The proof is similar to that of Proposition J.22, but simpler. We first note that

x2
1 = 1 > 4

2

d
> 4β

(
2

d

)
= 4β2 ,

which means x2 exists. Now assuming for some k ∈ {2, . . . , d}, xk exists, then from Corollary J.27,
xk ≥ 0.45, and we have

x2
k ≥ 0.452 > 0.2 > 4

2

d
> 4β

(
k + 1

d

)
= 4βk+1 ,

which means that xk+1 exists, and by induction the proof is done.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the setting (detailed in Section 2),
contributions, and assumptions made (namely, continual linear regression setting under a joint
realizability assumption). All results presented in the paper are outlined in the abstract and
introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in
the paper.

• The abstract and/or introduction should clearly state the claims made, including the contribu-
tions made in the paper and important assumptions and limitations. A No or NA answer to
this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are
not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The exact setting and the main assumption are mentioned in the introduction and
fully discussed in Section 2. In Section 6, we discuss, and settle, other findings from the literature;
and also extend future directions to address our work’s limitations.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to vi-

olations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best judgment
and recognize that individual actions in favor of transparency play an important role in
developing norms that preserve the integrity of the community. Reviewers will be specifically
instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [Yes]

Justification: Assumption 2.1 is clearly stated in Section 2. All theorems mention their assump-
tions and refer to their corresponding proofs in the appendices.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they

appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions of
the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Regression experiments, done with synthetic random data, can easily be regenerated
using the full details given in the appendices corresponding to each experiment (App. B, F.2
and G.3), and their code provided in App. H. A link to the code for the classification experiments
is provided in App. C. The algorithms are simple and always formally stated (Schemes 1, 3 and 4).
We detail the construction of the adversarial task collections (Section 5.1) in App. E.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by

the reviewers: Making the paper reproducible is important, regardless of whether the code
and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate
the results, access to a hosted model (e.g., in the case of a large language model), releasing
of a model checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of
the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either

be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
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closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: Regression experiments, done with synthetic random data, can easily be regenerated
using the full details given in the appendices corresponding to each experiment (App. B, F.2
and G.3), and the code available in App. H. A link to the code for the classification experiments is
provided in App. C.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not including
code, unless this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state
which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions
(if applicable).

• Providing as much information as possible in supplemental material (appended to the paper)
is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: All details of hyperparameters and experiments with varying hyperparameters are
detailed under Figure 3a and in the relevant appendices (App. B, App. F.2, App. G.3). The data is
synthetic and we measure only the training performance (as explained in the paper).

Guidelines:

• The answer NA means that the paper does not include experiments.

• The experimental setting should be presented in the core of the paper to a level of detail that
is necessary to appreciate the results and make sense of them.

• The full details can be provided either with the code, in appendix, or as supplemental
material.
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7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: All figures of classification experiments include 95% confidence intervals, see
App. C for details. The figures of regression experiments shown in the main body of the paper
aim to show qualitative trends on random data, rather than quantitative results on real-world
benchmarks. Thus, we defer confidence intervals to the full experiments in the respective
appendices, see App. B for details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably

report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?
Answer: [Yes]
Justification: Experiments and numerical validations (for Section 5.1) required very little CPU
resources that are detailed in the corresponding appendices (App. B, C, E, F.2 and G.3).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or

cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experi-

mental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research involves theoretical research, synthetic data experiments, and CIFAR
experiments. It fully conforms with the NeurIPS Code of Ethics.
Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration

due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [NA]

Justification: The paper involves theoretical research of continual learning, and has no societal
impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact

or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
deepfakes for disinformation. On the other hand, it is not needed to point out that a generic
algorithm for optimizing neural networks could enable people to train models that generate
Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional or
unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release
of data or models that have a high risk for misuse (e.g., pretrained language models, image
generators, or scraped datasets)?

Answer: [NA]

Justification: No models or data were released. The provided research code compares different
task orderings in continual learning, and has no risk for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring that
users adhere to usage guidelines or restrictions to access the model or implementing safety
filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith effort.

100



12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes] .

Justification: All creators of datasets and models used were properly cited. Specifically, we use
CIFAR-100 and cite Krizhevsky et al. [55] accordingly in Section 4.1, and we employ pretrained
models from Chen [22], cited appropriately in App. C.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service

of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Released code is documented appropriately.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included in
the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.
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15. Institutional review board (IRB) approvals or equivalent for research with human subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should
clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines
for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-
standard component of the core methods in this research? Note that if the LLM is used only for
writing, editing, or formatting purposes and does not impact the core methodology, scientific
rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs were used only for editing purposes and code corrections.
Guidelines:

• The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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