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Abstract

Mechanistic interpretability seeks to understand the neu-
ral mechanisms that enable specific behaviors in Large Lan-
guage Models (LLMs) by leveraging causality-based meth-
ods. While these approaches have identified neural cir-
cuits that copy spans of text, capture factual knowledge,
and more, they remain unusable for multimodal models
since adapting these tools to the vision-language domain
requires considerable architectural changes. In this work,
we adapt a unimodal causal tracing tool to BLIP to en-
able the study of the neural mechanisms underlying image-
conditioned text generation. We demonstrate our approach
on a visual question answering dataset, highlighting the
causal relevance of later layer representations for all to-
kens. Furthermore, we release our BLIP causal tracing
tool as open source to enable further experimentation in
vision-language mechanistic interpretability by the commu-
nity. Our code is available at this URL.

1. Introduction

Mechanistic interpretability [30] analyzes neural net-
works with the goal of reverse engineering the algorithms
a network implicitly learns in their parameters. This al-
lows for finer-grained control over a model’s knowledge
[27, 28, 17] and behavior [23]. In particular, causal me-
diation analysis (CMA) [34] is a popular mechanistic inter-
pretability method that studies the effect of introducing a
mediator on the outcome of a system. However, CMA has
so far been implemented only for the unimodal language do-
main [27], limiting our understanding to this narrow class of
models [5].

In recent years, multimodal models have rapidly grown
in relevance as vision-language transformers have enabled
strong performance on image-text retrieval, image caption-
ing, and visual question answering (VQA) tasks [25]. Con-
sidering the powerful effects of visual stimulus on seman-
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Figure 1: Causal intervention to measure state’s relevance:
Above, an image of a cow is encoded, cross-attends with
the question encoding, and results in the correct answer
“brown”. Below, the same image encoding is corrupted,
cross-attends with the question encoding, and results in an
incorrect answer. An intermediate state is patched from the
clean to the corrupted run to observe the state’s effect on the
answer probabilities.

tic representations in humans [21], it is important to un-
derstand how similar processes occur in vision-language
models. Take as an example the vision-language trans-
former BLIP [22], which consists of an image encoder
cross-attending with a text encoder, jointly conditioning a
text decoder (Fig. 2). In this work, we seek a deeper under-
standing of how BLIP performs VQA by adapting CMA to
the vision-language setting.
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Figure 2: The BLIP-for-VQA [22] architecture: embedding
for an image patch is fed into the question encoder along-
side question tokens to generate image-conditioned ques-
tion embeddings through cross-attention, which are finally
input to the answer decoder for answer generation.

2. Related Work

Pearl [34] introduces causal mediation analysis by mea-
suring the change in a response variable following an inter-
vention, taking into consideration the effects of intermedi-
aries or mediators. Vig et al. [40] applies this analysis to
language models of the GPT-2 family to study how gram-
matical gender bias is mediated by the different components
inside a model. They argue that probing representations
[1, 14, 9] for information does not tell us [2, 37] whether the
model actually uses this information, and causal approaches
to interpretability are a better approach.

Meanwhile, researchers in mechanistic interpretability
have developed a variety of techniques to better understand
neurons and mechanisms inside neural networks (particu-
larly unimodal language models), building on earlier work
on identifying circuits in vision models [31]. This includes
applying linear algebra to understand interactions between
modules inside the transformer architecture [11, 32], study-
ing the training dynamics of transformer models, often
on simple tasks [10, 29, 3, 7, 19], intervening on model-
internal activations to identify causal relationships between
model components [12, 41, 13, 42, 8, 15], and attempt-
ing to map neuron features to human-interpretable concepts
[43, 16, 4].

Meng et al. [27] also base their causal intervention meth-
ods on the previous works by corrupting token embedding
inputs to a language model (GPT-2 XL, GPT-NeoX) to mea-
sure causal relevance of states for capturing factual knowl-
edge. The corruption in the input is produced by introduc-
ing noise into a sentence’s subject tokens. Following this,
the models are observed in three different runs—a clean in-
put run, a corrupted input run, and an intervention involv-
ing patching of the layer outputs from a clean run of the
same sentence input to the corresponding layer outputs of a
corrupted run. Our implementation follows this work most
closely.

On the multimodal side of interpretability, there have

Task Accuracy

Color Identification 80.23%
Location Identification 26.30%
Object Counting 3.27%

Table 1: BLIP Performance on COCO-QA Task Categories

EES -

(a) COCOQA-ID458864: What
is the color of the animal?

(b) COCOQA-ID220218:
What is the color of the
character?

Figure 3: Two example images from COCO-QA and their
accompanying questions.

been thorough analyses of vision-language transformers
leveraging probing approaches [6, 36], though these face
the same epistemic issues as those in the unimodal setting
[2]. Another line of work explores unimodal interactions
present in a multimodal model and proposes methods to un-
derstand the nature & degree of these interactions [39, 24].
Joshi et al. [18] present a comprehensive survey of inter-
pretability in multimodal machine learning until early 2021.
Finally, Kervadec et al. [20] present some interpretability
experiments on transformers trained for VQA, specifically
concerned with their reasoning ability.

3. Method

We adapt the causal intervention method from Meng
et al. [27] to investigate visual question answering (COCO-
QA) in a vision-language model (BLIP).

3.1. Causal Tracing for BLIP

As input, BLIP takes a pre-processed image and ques-
tion tokens, returning a single-word answer as output. We
corrupt the image embeddings before they are fed into the
question encoder, resulting in an incorrect output. Follow-
ing this, we try and ‘make the answer correct again’ by
patching individual intermediate states (token embeddings
at a layer) of a clean run into the corrupted run. The states
that result in the greatest answer improvement are consid-
ered causally relevant.
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Corruption and Patching The second image embedding
of the batch is corrupted by adding noise to all the 577 patch
embeddings of the image, resulting in pairs of clean and
corrupted embeddings (F, E*). For each image, we sample
a single instance of noise ¢ ~ N(1,v), where v is an ad-
justable hyperparameter (standard deviation of noise), and
multiply ¢ to the embedding for each patch. This corrupted
image encoding is then passed into the question encoder
alongside question input tokens for patching.

To perform the causal intervention, the output of each
individual state (layer L, token T) of the E* question en-
coder run is overwritten with the corresponding state from
the clean image embedding run E (see Fig. 1). Finally, we
measure the resulting effect on output logits. This interven-
tion process is also replicated for the answer decoder block.

Metrics Given the question text embedding Q and the im-
age embedding pair (F, E*), to measure the effect of our
causal intervention, we compare the correct answer’s (A)
probability between the corrupted run p(A | E*, Q) and the
restored run (where we patch from the clean run into the
corrupted run at layer L and token position 7"), and normal-
ize across the difference between the clean and corrupted
run probabilities:

T _p(A|patChL7T(E7E*)7Q)_p(A|E*7Q)
LT

— 1
’ (A E.Q) —p(A|E,Q) M

We expect I';, ¢ to be in the range [0, 1], where 0 repre-
sents no improvement from complete corruption and 1 rep-
resents perfect recovery of the original answer probability.

We may then plot I'y, 7 for all (L,T) pairs to observe
the causal relevance of that state on producing the correct
answer. The darker shades of the heatmaps in Fig. 4 rep-
resent high causal relevance I'r, 7. We can also compute
an average probability difference as a function of the noise
factor:

1 *
I(v) = S O> Tw(E* =vE) 2)
L] T €L teT
We plot this function in Fig. 5, illustrating how the aver-
age difference in answer probabilities varies depending on
the strength of the image embedding’s corruption noise.

3.2. COCO-QA Dataset

VQA is an open-ended answer generation task which
requires the model to predict an answer given an image
and associated question input. We utilize this task as a
simple testbed for causal tracing vision-language models.
The dataset used we use is COCO-QA [35] consisting of
123,287 images, 78,736 train and 38,948 test questions.
This was sourced from MSCOCO [26]. The COCO-QA

dataset contains one-word answers to questions belonging
to four categories: object identification, object counting,
colour identification, and location identification.

We divided the training subset of COCO-QA into three
splits pertaining to each of the three categories: colour, lo-
cation identification, and counting. Following this division,
BLIP’s zero-shot performance was assessed on each of the
datasets individually, results of which are shown in Table 1.

The accuracy percentages demonstrate that BLIP’s pre-
trained VQA model performs best in the color identification
task. Further analysis showed that BLIP tends to output
number of objects in an image using digits rather than natu-
ral language, which causes a low accuracy score on textual
answers. Similarly, it also differs in answer structuring in
the location identification task. Thus, we utilize the color
identification data split of COCO-QA for causal tracing,
since we want to understand mechanisms behind a behavior
that a model is highly performant at.

4. Results

In order to understand the correlation between the
amount of noise injected into the image embeddings with
I'(v), we first plotted the effects of adjusting the noise fac-
tor v in the range [0.1, 30], averaged over 200 samples from
the dataset with 10 runs for each of the samples (see Fig.
5). We do not measure I" when v is 0, since we would be
patching from clean runs into clean runs, so I'(v) = 1. A
decaying curve is observed as the v value increases from 0.1
to 30, with very little variation in I'(v) at extremely large
values and negative values for a few values of v. Keeping
both the curves in mind, we refrain from injecting too little
noise that patching becomes trivial or too much noise where
restoration becomes impossible, hence choosing v as 5.

The heatmaps in Fig. 4a and Fig. 4b demonstrate the
causal effects in the question encoder and answer decoder
for two examples from the dataset shown in Fig. 3, averaged
across 10 runs. Fig. 4c demonstrates the average effects
across 200 samples from the COCO-QA dataset. The en-
coder and decoder layers are indexed from 0-11, and input
question tokens are plotted vertically.

It is clear from the figures that in the question encoder,
only the final layer (11) for all tokens plays a significant role
in affecting the output to a higher degree than any preced-
ing layers or tokens. In the case of the answer decoder, the
final layers (9 to 11) play the most apparent role in the fi-
nal output of the model. These results show that BLIP does
not benefit from restored access to the correct image em-
beddings until the final few layers. This may mean that the
vision modality is not relevant to model computations until
the final layer, i.e. vision and language are processed in-
dependently in the intermediate layers. On the other hand,
it may also mean that the final layers override preceding
layers, which may still be weakly causally relevant to the
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Figure 4: Probability I'y, 7 of the correct answer after performing causal interventions at specific layers on specific tokens in
the question encoder (above) and answer decoder (below). Most of the causal relevance is concentrated in the final layers of

the encoder as well as decoder blocks.
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Figure 5: Effect of adjusting the noise factor v on the
answer probability difference I' (averaged across all L, T
patches) for different components of the BLIP model.

model output.

5. Conclusion

We introduced the first causal tracing tool for a vision-
language model and studied how model performance is lo-
calized in BLIP on a subset of the visual question answer-
ing task with the COCO-QA dataset. Previous work on in-
terpretability of vision-language models has not focused on
identifying causal mechanisms, so we hope that this work
invigorates research in this area. Towards this end, we fully
open source our code and will soon release a visualizer as
well as adaptations to other vision-language models.

Many aspects of the causal tracing methodology are still
not fully understood. For example, since the role of the
noise factor v is unclear, future work could study why dif-
ferent components of the model have different sensitivities
to noise; for example, why is performance not monotoni-
cally reduced by increasing v? Also, restoration of the clean
image embedding at multiple points (instead of just one)
may help us understand cross-module coordination within
the model.

A bigger project is to identify larger mechanisms within
vision-language models that can explain how the model per-
forms specific tasks, as has been done in unimodal language
models [29, 41]. This will help us understand how multi-
modal models work and let us verify whether they perform
tasks as expected, e.g. whether they learn good algorithms
or poor shortcuts on compositional understanding bench-
marks like Winoground [38, 33]. Overall, much work re-
mains in this line of research and we look forward to using
causal intervention methods for disentangling the mecha-
nisms learned by vision-language models.
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