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Abstract

Generative modeling, representation learning, and classification are three core
problems in machine learning (ML), yet their state-of-the-art (SoTA) solutions
remain largely disjoint. In this paper, we ask: Can a unified principle address all
three? Such unification could simplify ML pipelines and foster greater synergy
across tasks. We introduce (LZN) as a step toward
this goal. At its core, creates a shared Gaussian latent space that encodes
information across all tasks. Each data type (e.g., images, text, labels) is equipped
with an encoder that maps samples to disjoint latent zones, and a decoder that maps
latents back to data. ML tasks are expressed as compositions of these encoders and
decoders: for example, label-conditional image generation uses a label encoder
and image decoder; image embedding uses an image encoder; classification uses
an image encoder and label decoder. We demonstrate the promise of in
three increasingly complex scenarios: (1) can enhance existing models
(image generation): When combined with the SoTA Rectified Flow model,
improves FID on CIFAR10 from 2.76 to 2.59—without modifying the training
objective. (2) can solve tasks independently (representation learning):

can implement unsupervised representation learning without auxiliary loss
functions, outperforming the seminal MoCo and SimCLR methods by 9.3% and
0.2%, respectively, on downstream linear classification on ImageNet. (3) can
solve multiple tasks simultaneously (joint generation and classification): With
image and label encoders/decoders, performs both tasks jointly by design,
improving FID and achieving SoTA classification accuracy on CIFAR10. The
code and trained models are available at https://github.com/microsoft/
latent-zoning-networks. The project website is at https://zinanlin.me/
blogs/latent_zoning_networks .html.

1 Introduction

Generative modeling, representation learning, and classification are three of the most widely used
machine learning (ML) tasks. Generative models like DALLE [71, 70, 5] and GPT [68, 69, 7, 1] power
applications such as question answering and content creation. Representation learning, exemplified
by CLIP [67], supports tasks like information retrieval. Classification is central to tasks such as object
recognition [17] and sentiment analysis [19, 54].

Notably, the state-of-the-art (SOTA) techniques for these tasks differ. For example, SOTA generative
modeling relies on diffusion models [32, 76, 78] and auto-regressive transformers [68, 69, 7, 1]; SOoTA
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Text

Examples of tasks:
@ Unconditional image generation
@ Image embedding
@ Label-conditioned image generation
@ Image classification
® Text embedding
® Image-to-text generation
(e.g., image captioning)
@ Text-to-image generation
Text-to-text generation (e.g., chatbot)

Figure 1: (LZN) connects multiple encoders and decoders through a
shared latent space, enabling a wide range of ML tasks via different encoder-decoder combinations or
standalone encoders/decoders. The figure illustrates eight example tasks, but more could be supported.
Only tasks 1-4 are evaluated in this paper, while the rest are for illustration.
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key properties: (1) Generative: It follows atent space
a simple Gaussian prior, allowing easy sam- Figure 3: Training and inference in rely on two

pling for generation tasks. (2) Unified: It
serves as a shared representation across all
data types (e.g., image, text, label). Each
data type induces a distinct partitioning of
the latent space into latent zones, where
each zone corresponds to a specific sample

atomic operations: (1) Latent computation (§ 2.2.1):
Computes latent zones for a data type by encoding sam-
ples into anchor points and using flow matching (FM)
[53, 51] to partition the latent space. Conversely, any la-
tent point can be mapped to a sample via the decoder (not
shown). (2) Latent alignment (§ 2.2.2): Aligns latent

(e.g., an ind'ividual image or labe.l). The  zones across data types by matching their FM processes.
1atent space 1s shqwn asa closeq cucle.for This figure also illustrates the approach for in joint
illustration, but it is unbounded in practice. conditional generative modeling and classification (§ 5).

representation learning employs contrastive loss [28, 10, 26]; and SoTA classification uses dedicated
models trained with cross-entropy loss and its variants [46]. Although using distinct methods for these
tasks has long been established and widely accepted in the community, we revisit this methodology
from first principles and question its necessity. Specifically, we ask, out of curiosity:

Can a single principle unify generative modeling, representation learning, and classification?

Part of our motivation stems from Occam’s Razor [83], which favors simpler solutions when possible.
More importantly, while these tasks differ in formulation, they are fundamentally related and can
benefit from one another; a unified principle could facilitate such synergy.’

In this paper, we reflect on the strengths and limitations of existing techniques and propose a new
unified framework, (LZN), illustrated in Figs. 1 and 2. At the core of our
design is a shared latent space that connects a series of encoders and decoders, each corresponding
to a specific data type (e.g., images, text, labels). Encoders map data into a zone in the latent
space, and the corresponding decoder maps it back to the data. Different tasks can be interpreted as

*While auto-regressive (AR) transformers with large-scale pre-training provide one approach to unify these
tasks [68, 69, 7, 1], SOTA transformer-based representation learning still relies on contrastive learning [45, 89].
More importantly, our approach can be viewed as an orthogonal layer on top of transformers and should be seen
as complementary rather than competing. See § 2.4 for further discussion.



performing “translations” within the latent space—either using encoder—decoder pairs or leveraging
a single encoder or decoder. Compared to popular representation learning approaches, which place
no constraint on the latent distribution [10], ’s latent space is generative: it follows a simple prior
distribution for easy sampling. In contrast to modern generative modeling approaches, where different
conditions (e.g., class labels, text) are treated as separate inputs [87], maintains a single latent
space that unifies different types of conditional information. Finally, unlike standard classification,
where class labels are model outputs, treats “class labels” as a data type connected through the
latent space like any other data type.

To train and perform inference with , we rely on two atomic operations (Fig. 3 and § 2): (1) Latent
computation: Given an encoder, we compute the latent zones for a batch of samples. Specifically,
we first use the encoder to compute each sample’s anchor point, then apply flow matching [53, 51]
to map these points to their corresponding latent zones. This procedure ensures that the resulting
zones collectively follow a simple Gaussian distribution, facilitating generation tasks, while also
guaranteeing that zones from different samples remain disjoint—allowing them to serve as unique
latents for classification and representation learning. (2) Latent alignment: Aligning the latent zones
produced by two different encoders to facilitate the tasks that require translations between encoders
and decoders from different data types. This is a fundamentally challenging task due to its discrete
nature. To address it, we introduce a novel “soft” approximation that performs the alignment midway
through the flow matching process, enabling effective and tractable training.

We demonstrate that, despite its simplicity and reliance on just two atomic operations, is capable
of supporting a wide range of seemingly diverse tasks. To illustrate its versatility and practical utility,
we present three levels of applications:

e L1: Enhancing orne existing task (§ 3). Because latents can be computed without su-
pervision, they can be seamlessly integrated into existing models as an additional conditioning
signal-without requiring any changes to the training loss or methods. In this setup, latents
hopefully can learn to improve the task performance. To demonstrate this, we incorporate into
rectified flow models [53]-a state-of-the-art generative approach for images—and observe improved
sample quality across CIFAR10, AFHQ-Cat, CelebA-HQ, LSUN-Bedroom datasets. Specifically,
on CIFAR10, closes the FID gap between conditional and unconditional generation by 59%.

e L2: Solving one task independently (§ 4). can also tackle tasks entirely on its own,
without relying on existing methods. As a case study, we use to implement unsupervised
representation learning, a task traditionally addressed with contrastive loss. We find that can
even outperform the seminal methods such as MoCo [28] and SimCLR [10] by 9.3% and 0.2%,
respectively, on downstream ImageNet linear classification.

e L3: Solving multiple tasks simultaneously (§ 5). Pushing further, is capable of handling
multiple tasks at once. In particular, we employ two encoder—decoder pairs—one for images and
one for labels—enabling to jointly support class-conditional generation and classification
within a single, unified framework. Built on rectified flow, this implementation outperforms the
baseline conditional rectified flow model in generation quality, while also achieving state-of-the-
art classification accuracy. Notably, the performance on both generation and classification exceeds
that of training each task in isolation. This supports our core motivating intuition: seemingly
distinct tasks can benefit from shared representations, and provides a principled framework
for enabling such synergy.

While the early results are promising, many challenges, open questions, and exciting opportunities
remain unexplored. In principle, as more encoder—decoder pairs are added to the shared latent space,
the range of applications can support should grow at least quadratically (Fig. 1). Whether

can scale gracefully and realize this potential remains to be seen. We hope this work opens a new line
of research toward this ambitious vision. See more discussions in § 6.

2 (LZN)

2.1 Overall Framework

Revisiting existing approaches. To motivate our design on a unified framework for diverse ML
tasks, we first analyze the strengths and limitations of existing approaches.

e Generative modeling. Given samples = ~ p from an unknown distribution p, generative models
aim to learn a decoder D, such that D, (z) approximates p, where z is random noise drawn



from a simple distribution.> While z can carry useful information for representation learning
and classification [50], this pipeline has key limitations: (1) The mapping from z to x lacks
flexibility. For example, in diffusion models, the optimal mapping is fixed once the distributions
of x and z are fixed [78]. To introduce controllability, models often augment D with additional
condition inputs ¢1, . ..,cx: G(z,¢1,...,c;) [87]. This is suboptimal-conditions may overlap
or conflict (e.g., text vs. label conditions in image generation), and the resulting representation
(z,¢1,...,cr) becomes fragmented. (2) Inverting D to recover z from a sample « is non-trivial
for some SoTA generative models [36]. These issues limit the effectiveness of generative models
for representation learning, as also observed in prior work [24].

o Unsupervised representation learning.* SoTA representation learning typically uses contrastive
loss [10], where an encoder ' maps related sample pairs—either from the same modality (e.g.,
image augmentations) or across modalities (e.g., image—text pairs)—to similar embeddings, while
pushing unrelated samples apart. These embeddings can perform zero-shot classification by
comparing pairwise cosine similarities [67] or be adapted for classification using a linear head
trained with cross-entropy loss [10]. However, contrastive loss leads E' to discard important
details (e.g., augmentations, modalities), making the representations unsuitable for standalone
generation. Moreover, with few exceptions [2], the representations lack distributional constraints,
making them hard to sample from for generative tasks unless training an additional generative
model [44].

e Classification. The most common and SoTA classification approach trains a dedicated model
with cross-entropy loss to map inputs to class labels [19, 54]. Intermediate layer outputs can be
used as representations [80]. However, because the objective focuses solely on classification,
these representations tend to discard class-irrelevant information, limiting their utility for general-
purpose representation or generation. As with contrastive learning, they also lack distributional
constraints for generative tasks.

While one could combine the above objectives and methods into a single training setup [60, 43], our
focus is on designing a clean, unified framework that naturally integrates all these tasks.

Desiderata. We observe that all the above tasks can be framed as learning mappings between
data and a latent space. The main differences lie in: the mapping direction (e.g., latent-to-data for
generation, data-to-latent for representation/classification), constraints on the latent space (e.g., a
simple prior for generative models, none for others), and the amount of information encoded (e.g.,
class labels for classification tasks, detailed reconstructions for generative models). To support all
these tasks in a single framework, we seek: (1) A unified latent space that captures all necessary
information of all tasks; (2) A generative latent space that follows a simple distribution; and (3)
Easy mappings between data and latent in both directions.

Framework. To address the above desiderata, our key designs are (Fig. 2):

o A unified latent space. In existing frameworks, a sample like text can play inconsistent roles—
appearing as input latent in text-to-image generation or as output in text generation. This makes it
hard to define a unified latent space across tasks.

We address this by introducing a hypothetical foundation latent space that represents all possible
samples in the world. Each foundation latent is an abstract entity that appears through observations
in different data types, such as images, text, and even class labels (e.g., “cat” or “dog”).
Importantly, different latents can share the same observation (e.g., multiple cat images all labeled
“cat” and described as “a cat image”). As a result, each observed sample defines a latent zone—a
subset of the latent space that produces the same observation in that data type. This provides a
unified way to represent and connect all data types within the same latent space.

o A generative latent space. We enforce the latent space to follow a Gaussian distribution, enabling
easy unconditional sampling without constraining any data type. Our framework also supports
easy conditional sampling from a latent zone induced by an observed sample (e.g., a label).

o Easy mappings. Given samples of a data type, we compute their latent zones via the correspond-
ing encoder. Conversely, a latent point can be decoded into a data type using its decoder.

Tasks. This design naturally supports a variety of tasks (Fig. 1):

3For diffusion models [32, 76, 78], z is the initial Gaussian noise in the sampling process, plus intermediate
noise if using SDE sampling [79]. For AR transformers, z can be seen as the randomness in token sampling.
“We use “latent”, “representation”, and “embedding” interchangeably in the paper.



o Single-module tasks. A standalone encoder or decoder can perform specific tasks independently.
For instance, the image encoder alone produces image embeddings (representations), while the
image decoder alone enables unconditional image generation.

e Cross-module tasks. Any encoder—decoder pair defines a task. For example, 1abel encoder
+ image decoder enables class-conditional image generation, image encoder + label
decoder does classification, and text encoder + text decoder supports text generation.

We expect that tasks can benefit from each other through this unified framework (validated in § 5).
Each task contributes its core information to the latent space, making it increasingly expressive and
powerful. Conversely, since all tasks interface through the same latent space, improvements in the
latent representations can facilitate learning across tasks.

As the latent space partitions into zones, we name this framework (LZN).

2.2 Implementation of Atomic Operations

Training and inference in rely on two operations (Fig. 3): latent computation and latent alignment.
We will see in § 3 to 5 that these two operations are sufficient to implement a variety of tasks.

2.2.1 Latent Computation

Desiderata. Latent computation is important in both training and inference of . Given samples
X ={x1,...,x,} of the same data type (e.g., images, text, labels), the goal is to sample their latents
21y .. .,2n = C (X) with a random latent computation function C such that: (1) Prior distribution
is Gaussian: the latent z ~ Uniform {z1, ..., z,} follows Gaussian distribution N (0, 1), and (2)
The latent zones of different samples are disjoint: Supp (z;) N Supp (z;) = 0 for ¢ # j.

Approach. To achieve this, we first use a deterministic encoder E, to map each sample to an
anchor point a; = E,, (z;). We then apply the seminal flow matching (FM) method [53, 51], which
establishes a one-to-one mapping between distributions, to transform these anchor points into latent
zones. Specifically, we define a family of distributions 7; with endpoints o = A(0, I), the desired
prior latent distribution, and 71(s) = £ 3" | (s — a;), the distribution of the anchor points.’
The intermediate distribution 7, is induced by linearly interpolating between samples sy ~ 7 and
s1 ~ m via ©(sg, $1,t) = (1 — t)sg + tsy (i.e., m is (1 — t) mp + tm1). The velocity field in FM
[53] can then be computed as

N 0v(so, $1,1) >izi(a; — s)exp <_ (;(_13@;))22)
V(Svt) = Esormo,s1~om <87t7|§0(807 Slvt) = S) = (1 t) Zn (s—ta;)?\
0T ew (~7r)

T 2(1-1)?

We can obtain s; by integrating along the FM trajectory: s; = FM,, (so;t) = sq + th:o Vs, 7)dr
for sg ~ mp. It has been shown [53] that the distribution of s; is 7;. Similarly, integrating backward
sp = IFM, (s1-¢5t) & s1-4 + f::kg V (87, 7)dr for s, ~ m_4 = (1 — g)m + gN(0,1)
also yields 7y, where g is a small constant.® With a slight abuse of notation, we also write s; =
IFM,, (@i, €;;t) to represent IFM,; (s1_g4;t) with s1_4 = (1 — g)a; + ge;. With these setups, we
define the latent computation as

z = C(X), £IFM, (a;,€;;0), wheree; ~ N(0,1). 00

Due to the discussed FM properties, we can see that this approach (approximately) satisfies the two
desiderata by construction (see App. A.1 for more details).

Implementation. Computing C involves an integral, which we approximate using standard numerical
solvers such as Euler or DPM-Solver [55, 56] that operates on a finite list of time steps ¢, ..., ¢,,
as in prior work on diffusion and RF models [53, 79]. A key property of our approach is that all
operations are differentiable, allowing gradients to backpropagate all the way from latent z; to the
encoders F, during training. More details are deferred to App. A.2.

Efficiency optimization. Computing the velocity V requires access to all samples, making the
memory and computation cost of C high. To address this, we introduce several optimization

>§ denotes the Dirac delta function.
SFM is well-defined only when both 7y and 71 have full support. However, in our case, 71 is a mixture of
Dirac deltas and lacks full support. Therefore, we use the full-support distribution 7 4 as the starting point.



techniques—latent parallelism, custom gradient checkpointing, and minibatch approximation—that
make the training of scalable. See App. A.3 for details.

2.2.2 Latent Alignment

Desiderata. Following § 2.2.1, latent zones from different data types are computed independently,
which undermines the purpose of a shared latent space. Many applications require these zones to
be aligned. We consider two types of alignment: (1) Many-to-one (and one-to-many) alignment:
for example, the latent zone of the “cat” label should cover all latent zones of all cat images. (2)
One-to-one alignment: for example, in image-text datasets, paired image and text samples should
share the same latent zone. Concrete examples will be shown in § 4 and 5.

Formally, let X = {z1,...,z,} and Y = {91, ..., ym } be two datasets from different data types.
The pairing is defined by k;, where y; (e.g., a cat image) is paired with xj, (e.g., the “cat” label).
We aim to ensure Supp (C (X) ki) 2 Supp (C'(Y),) for all i € [m], meaning the latent zone of
x, covers that of ;. This formulation supports many-to-one alignments directly. For one-to-one
alignment, a symmetric constraint can be added with = and y swapped.

Approach. Given the FM integral trajectories, alignment reduces to ensuring that the latent of y;,
when mapped via the trajectory, matches the anchor point of z,: FM, (C (V), ;1) = E; (z,) .

Challenge: discrete assignment is non-differentiable. Before introducing our solution, we illustrate
why the problem is nontrivial by examining strawman approaches. A natural idea is to directly
minimize the distance: d (FM, (C (Y),;1), Ex (xx,)), where d (-, -) is a distance metric. This
approach fails because FM deterministically maps each latent to exactly one anchor point E,, (x;), so
the above objective effectively becomes minimizing the distance between anchor points. However,
a latent zone is influenced by all anchor points, not just its own. Therefore, reducing the distance
between a pair of anchors does not necessarily improve zone-level alignment. More fundamentally,
the core challenge is that FM induces a discrete assignment: each latent deterministically maps to one
anchor. This discrete operation is non-differentiable and cannot be directly optimized during training.

Technique 1: Soft approximation of alignment. To address this issue, our key idea is to introduce a
soft approximation of the discrete anchor assignment process. Let us define s = FM,, (C (), ;t)
and @y = F, (x;). By construction, the distribution 7, is a mixture of Gaussians: m; =
LS i N(tar, (1 — t)?T), where the I-th component corresponds to anchor a;. We define the
(soft) probability that s! is assigned to a; as being proportional to the density of si under the [-th
Gaussian component:

i llsi—ta; )2 sita;|?
P (alsf) = oo (5 ) sy enn (- b,
This formulation provides a smooth, differentiable approximation of the otherwise discrete assignment.
When ¢ = 0, the approximation is fully smooth, with P (al |56) = 1/n for all 4, I, reflecting a uniform

assignment. As ¢ increases toward 1, the assignment becomes sharper. In the limit as £ — 1, it
converges to the true discrete assignment, where s} deterministically maps to its assigned anchor.

From this, a straightforward idea is to maximize the assignment probability over all time steps such
as Y e P (ak,|st) (recall that ;s are solver time steps; see § 2.2.1). However, our ultimate
goal is only to ensure correct assignment at t = 1. Even if this is achieved, the above objective would
continue to push the intermediate states s; toward ay,, which is unnecessary and potentially harmful.

Technique 2: Optimizing maximum assignment probability. To avoid this, we propose to maximize

maXsc (st} P (aki \si) This ensures that once the trajectory reaches the correct anchor near
t = 1, the objective is maximized (i.e., equals 1) and no further gradient is applied as desired.

Technique 3: Early step cutoff. However, this approach introduces a new issue: if s, diverges from
ay, early on, the maximum probability remains at the constant 1/n (attained at t = t; = 0), yielding
no training signal. To mitigate this, we truncate the set of time steps used in the maximization,

restricting it to the later stages of the trajectory: {¢,,...,t.}, where u is a hyperparameter that
excludes early time steps. Putting it all together, our proposed alignment objective is:
m
Align (X £ maximize a P (ax,|s?) . 2
ign (X,) ; e ax P (axs}) @)

Please see App. B for more implementation details.
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Figure 4: for unconditional generative modeling (§ 3). During training, the latent of each
target image is fed as an extra condition to the rectified flow (RF) model [53], making the RF learn
conditional flows based on latents. The objective remains the standard RF loss, and the
encoder is trained end-to-end within it. During generation, we sample latents from a standard
Gaussian and use them as the extra condition. We illustrate the approach with RF, but since
latents require no supervision and are differentiable, the method could apply to other tasks by adding
a condition input for latents to the task network.

2.3 Decoder

The decoder D, maps the latent back to its corresponding sample: D, (z;) = x;. As we will
describe in more detail later, it can be implemented using either a generative model (§ 3) or FM (§ 5).

2.4 Relationships to Alternatives

A prominent alternative that can also unifies different ML tasks is the use of AR transformers with
large-scale pertaining, such as large language models (LLMs) [68, 69, 7, 1]. These models unify
generation tasks by representing all data as sequences of tokens and modeling them in an AR manner.
Classification tasks are cast as generation problems—for instance, prompting the model to complete
the sentence “Which animal is in this image?” [69]. Additionally, prior work has shown that the
intermediate outputs in these models can serve as strong representation for downstream tasks [72].

As such, this approach is generation-centric: the core formulation remains a generative modeling
problem. Tasks that can be framed as generation—such as classification-can be unified naturally.
However, for other tasks like representation learning, this approach must rely on surrogate methods,
such as using intermediate model outputs. In contrast, offers a new formulation that seamlessly
unifies all these tasks within a single framework, as we will demonstrate in the following sections.

More importantly, AR transformers (and other generative models) should be seen as orthogonal
and complementary to , rather than as competitors. In particular, decoders that map latents
to data samples can be instantiated using any generative model. We demonstrate this in § 3 and 5.
This allows to leverage the strengths of existing generative models within its unified framework.

2.5 Scope of Experiments

While the framework is general, this paper focuses specifically on the image domain. We present
three case studies: (1) generation (§ 3), (2) unsupervised representation learning (§ 4), and (3) joint
classification and generation (§ 5). These case studies are arranged in order of increasing complexity:
the first enhances a single task, the second solves a task using only without any other external
objectives, and the third tackles multiple tasks simultaneously within the same framework.

3 Case Study 1: Unconditional Generative Modeling

Approach (Fig. 4). Since latents C' (X’) can be computed using a standalone encoder without
introducing new training objectives (§ 2.2.1), they can be easily integrated into existing pipelines
as additional network inputs, without modifying the original loss function. We apply this idea
to unconditional generative models, where the generator serves as the decoder. We modify
the decoder by adding an extra input to accept the latents. Both the encoder and decoder are
trained jointly using the original generative loss. In this setup, latent alignment (§ 2.2.2) is not
used. Importantly, the encoder is only used during training to compute C (X'). During inference,
latents are sampled from the Gaussian prior and passed directly to the decoder, maintaining the
original model’s inference efficiency. Please see App. C.1 for detailed pseudocode of the training
and generation processes.

Why it helps. latents provide unique representations for each image. This pushes the generator
(decoder) to depend more directly on the latent for reconstruction, making the image distribution
conditioned on the latent more deterministic. As a result, the generative objective becomes easier to
optimize. Our experiments later confirm that latents indeed capture useful features for generation.



Table 1: Unconditional image generation quality scores across four datasets. The best results are
in gray box . Applying to generative models improves RF on most image quality metrics. RF

is a SoTA method; due to space constraints, we omit additional methods—see [53] for extensive
comparisons between RF and others. Note that Inception Score (IS) is best suited for natural images
like CIFAR10, though we report it for all datasets for completeness.

Algo. CIFAR{lQ (32 x 32) AFHQ—Ca}t' (256 x 256)

FID| sFID] IST PrecisionT Recallf CMMDJ] Recon| | FID| sFID| IST Precisionf Recallf CMMD] Recon]
RF 276 405 9.51 0.70 0.59 0.0360 0.83 6.08 49.60 1.80 0.86 0.28 0.5145 17.92
RF+ 259 395 9.53 0.70 0.59 0.0355 0.41 5.68 4932 196 0.87 0.30 0.3376 10.29
Algo CelebA—HQ (256 x 256) LSUN—Bedquom (256 x 256)

FID] sFID] IST Precision] Recallf CMMD] Recon] [ FID] sFID] IST Precision] Recallf CMMD] Recon]
RF 695 10.61 291 0.76 0.42 1.0276 2620 | 6.25 1622 2.18 0.60 0.40 0.5218  48.72
RF+ 717 1033 292 0.76 0.45 0.4901 1590 | 595 17.84 222 0.59 0.41 0.4843  37.01

Figure 5: Generated images of RF+ on AFHQ-Cat, CelebA-HQ, LSUN-Bedroom. More in App. C.

Related work. RCG [44] and Diffusion Autoencoder (DA) [66] also aim to improve image generation
using unsupervised representations. RCG leverages a pre-trained representation model, while DA uses
an encoder trained jointly with the generator. Similar to , these representations are provided as
additional inputs to the generative model. However, because their representation lacks distributional
constraints, both methods require training an auxiliary generative model over the representations to
enable unconditional generation. In contrast, enforces a Gaussian representation by construction,
eliminating this extra step and allowing everything to be trained end-to-end in one stage.

Results. We plug latents into the seminal rectified flow (RF) models [53], which is closely
related to diffusion models [32, 76, 78]. RF achieved SoTA image generation performance on several
datasets [53, 41], and has been used in some latest Stable Diffusion models [23] and AR models [52].

We follow the experimental setup of RF [53], evaluating on four datasets: CIFAR10, AFHQ-Cat,
CelebA-HQ, and LSUN-Bedroom. The latter three are high-resolution (256 x 256). In addition to
standard metrics—FID [31], sFID [58], IS [73], precision [40], recall [40], and CMMD [33]—we
also report reconstruction error (the {2 distance between an image and its reconstruction), which is
relevant for applications like image editing via latent manipulation [75, 50]. Results are shown in
Tab. 1, with three key findings: (1) latents improve image quality. During inference, the only
difference in RF+ is the inclusion of an additional latent drawn from a Gaussian distribution. This
improvement indicates that the decoder effectively leverages latents for meaningful generative
features. (2) significantly reduces reconstruction error across all datasets, further confirming
that its latents capture essential image information. (3) While unconditional generation is important,
its image quality often trails that of conditional generation [44]. Compared to RF’s CIFAR10 results in
Tab. 4, we find that substantially reduces the FID gap between conditional and unconditional
generation by 59%, and even outperforms conditional RF in sFID and reconstruction error.

See Fig. 5 for some generated images. Due to space constraints, please refer to App. C for more
details on implementation, datasets, metrics, and additional results such as more generated
images and ablation studies.

4 Case Study 2: Unsupervised Representation Learning

Related work. Contrastive learning is a popular approach to unsupervised representation learning
[10, 11,28, 12, 14, 26, 13], which pulls similar images (e.g., augmentations of the same image)
together in the representation space. A central challenge is avoiding collapse, where all inputs
are mapped to the same representation. Common solutions include pushing the representations of
dissimilar samples from large batches [10] or memory banks [28] away, or adopting architectural
designs that prevent collapse [26, 13, 28]. Other unsupervised representation learning approaches
[74, 42] include masked image modeling [43, 4, 27, 63] and training on other auxiliary tasks

[ s > > ]

Approach (Fig. 6). Inspired by contrastive learning, we train an image encoder using Align (X, ))
(§2.2.2), where X = {z;},—, and Y = {y;},_, with mapping k; = ¢ contain image pairs (z;, y;)
of random augmentations of the same image. Unlike traditional contrastive methods, our approach
inherently avoids collapse: different images are mapped to distinct latent zones by design, eliminating
the need for large memory banks or specialized architectures. Notably, only a single encoder for



Latent

; Latent space
alignment

Latent space

Figure 6: for unsupervised representation learning (§ 4). During training, each image batch
undergoes two sets of data augmentations, and latent zones for each set are computed using the same
encoder. We then apply latent alignment (§ 2.2.2) to train the encoder. At inference, we can use the

latents, the encoder outputs (i.e., anchor points), or intermediate encoder outputs (App. D.4).
The latter two options avoid the costly latent computation process.

Table 3: Classification accuracy on CIFAR10. Base-
line results are from [39]. “RF+ (no gen)” refers
to “RF+LZN” with the RF loss for generation disabled.
The horizontal line separates baselines that perform
worse or better than our RF+LZN. Note that these re-

sults refer to training purely on the CIFAR10 dataset
" (without pretraining or external data).

Table 2:  Classification accuracy on
ImageNet by training a linear classifier on
the unsupervised representations. Methods
marked with ¥ are based on contrastive learn-
ing.” The horizontal line separates baselines
that perform worse or better than our

All methods use the ResNet-50 architecture
[29] for fair comparison.®

Algorithm | Acct

Algorithm | Top-1 Acct | Top-5 Acet VGG16 92.64%

i ResNet18 93.02%
e e
BlgBlGAI;I o e ) ResNet101 93.75%
L(I)\flalg%g. ! égg[ ! ) RegNetX 200MF | 94.24%
PIRLY o 63.6[ | ] RegNetY 400MF | 94.29%
CPC 2§[ : 63.8[ | 85 3_ MobileNetV2 94.43%
CM(\;§ . 66'2[ ! 87'0[ I ResNeXt29(32x4d) | 94.73%
SimSiam[§[ ] ] 68.1 { } 0pe ResNeXt29(2x64d) | 94.82%
i ' ' ' SimpleDLA 94.899%
SimeLR 101 09310 89010 Dens%NetlZl 95,04!7(‘;
Moo §[ ] 717112 ) PreActResNetl18 | 95.11%
SimCLR v2* [11] | 71.7[11] B R e
BYOLZ[ ] 74.3 [26] 91.6 [26] DA oy
DINO* [9] 75.3 [9] } i

[ 5 | 3 RE+ 94.47%

both X and ) is needed and decoders are not required. See App. D.1 for pseudocode of the training
process.

Results. We follow the canonical setting [10, 26, 28], where is trained on the unlabelled
ImageNet dataset using ResNet-50 [29] to learn representations. A linear classifier is then trained on
top of these representations in a supervised manner, and its accuracy is evaluated on the ImageNet
test set. The results are shown in Tab. 2. Note that these results are obtained without any pretraining
or use of external data. We observe that matches or outperforms several established methods
in the field, including seminal approaches such as MoCo [28] ( outperforms it by 9.3%) and
SimCLR [10] (LZN outperforms it by 0.2%). This is remarkable given that is a new framework
capable of supporting not only unsupervised representation learning but also other tasks (§ 3 and 5).
However, there remains a significant gap to SoTA performance. We emphasize that our current
results are not fully optimized: (1) Training iteration. The performance of continues to
improve rapidly with ongoing training (App. D), so we expect the gap to SoTA to narrow with full
training. (2) Architecture. Prior work shows that more advanced architectures like ViT can improve
the results significantly [14]. We leave these directions for future work.

Due to space constraints, please refer to App. D for more details on implementation, datasets,
metrics, and additional results such as representation visualization and ablation studies.

"Note that we use the term contrastive learning broadly to refer not only to methods employing the traditional
contrastive loss, but to all approaches that encourage relevant images to share similar representations; see § 4.

81t is known that better architectures [11] or training on larger datasets [62] can yield stronger results. To
ensure a fair comparison, we include only methods reporting results with the ResNet-50 architecture trained
on the ImageNet dataset. This excludes potentially stronger methods lacking ResNet-50 results on ImageNet,
such as DINOv2 [62]. See Tab. 6 for additional baselines using other architectures.



Table 4: Conditional image generation quality on CIFAR10. The best results are in gray box .

Applying to generative models improves or matches RF on all metrics.
Algo. | FID| sFID| ISt Precisionf Recallf CMMD| Recon]
RF 247 405 977 071 0.58  0.0253  0.69
RF+ 240 399 988 071 0.58 00229 038

S Case Study 3: Conditional Generative Modeling and Classification

Approach (Fig. 3). Building on § 3, we consider X = {;}!"_, and Y = {y;}.",, where each z;
is a class label and y; is an image labeled as zj,. In addition to the image encoder and decoder,
we introduce a label encoder-decoder pair. Since labels come from a finite set, both modules share
a matrix A € R7%¢ of label anchor points, where ¢ is the latent dimension and c is the number
of classes. The encoder maps a one-hot label h to its anchor via Ah. The decoder recovers the
class ID of a latent g by first applying FM to obtain its anchor FM 4 (g; 1), and then computing its

corresponding class latent zone arg max FM 4 (g; 1)T A, where FM 4 denotes FM over anchors in
A. The training objective extends that of § 3 by adding Align (X', ). After training, the model
can perform both conditional and unconditional generation, as well as classification by design. See
App. E.1 for detailed pseudocode of the training, generation, and classification processes.

Related work. Joint classification and conditional generation are often achieved by augmenting
generative models with classification losses or networks [60, 73], treating label inputs to the generator
and outputs from the classifier as separate components. In contrast, unifies label inputs and
outputs within a shared latent space.

Results. Following the setting in § 3, we conduct experiments on CIFAR10. Image quality metrics
are shown in Tab. 4, and classification accuracies are shown in Tab. 3. Key observations are: (1)
improves both image quality and reconstruction error. Similar to § 3, this confirms that latents
capture useful features for generation. (2) achieves classification accuracy on par with SoTA.
Tab. 3 includes SoTA classification accuracy from networks trained solely for classification. The fact
that , which jointly performs generation and classification and differs significantly from standard
classification pipelines, can match SoTA performance is notable. Currently, lags behind the
best CIFAR10 result by 1%, potentially due to architectural factors: we use the RF encoder (App. E)
without classification-specific optimization. With a better architecture design (as in other methods
in Tab. 3), could likely improve further. (3) Joint training on generation and classification
improves both. This is evident from: (i) RF+ in Tab. 4 showing better generation quality than in
Tab. 1; and (ii) “RF+LZN” achieving higher classification accuracy than “RF+ (no gen)” in Tab. 3.
These results support our motivation from § 1 that different ML tasks can benefit from each other,
and demonstrate that is a promising unified framework for achieving this synergy.

Due to space constraints, please refer to App. E for more details on implementation, datasets,
metrics, and additional results such as generated images and ablation studies.

6 Limitations and Future Work

(1) Training efficiency. Training requires backpropagating through the FM trajectory (§ 2.2.1),
which is computationally expensive. In App. A, we describe several optimization strategies we
implemented to mitigate this cost. To further improve efficiency, we observe an interesting parallel
between training and training large language models (LLMs) (see App. G), suggesting that
some efficient training techniques developed for LLMs may be applicable here. (2) Pure generative
modeling. While is fundamentally capable of generative modeling without any auxiliary losses
(see App. G), in § 3, we only demonstrate how it can enhance existing generative models. Exploring
how to fully leverage for standalone generative modeling remains an open direction for future
work. (3) Improving performance. Although achieves competitive results in unsupervised
representation learning (§ 4) and classification (§ 5), there remains a gap to the SoTA. Bridging this
gap is an interesting direction. One promising avenue is to incorporate well-established improvements
from the literature that we have not yet adopted, such as more advanced architectural designs, as
discussed in § 4 and 5. (4) Multi-modality and multi-tasks. In this paper, we focus primarily on
image-based applications and at most two tasks simultaneously (§ 5). However, is designed
to be extensible: by incorporating additional encoders and decoders, it can naturally support more
modalities and perform multiple tasks concurrently (Fig. 1). We leave this exploration to future work.
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a complete (and correct) proof?
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Justification: See App. A.1.
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proof sketch to provide intuition.
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by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The hyperparameters are reported in Apps. C to E. The code is in https:
//github.com/microsoft/latent-zoning-networks.
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The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
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be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
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to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Justification: The code is in https://github.com/microsoft/
latent-zoning-networks.
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» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please see Apps. C to E and the attached code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Our baseline results were taken from prior work, which did not include error
bars. We followed the same setting and conducted each experiment only once. Additionally,

incurs a high computational cost, which limits the feasibility of running multiple trials
for each experiment within a reasonable timeframe.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Apps. C to E reports the computation and memory cost.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We followed the NeurIPS Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See App. G.
Guidelines:
» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We will do responsible Al reviews before releasing the models.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: All the code and models of this work is created by us.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code comes with a README.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not have such experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not have such experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The method development in this work does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A More Details on Latent Computation (§ 2.2.1)

A.1 The Desired Properties

In this section, we explain in more detail why the construction in § 2.2.1 (approximately) satisfies the
two desired properties.

e Prior distribution is Gaussian. By definition, the distribution of latent z ~
Uniform {z1, ..., 2,} is induced by (1) drawing a ~ Uniform {ay,...,a,} and € ~ A (0,1),
(2) computing s1_4 = (1 — g)a + ge, and (3) computing IFM,, (s1_4;0). In the above process,
81—g ~ T1_g4 by definition. Due to the property of FM discussed in § 2.2.1, IFM,, (sl,g; 0) ~ mg
when s,_4 ~ m_4. Therefore, the latent z ~ 7y = N(0,1).

e Disjoint latent zones. Each latent point z ~ N (0, I) can be uniquely map to one of {a1,...,an}
through the defined FM. We define the latent zone of ¢-th sample as the set of latents that map to
a;: Z; = {z : FM, (2;1) = a;}. The probability that the latent computed through Eq. (1) falls
in the incorrect latent zone can then be defined as P (IFM,, (a;, €;0) € Z;) for ¢ # j, where the
probability is over the randomness of € ~ N (0, I). We can see that this probability can be made
arbitrarily small by choosing a sufficiently small g. This is because that to make the latent fall in

1—-g)(ai—a;)
g

the incorrect latent zone, we need to have ||¢|| on the scale of H ( H whose probability

— 0 when g — 0. To make this intuition more precise, we give the closed form of this probability
for a toy one-dimensional case below.

Theorem 1. Assume that there are n = 2 samples x1, x2, with their anchor points a1 = —1,a9 = 1.
We have

-1
P (IFM, (a1, €;0) € Z5) = P (IFM,, (as, ¢;0) € Z;) = ® (9) : 3)
g
where @ is the CDF function of the standard Gaussian distribution.

Proof. With a slight abuse of notation, we define FM,, (s;t1,t2) = s+ f:i 1, V(sr,7)dr as following
the FM trajectory from ¢; to to. We generalize the latent zone definition above to all time steps as
the latents at time step ¢ that map to the anchor point a;: Z! = {z: FM,, (2;¢,1) = a;}. Due to
symmetry, we know that Z} = (—o0,0) and Z = (0, 0o). Therefore, we have

P (IFM, (a1, €; 0) 6Z2)=P(—(1—g)+ge>0):P<e> 1;9) :@(T),

where @ (-) is the CDF function of Gaussian distribution.  Similarly, we can get that
P (IFM, (az, €; 0) eZl)z@(Q—;l). 0
A.2 More Implementation Details

We find that in the training or inference of some tasks benefit from using a more concentrated latent
distribution:

zi:C(xl,...,xn)iéIFMw (a;, ae;;0), %)
where ¢; ~ N(0,I) and « € [0, 1) is the scaling factor. Similar techniques have been used in prior
generative models for improving sample quality [35, 37, 6, 82].

A.3 Efficiency Optimizations

We introduce a series of efficiency optimization techniques so that the training of can scale up to
large models and large batch sizes.

Minibatch approximation (reducing memory and computation cost). By design, latent computa-
tion requires using all samples, which is infeasible for large datasets. In practice, we approximate
this by using only the current minibatch as 1, ..., x,, which significantly reduces memory and
computation cost.

Note that this approximation has nuanced implications on the two desired properties discussed in
§2.2.1.
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e Minibatch approximation still preserves the Gaussian prior. ensures that the latent
distribution within each minibatch is approximately N (0,I). As a result, the overall latent
distribution becomes a mixture of Gaussians with the same parameters, which is still A" (0, I).
Therefore, the global prior remains valid under the minibatch approximation.

o However, minibatch approximation violates the disjoint zone property. This is because the
latent zones of each sample now depends on other samples in the same batch, which could change
across different batches. Despite this approximation, our experiments show it performs well.

e In generative modeling (§ 3 and 5), the latent does not need perfect zone disjointness—as long
as it provides some information about the input sample, it can help reduce the variance needed
to learn by the generative model (rectified flow in our case) and improve the generation quality.

o In representation learning (§ 4), latent alignment occurs within a single batch. Thus, inconsis-
tency across batches is irrelevant.

e In classification (§ 5), we only need to map samples within a single batch to the latent zones of
labels. Thus, inconsistency across batches is irrelevant.

That said, larger batch sizes can improve the accuracy of latent zones and thus improve perfor-

mance (§ 5).

Custom gradient checkpointing (reducing memory cost). In PyTorch, forward passes store interme-
diate results for use in backpropagation, incurring significant memory cost. Gradient checkpointing'’
reduces memory usage (with the cost of extra computation) by selectively discarding intermediates
in the forward pass and recomputing them during the backward pass. This technique is typically
applied within neural networks. In our case, we discover that the main memory bottleneck lies in
latent computation, which has memory complexity O(n?qr), where n is the number of samples, ¢
the latent dimension, and 7 the solver steps. We design a custom strategy that skips storing velocity
computations and retains only the latent trajectories s;. This reduces memory complexity to O(ngr),
which makes the training far more manageable.

Latent parallelism (making training scalable with multi-GPU). For the same reason discussed
above, the main computation overhead also lies in latent computation. A natural idea is to parallelize
it with multi-GPU. We partition the data samples across GPUs, and each GPU computes anchor
points for its assigned subset. These anchor points are then broadcast to all GPUs, allowing each
to compute latents for its own samples using the complete set of anchors. To ensure that gradients
can propagate back correctly through the anchor points to the originating GPUs, we use the undoc-
umented PyTorch function torch.distributed.nn.functional.all_gather, which—unlike
the standard torch.distributed.all_gather—maintains gradient flow to the original sources.

B More Details on Latent Alignment (§ 2.2.2)

B.1 More Implementation Details

Optionally, we can apply a logarithm to the assignment probability to make the loss resemble a
standard cross-entropy formulation. In that case, our proposed alignment objective is:

Align (X,)) £ max E max logP (aki 57’5) . 5)
te
i=1

{tu,..ostr}

B.2 Efficiency Optimizations

We apply the same efficiency optimizations in App. A.3 in latent alignment.

C More Details and Results on Case Study 1

C.1 Algorithm Pseudocode

Fig. 7 and Fig. 8 show side-by-side comparisons of the training and generation processes of RF and
RF+

Oyttps://pytorch.org/docs/stable/checkpoint . html
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A U A W N -

1 ¢ < Gaussian noise

Algorithm 2: RF+ training

Algorithm 1: RF training Input :Training set: X
.. Decoder: D
Input :Training set: X *
Decode%: D, Encoder: EI (us.ed by C)
Number of iterations: T' Number of iterations: T’
Batch size: B Batch size: B
for iteration + 1,...,T do 1 for iteration < 1,...,T do
&1,...,zp < Draw samples from X 2 Z1,...,Tp < Draw samples from X
el,...,eB<—Gaussiann0i§e 3 21,528 < C(x1,...,7B)
b, ’1tB (t_ Ranciom RF timesteps 4 €1,...,€p < Gaussian noise
§lf H( - ‘)GLDJF 7% 5 t1,...,tp < Random RF timesteps
raining using D, (&;) p & (1—t)e; + tims
7 Training using D, (&;; z; )

Figure 7: Comparison between the training processes of RF and RF+L7N. Left: A simplified
illustration of the standard RF [53] training process. In each iteration, a batch of real samples and a
batch of Gaussian noise are drawn and interpolated to produce noisy inputs, which are then passed
through the decoder network to compute the loss. Right: A simplified illustration of the RF+
training process. The key differences are highlighted in gray: we compute latents for the samples
using the method in § 2.2.1, and provide these latents as an additional input to the RF decoder.

Algorithm 4: RF+ generation

Algorithm 3: RF generation

Input :Decoder: D,
Input :Decoder: D, npu ecoder

1 ¢ < Gaussian noise

2 Generated sample <+ D, 2 z < Gaussian noise
P ©) 3 Generated sample <+ D, (&; z )
Figure 8: Comparison between the generation processes of RF and RF+L71l. Left: A simple

illustration of the standard RF generation process [53]. The decoder takes Gaussian noise as input
and generates a sample. The actual process is iterative, but we leave out the steps for simplicity and
only show the starting input (Gaussian noise) and the final output (the generated image). Right: A
simple illustration of the RF+ generation process. The main differences are shown in gray: we
sample extra latents from Gaussian noise and use them as additional inputs to the RF decoder
during the iterative generation process.

C.2 More Implementation Details

Architecture.

e Decoder. The only change to the RF architecture [53] is concatenating the latent with the
timestep embedding.

e Encoder. We extend the UNet encoder in RF [53] by connecting the output of each ResNet block
with a latent transformation block. The sum of the outputs of the latent transformation blocks
forms the latent. Each latent transformation block consists of: (1) a 1 x 1 convolution that
projects the ResNet output to 20 channels, reducing dimensionality; and (2) a small MLP with a
200-dimensional hidden layer that outputs the latent from the flattened convolution output.

C.3 More Experimental Settings

Datasets.

e CIFAR10 (32 x 32) [38] contains 50000 training images and 10000 test images of 10 classes of
objects. We only utilize the training set for this experiment.

e AFHQ-Cat (256 x 256) [15] contains 5153 catimages.
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e CelebA-HQ (256 x 256) [34] contains 30000 face images.
e LSUN-Bedroom (256 x 256) [86] contains 3033042 bedroom images.

Metrics.

e FID [31] and sFID [58] evaluate the similarity between real and generated images by projecting
both into the latent space of a pretrained network (e.g., Inception-v3 [80]), fitting each set of latents
with Gaussian distributions, and computing their Wasserstein-2 distance. The key difference
between FID and sFID is the feature layer used: FID uses pooled features, while sFID uses
intermediate features, making it more sensitive to spatial details.

e Inception score (IS) [73] measures image quality by assessing both the quality of each image
(how confidently a classifier predicts a class) and diversity across all images (coverage over
different classes). Since the classifier is trained on ImageNet [17], IS is best suited for natural
image datasets like CIFAR10. We report IS for all datasets for completeness.

e Precision and recall [40] evaluate the quality and coverage of generated images. Intuitively,
precision measures the fraction of generated images that are close to real ones, while recall
measures the fraction of real images that are close to the generated ones.

e CMMD [33] measure the MMD distances between the CLIP embeddings of the real images and
generated images. Compared to FID, it is reported to align better with human preference and have
better sample efficiency.

e Reconstruction error measures how well a generative model can reconstruct an input image.
This reflects the model’s representational power and is crucial for applications like image editing,
where edits are made by modifying the image’s latent representation []. For RF, we first apply
the inverse ODE to map the image to its latent representation, then use the forward ODE to
reconstruct the image, and compute the /5 distance between the original and reconstructed images.
For RF+LZN, we add an initial step: compute the image’s latent C (X') and feed it into the
RF latent computation process as an additional input.

Following the convention [53, 77, 48, 90, 49], the metrics are all computed using the training set of
the dataset.

For FID, sFID, IS, precision, recall, and CMMD, we subsample the training set and generate the
same number of samples to compute the metrics. The number of samples are:

e CIFAR10: 50000 (the whole training set).

e AFHQ-Cat: 5120, the largest multiple of the batch size (256) that is less than or equal to the
training set size (5153).

e CelebA-HQ: 29952, the largest multiple of the batch size (256) that is less than or equal to the
training set size (30000).

e LSUN-Bedroom: 29952, the largest multiple of the batch size (256) that is less than or equal to
30000. We limit the number of samples to 30000 so that the computation cost of the metrics are
reasonable.

For reconstruction error, we randomly sample a batch of images (2000 for CIFAR10 and 256 for the
other datasets) from the training set. Each image is reconstructed 20 times (note that the latents
C' (X) have randomness). We report the average metric over all reconstructions.

Note that for all the random subsampling procedures mentioned above, we ensure the sampled sets
are consistent between RF and RF+LZ1N, so that the resulting metrics are directly comparable.

Sampler. RF requires a sampler to numerically solve the ODE (integral) trajectory for sample
generation. For both RF and RF+LZN, we use the RK45 sampler from RF [53], which adaptively
determines the number of steps. In App. C.4, we also analyze the effect of varying the number of
sampling steps using the Euler sampler [].

Hyperparameters.

e CIFAR10
e RF:
e Batch size: 2000
e Optimizer: Adam
e Decoder learning rate: 0.001
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Gradient clipping: 1.0

Number of parameters in decoder:

o RF+

Batch size: 2000

Optimizer: Adam

Decoder learning rate: 0.001
Encoder learning rate: 0.000025
Gradient clipping: 1.0

Latent dimension: 200

Number of parameters in decoder:
Number of parameters in encoder:

e AFHQ-Cat
e RF:

Batch size: 256

Optimizer: Adam

Decoder learning rate: 0.0002
Gradient clipping: 1.0

Number of parameters in decoder:

o RF+

Batch size: 256

Optimizer: Adam

Decoder learning rate: 0.0002
Encoder learning rate: 0.000002
Gradient clipping: 1.0

Latent dimension: 200

Number of parameters in decoder:
Number of parameters in encoder:

e CelebA-HQ
e RF:

Batch size: 256

Optimizer: Adam

Decoder learning rate: 0.0002
Gradient clipping: 1.0

Number of parameters in decoder:

o RF+

Batch size: 256

Optimizer: Adam

Decoder learning rate: 0.0002
Encoder learning rate: 0.000004
Gradient clipping: 1.0

Latent dimension: 200

Number of parameters in decoder:
Number of parameters in encoder:

e LSUN-Bedroom
e RF:

Batch size: 256

Optimizer: Adam

Decoder learning rate: 0.0002
Gradient clipping: 1.0

Number of parameters in decoder:

o RF+

Batch size: 256

61804419

61906819
49790260

65574549

65676949
87768896

65574549

65676949
87768896

65574549
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Figure 9: Generated images of RF on CIFAR10.

Optimizer: Adam

Decoder learning rate: 0.0002

Encoder learning rate: 0.000002

Gradient clipping: 1.0

Latent dimension: 200

Number of parameters in decoder: 65676949
Number of parameters in encoder: 87768896

Computation cost. Excluding the computation cost of periodic evaluation (i.e., only counting the
computation cost of model training), each RF+LZ1 experiment takes:

e CIFAR10: 8 hours on 16 A100 (40 GB) GPUs.

e AFHQ-Cat: 10 hours on 32 A100 (40 GB) GPUs.

e CelebA-HQ: 58 hours on 32 A100 (40 GB) GPUs.

e LSUN-Bedroom: 341 hours on 32 A100 (40 GB) GPUs.

C.4 More Results

Generated images. The generated images of RF and RF+LZ1 are in Figs. 9 to 16.

Ablation studies on FID implementation. It is known that subtle differences in FID implementation
can result in different results [64]. In our main experiments, we use the implementation in consistency
models [77]. In Tab. 5, we additionally show the FID using two other implementations: RF [53] and
clean FID [64]. We can see that, while the numbers are different, the relative ranking across all three
implementations is consistent. Especially, RF+LZN achieves the best FID in three out of four datasets.

Ablation studies on sampling steps. In this experiment, we use the Euler sampler with varying
numbers of sampling steps. As shown in Fig. 17, RF+LZN generally achieves better FID than the RF
baseline across most settings. Notably, in the only case where RF+LZI performs worse than RF in
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Figure 10: Generated images of RF+LZ1 on CIFAR10.

Table 5: FID with different implementations for unconditional image generation. “CM” denotes
consistency models [77]; “RF” denotes Rectified Flow [53]; “clean” denotes clean FID [64]. The

best results are in gray box .

Algo.

CIFAR10 (32 X 32)

AFHQ-Cat (256 x 256)

FID (clean)| FID (RF)| FID (CM)]

FID (clean)], FID (RF)] FID (CM)]

RF
RF+LZN

3.18 2.71 2.76
3.05 2.61 2.59

5.99 6.20 6.08
5.66 5.69 5.68

Algo.

CelebA-HQ (256 x 256)

LSUN-Bedroom (256 X 256)

FID (clean)] FID (RF)] FID (CM)]

FID (clean)] FID (RF)] FID (CM)]

RF
RF+LZN

7.10 7.00 6.95
7.31 7.23 7.17

6.39 6.25 6.25
5.88 5.87 5.95

Tab. 1, we observe that the underperformance occurs only at the highest number of sampling steps in
the Euler sampler (Fig. 17c¢).

31



Figure 12: Generated images of RF+LZ1 on AFHQ-Cat.
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Flgure 14: Generated images of RF+LZN on CelebA-HQ.
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Figure 16: Generated images of RF+L71 on LSUN-Bedroom.
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Figure 17: FID vs. number of sampling steps in the Euler sampler. RF+ outperforms RF in most
cases.
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D More Details and Results on Case Study 2

D.1 Algorithm Pseudocode

Alg. 5 shows the pseudocode of the training process.

After training, the encoder E, can be used to obtain image representations. We provide several
strategies for extracting these representations. Please see App. D.4 for details.

D.2 More Implementation Details

Architecture. To remain consistent with prior work [28, 10, 26], we use the ResNet-50 architecture
[29] as the encoder for . The only modification we make is replacing all batch normalization
layers with group normalization. However, our early experiments indicate that this change does not
lead to significant performance differences.

For the projection head following the ResNet-50 output, we use an MLP with one hidden layer, as in

[10, 11].
Data augmentation. We follow the same data augmentation strategy as in [11].

Representation. Following prior work [10, 11], after training the ResNet-50, we discard the
projection head and use only the ResNet-50 backbone to extract representations for training the linear
classifier. As a result, obtaining representations from in this way does not require going through
the latent computation process C, and thus has the same computational efficiency as baseline
methods.

Objective. We use the version with log (Eq. (5)).

D.3 More Experimental Settings

Datasets. We use the ImageNet dataset, which contains 1281167 training images and 50000
validation images. is trained on the training set, and classification accuracy is evaluated on the
validation set.

Hyperparameters.

Batch size: 8192

Optimizer: Adam

Learning rate: 8e-4

Gradient clipping: 1.0

Latent dimension: 256

Number of parameters: 24032832
a: 0.45

Computation cost. Excluding the computation cost of periodic evaluation (i.e., only counting the
computation cost of model training), each experiment takes 1800 hours on 128 A100 (40 GB)
GPUs.

D.4 More Results

More baselines. Tab. 6 shows the result with more baselines that are not using the ResNet-50
architecture.

Visualizing the learned representations. We take images from randomly selected 20 classes from
the validation set of ImageNet and computed their embeddings using the trained model. We
chose the validation set to ensure that the results are not influenced by training set overfitting. We
then projected these embeddings into a 2D space using t-SNE—a widely used method for visualizing
high-dimensional representations, following seminal works such as SImCLR [10]. The resulting

""Note that we use the term contrastive learning broadly to refer not only to methods employing the traditional
contrastive loss, but to all approaches that encourage relevant images to share similar representations; see § 4.
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Algorithm 5: Unsupervised representation learning with

Input :Training set: X’
Encoder: F,,
Number of iterations: T’

Batch size: B

for iteration < 1,...,T do
Z1,...,xp < Draw samples from X
a}, x! < Two random augmentations of x;

Training E,, using Align ({z},..., 25}, {z,...,2%})

Table 6: Classification accuracy on ImageNet by training a linear classifier on the unsupervised
representations. Methods with 3 are based on contrastive learning.!! The horizontal line separates
baselines that perform worse or better than our . “R” means “ResNet”.

Algorithm | Architecture | Top-1 Acct | Top-5 Acct

Colorization [88] R101 39.6 [28] -
Jigsaw [59] R50w2x 44.6 [28] -
Exemplar [22] R50w3 x 46.0 [28] -
DeepCluster [8] VGG 48.4 [28] -
CPC v13 [61] R101 48.7 [28] -
RelativePosition [20] R50w2 x 51.4 28] -
InstDisc? [85] R50 54.0 [28] -
Rotation [25] Rv50w4 x 55.4 [28] -
BigBiGAN [21] R50 56.6 [28] -
LocalAgg® [91] R50 58.8 [28] -
MoCo¥ [28] R50 60.2 [10] -
BigBiGAN [21] Rv50w4 x 61.3 [28] 81.9[10]
PIRLS [57] R50 63.6 [10] -
CPC v28 [30] R50 63.8[10] 85.3[10]
CMCS [81] R50 66.2 [26] 87.0 [26]
SimSiam®[13] R50 68.1[13] -
SimCLRS [10] R50 69.3[10] 89.0 [10]
MoCo v2¥ [12] R50 71.7[12] -
SimCLR v2% [11] R50 71.7[11] -
BYOLS [26] R50 74.3 [26] 91.6 [26]
DINO? [9] R50 75.3 [9] -
DINO? [9] ViT-S 77.0 [9] -
DINO? [9] ViT-B/16 78.2 [9] -
DINO?® [9] ViT-S/8 79.7 [9] -
DINO? [9] ViT-B/8 80.1 [9] -
I-JPEA [3] ViT-B/16 72.9 3] -
I-JPEA [3] ViT-L/16 77.5 3] -
I-JPEA [3] ViT-H/14 79.3 [3] -
I-JPEA [3] ViT-H/16 448 81.1[3] -
\ R50 \ 69.5 \ 89.3

t-SNE plot is in Fig. 18. We can see that the samples from different classes are well-clustered. This
suggests LZN learns meaningful image representations.

Ablation studies on representation choice. Prior work [10, 1 1] has shown that the choice of feature
extraction layer significantly affects downstream performance. In particular, removing the projection
head often improves results. Motivated by this, we explore various feature extraction strategies for

, which offers more flexibility due to its unique latent computation process (§ 2.2.1). Specifically,
we compare the following methods:

o With latent. Use the latent representation from (see § 2.2.1) to train the classifier.
o With latent (o = 0). Same as above but with o = 0 in the latent computation.

e With head. Use the anchor point (i.e., encoder output before FM computation).

e Without head. Use the ResNet backbone output (before the projection head).
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Figure 18: t-SNE visualization of representations projected into 2D for 20 randomly selected
ImageNet validation classes. Images from the same class form distinct clusters, indicating that
learns meaningful image representations.

The first two methods are specific to , while the last two follow the design commonly used in
prior contrastive learning work [10, 11].

The results are shown in Fig. 19. We observe the following:

latent achieves the lowest prediction accuracy. As discussed in App. A.2, the latents
are reliable only when computed over the full dataset. However, for efficiency, both training
and inference rely on minibatches to approximate the latent representations. This approximation
increases the size of the latent zones, leading to potential overlap between the zones of different
samples across batches, which inevitably degrades downstream classification performance.
In comparison, with a = 0 yields significantly higher accuracy. This improvement can be
attributed to the reduced likelihood of overlap between latent zones when o = 0, making the
resulting representations more distinct and less noisy.
The final two methods, “with head” and “without head”, do not involve latent computation and
are therefore more efficient. Consistent with findings from prior contrastive learning studies [10],
we observe that “without head” performs substantially better. As explained in [10], the projection
head often discards important information—such as types of data augmentation—in order to
minimize the training loss. In contrast, layers preceding the head might retain richer and more
discriminative features, which are more useful for downstream classification tasks.

Ablation studies on the number of training steps. Fig. 20 shows classification accuracy over
training iterations. Accuracy continues to improve rapidly at the end of training, suggesting that with
more training, the gap between and the SoTA could be further reduced.
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Figure 19: LZN’s linear classification accuracy with different feature extraction methods. Note that
this experiment uses fewer iterations (1060000) than the main experiment (5000000) and omits data
augmentation when training the linear classifier (used in the main experiment), so the accuracies are
lower than the main experiment.
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Figure 20: L.ZN’s linear classification accuracy vs. training iteration. The accuracy is still improving
at a fast rate at the end of training. More training might further improve the result.

E More Details and Results on Case Study 3

E.1 Algorithm Pseudocode

Alg. 6, Fig. 21, and Alg. 9 show the algorithm pseudocode of the training, generation, and classifica-
tion process.

E.2 More Implementation Details

Architecture.

e Image decoder. For RF, we modify the original architecture [53] to include a one-hot encoding
of the class label as an additional input, concatenated with the timestep embedding. For RF+LZ1N,
we apply the same modification on top of the architecture described in App. C. For unconditional
generation, this one-hot encoding is deterministically derived from the LZI latent: given a LZN
latent, we use the class label decoder to predict the class and then encode it as a one-hot vector. As
a result, the decoder’s output remains fully determined by the LZN and RF latents, consistent with
§ 3. For conditional generation, this one-hot encoding is given as a condition, and LZN latents are
sampled from the corresponding latent zone (as described in § 2.2.1).

e Image encoder. Same as that of App. C.

Label FM. The method in § 2.2.2 implicitly assumes a uniform distribution over class labels.
However, due to sampling randomness during training, each batch may have an imbalanced class
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Algorithm 6: RF+ training (with class labels)

Input :Training set: labels X’ and images )
Image decoder: D,
Image encoder: E, (used by C')
Label anchors: A (used by Align)
Number of iterations: T'
Batch size: B

for iteration < 1,...,T do
Y1,-..,Yyp < Draw images from )
21,...,ZB<—C(y1,...,yB)
€1, ...,€p < Gaussian noise
t1,...,tp < Random RF timesteps

G (L—ti)e + iy
Training using Align (X, {y1,...,ys}) and RF loss on D,, (&;; z;) (a weighted loss between
the two)

Algorithm 8: RF+ generation (uncondi-
tional)

Algorithm 7: RF+ generation (uncondi-
tional)

Input :Image decoder: D,
Label set: ¢q,...,¢y,
Class ID: k (i.e., the class is ¢g)

Input :Image decoder: D,

1 ¢ < Gaussian noise

» < Gaussian noise 1 £ < Gaussian noise

Generated sample < D, (§; 2) 2 2+ C({c1,...,cnl})y

3 Generated sample <— D, (£; 2)

Figure 21: The generation process of RF+ (with class labels). In this case, RF+ can
simultaneously support unconditional and conditional generation. Left: Unconditional generation,
where the latent is drawn from the prior Gaussian distribution, which is exactly the same as
Fig. 8. Right: Conditional generation, where the latent is drawn from the latent zone of the
corresponding class. The changes on top of unconditional generation are highlighted in gray.

distribution. To address this, we modify the 71 distribution when computing FM,, (+) to be a weighted
mixture of Dirac delta functions centered at E,, (x;), with weights corresponding to the fraction of
class z; samples in the batch. During testing, we revert to a uniform prior, as the true class distribution
of the batch is not available.

Objective. We use the version without log (Eq. (2)). We also tried the version with log (Eq. (5)) and
did not observe a large difference in results.

E.3 More Experimental Settings

Datasets. We use the CIFAR10 dataset discussed in App. C.

Metrics. In addition to the metrics discussed in App. C, we evaluate on CIFAR10 classification
accuracy. The accuracy is evaluated on CIFAR1O0 test set.

Sampler. Same as App. C.
Hyperparameters.

e CIFAR10
e RF:
e Batch size: 2000
e Optimizer: Adam
e Decoder learning rate: 0.002
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Algorithm 9: RF+ classification

Input :Image encoder: D,
Label decoder: D,
Images: y1,...,yB

1 Zl;-~-aZB<_C(yl7~-~»yB)
2 Cl(*Dz(Zl)

Table 7: FID with different implementations for conditional image generation on CIFAR10. “CM”
denotes consistency models [77]; “RF” denotes Rectified Flow [53]; “clean” denotes clean FID [64].

The best results are in gray box .
Algo. \ FID (clean)| FID (RF)| FID (CM)/|
RF 2.85 2.50 2.47
RF+ 2.70 2.42 2.40

e Gradient clipping: 1.0
e Number of parameters in decoder: 61809539
o RF+
Batch size: 2000
Optimizer: Adam
Decoder learning rate: 0.002
Encoder learning rate: 0.00005
Label learning rate: 0.0001
Gradient clipping: 1.0
Latent dimension: 200
Number of parameters in decoder: 61911939
Number of parameters in encoder: 49790260

Computation cost. Excluding the computation cost of periodic evaluation (i.e., only counting the
computation cost of model training), each RF+ experiment takes 31 hours on 16 A100 (40 GB)
GPUs.

E.4 More Results

Generated images. The generated images of RF and RF+ are in Figs. 22 and 23.

Ablation studies on FID implementation. Same as App. C, we present the FID scores using three
different implementations in Tab. 7. We see that, while the numbers are different, the relative ranking
across all three implementations is consistent. Especially, RF+ achieves the best FID in all
implementations.

Ablation studies on sampling steps. Following the experimental settings in App. C, we use the
Euler sampler with varying numbers of sampling steps. As shown in Fig. 24, RF+ generally
achieves better FID than the RF baseline across most settings.

Ablation studies on classification techniques. Here, we discuss several techniques for improving
the classification results.

e Recall that latent computation (Eq. (1)) includes randomness from ¢; because each sample
corresponds to a latent zone, not a single point. Empirically, for classification tasks, using the
“center” of the latent zone yields better performance. Concretely, we set « = 0 in Eq. (4) when
computing latents. This is intuitive, as the center is likely farther from zone boundaries and better
represents the sample.

e App. A.3 discusses that during training, we use a batch of samples rather than all samples
to estimate latents for efficiency. However, during inference, where gradient computation is
unnecessary and thus the overhead of large batch sizes is less critical, we can use a larger batch
size to improve performance.
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Figure 22: Generated images of RF on CIFAR10 (conditional generation). Every 5 rows corresponds
to one class in CIFAR10.

Fig. 25 shows that increasing the batch size and decreasing « improve the classification accuracy.
The best setting improves the default setting (batch size= 2000 and o = 1.0) by 2.9%.

Ablation studies on latent alignment hyperparameter. In latent alignment (§ 2.2.2), we introduced
a hyperparameter u that controls how many time steps are excluded from the latent alignment
objective. In our main experiments, we set © = 20 (out of a total of 100 steps). Here, we conduct
an ablation study by reducing u to 5 (i.e., 4x smaller). The results are shown in Tab. 8. We can see
that u does not affect the results much, and the performance remains better than the baseline RF
across most metrics. This is expected. Unlike common hyperparameters (such as loss weights) that
influence the optimal solution, v does not alter the optimal solution, which is the perfect alignment

42



E
=]

b}

#.'3'-») <
S o
= s

Figure 23: Generated images of RF+L.Z) on CIFAR10(conditional generation). Every 5 rows corre-
sponds to one class in CIFAR10.

between two latent zones. Instead, this parameter is introduced solely to help avoid getting stuck
in local optima (§ 2.2.2). We expect that any small but non-zero value of u should be sufficient in
practice.
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Figure 24: FID vs. number of sampling steps in the Euler sampler on CIFAR10 (conditional
generation). RF+ outperforms RF in most cases.
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Figure 25: Classification accuracy with different hyperparameters on CIFAR10. Generally, increasing
the batch size and decreasing o improve the classification accuracy.

Table 8: Conditional image generation quality and classification accuracy on CIFAR10. The best
results are in gray box . The hyperparameter u does not impact the results much.

Algo. ‘ FID| sFID| IS?T PrecisionT Recallf Recon| Accuracyt
RF 247 405 9.77 0.71 0.58 0.69 -
RF+ (u=20)| 240 399 9.88 0.71 0.58 0.38 94.47
RF+ (u=>5) | 239 399 9.76 0.71 0.58 0.36 94.42

44



F Extended Discussions on Related Work

[16] proposes to conduct flow matching in the latent space. However, it has quite different goals and
techniques from

e Goals. The goal of [16] is to improve generation tasks. In contrast, our goal is more ambitious: to
develop a unified framework that supports generation, representation learning, and classification.
This broader scope requires a different design philosophy and technical approach, as detailed
next.

e Techniques. [16] applies flow matching to the latent space of a pre-trained Stable Diffusion
autoencoder, which is reasonable when focusing solely on generation. However, such a latent
space is high-dimensional and retains spatial structure, limiting its suitability for classification
and compact representation learning. To support our broader objectives, we introduce several
novel techniques:

e Match a discrete distribution (i.e., the anchors) to a continuous one, as opposed to a continuous-
to-continuous distribution matching in [16].

o Use an adaptive latent space, since our encoder and decoder are trained end-to-end, as opposed
to using a fixed pre-trained autoencoder and fixed latent space in [16].

e Numerically solve the flow directly, as opposed to training an additional model to learn the flow
in [16].

e Latent alignment between different data types (e.g., image and label), which is new in our paper.

G Extended Discussions on Limitations and Future Work

Inference efficiency. It is important to note that while the training cost of might be high, at
inference time, LZN is often as efficient as existing approaches.

e For image generation (§ 3 and 5), we do not need to compute the latent during inference. Instead,
latents are sampled from the Gaussian prior and passed directly to the decoder, making the
generation speed comparable to the base model.

e For representation learning (§ 4), we find that dropping the final encoder layers during inference
improves performance (App. D.4), similar to the observation in prior contrastive learning methods
[10]. In this case, inference involves simply passing an image through the encoder without the
latent computation process (§ 2.2.1), just like in traditional contrastive learning methods.

Training efficiency. The main training bottleneck stems from the quadratic cost with respect to the
batch size. Notably, this is also the case for many contrastive learning methods, including the seminal
works MoCo [28] and SimCLR [10], which compute pairwise similarities between all examples in a
batch.

The parallel between LLM training and training. We observe an interesting parallel between
the training of LLMs and . Specifically, in LLM training, computing attention weights requires
O (c2dv), where c is the context length, d is the attention dimension, and v is the number of layers.
In , computing the latents (§ 2.2.1) requires O(n?qr), where n is the number of samples in a
batch, ¢ is the latent dimension, and 7 is the number of solver steps. Several parallels emerge:

e Context length in LLMs (¢) <> Number of samples in (n)
e Attention dimension in LLMs (d) +»> Latent dimension in (@)
e Number of layers in LLMs (v) <> Number of solver steps in (r)

Not only do these parameter pairs affect the time complexity in similar ways, but their computation
flows are also analogous: in LLMs, the pairwise inner product of token features is computed to derive
attention weights, and these weights are computed sequentially across layers. Similarly, in , the
pairwise distances between intermediate anchor points of samples are computed to derive velocity,
and this velocity is updated sequentially across solver steps.

While LLM training is known to be computationally expensive, recent advances have significantly
improved its efficiency. Given the structural similarities, we expect that such advances in LLM
training could be adapted to enhance the training efficiency of as well.
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Using solely to implement generative modeling. In theory, can be used solely for generative
modeling. By construction (§ 3), if the decoder is trained to map latents to the corresponding data
perfectly, then the generative distribution of is exactly L 3" | 6(s — x;), i.e., the empirical
distribution of the training set. We explored this approach in our early experiments. It performs well
on simple datasets such as MNIST [ 18], but generates blurry images on more complex datasets such
as CIFAR10. We hypothesize that this may be due to the minibatch approximation (App. A.3), which
can break the disjoint latent property, and/or the strict requirement that latent zones have no gaps
between them. We leave a deeper exploration of this direction to future work.

Societal impacts. Since can be used to improve ML models, it has the potential for both
beneficial and harmful applications. Positive use cases include creative content generation and
improved information retrieval, while negative applications may involve the creation of fake or
misleading content.
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