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Abstract

Citations are crucial in scientific works. Ci-001
tation analysis techniques help in literature002
search, citation recommendation, scientific as-003
sessment and other research works. Citation004
intent classification has proved to be useful as005
an important branch of citation analysis tech-006
niques, which categorizes the role that cita-007
tions play in research works. However, scien-008
tific papers usually contain words that are diffi-009
cult to understand and semantically uncertain,010
while we find that the classification labels have011
a greater relationship with the part-of-speech012
properties of the words in the citation context.013
Therefore, in this work, we propose a scientific014
text classification model called MF-Cite that015
combines citation context feature, WordNet1-016
based semantic feature, and part-of-speech fea-017
ture. It fuses them for scientific text represen-018
tation, enabling the model to enhance the un-019
derstanding of specialized domain terms and020
accurately comprehend the grammatical infor-021
mation of sentences. Experiments show that022
our method achieves more favorable results on023
the ACL-ARC and SciCite datasets.024

1 Introduction025

In recent decades, the explosive growth of scien-026

tific papers has made citation analysis techniques027

very important. Generally, authors cite literature028

with the purpose of borrowing existing research029

backbround to support their work (Gilbert, 1977).030

Citations play different roles in the citation con-031

text and involve different citation intents, such as032

describing background information about a study033

or comparing the results of a paper with those of034

other work (Varanasi et al., 2021). Citation intent035

classification helps to measure the impact of pa-036

pers, venues, researchers, etc., or to understand037

the development and evolution of a field (Jurgens038

et al., 2018). Additionally, it can provide basic039

1https://wordnet.princeton.edu/

Figure 1: The effect of word parts-of-speech on labels
in the context citation. The labels used for illustration
here are from the annotation schema proposed for the
ACL-ARC dataset (Jurgens et al., 2018).

data for literature retrieval and recommendation 040

to build more accurate literature retrieval systems 041

(Berrebbi et al., 2022). In this paper, we utilize 042

WordNet external knowledge base (Fellbaum and 043

Miller, 1998) to supplement the semantic informa- 044

tion of the words in the citation context. Then 045

we use SciBERT (Beltagy et al., 2019) pre-trained 046

model and GCN (Scarselli et al., 2009) to extract 047

the contextual and structural information of the ci- 048

tation context and its semantic feature, and finally 049

fuse them. Figure 1 shows the correlation between 050

the classification labels and some words in the ci- 051

tation context, usually nouns, verbs and adjectives 052

have a greater impact on the classification results. 053

Therefore, we add part-of-speech feature to allow 054

the model to capture the syntactic relations and 055

semantic roles in the sentence, which helps to ac- 056

curately understand the grammatical structure and 057

context of the sentence. 058

The contributions of this paper are summarized 059

as follows: 060

• We obtain the representation information of 061

citation context by fusing contextual infor- 062

mation, WordNet-based semantic information 063

and part-of-speech information. 064

• We propose a new model, MF-Cite, which 065

utilizes SciBERT and GCN to extract infor- 066
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mation from contextual and semantic features067

and interaction module to deliver and filter the068

information between them.069

• We also compare the model to various base-070

lines, achieving SOTA results on the ACL-071

ARC dataset and comparable results on the072

SciCite dataset (Cohan et al., 2019).073

The rest of the paper is organized as follows.074

Sections 2 and 3 of the paper provide related works075

and some preliminary content about the concepts076

used in the work. Section 4 describes the design of077

the model. Section 5 details the experimental setup078

and results. The paper concludes with Section 6,079

giving conclusions and other tasks to which the080

model can be applied.081

2 Related Work082

In this section, we briefly introduce the existing083

works of citation intent classification systems and084

automatic classification methods.085

2.1 Citation Intent Classification Systems086

In the last few years, there are a number of clas-087

sification systems that are widely recognized and088

used. (Jurgens et al., 2018) proposed citation in-089

tent classes, using a large number of features such090

as pattern-based features, topic-based features and091

prototypical argument features, and a random for-092

est classifier for prediction. (Cohan et al., 2019)093

proposed a much larger dataset, SciCite, that classi-094

fied citation intent into three coarse-grained labels.095

The 3C citation context classification task (Kunnath096

et al., 2020) was organized by The Open University,097

UK. They used a portion of the multidisciplinary098

dataset ACT (Pride and Knoth, 2020) as a dataset,099

it can be used as a benchmark for future research.100

(Kunnath et al., 2022) had since extended the 3C101

dataset further to enrich the features of citing and102

cited papers.103

2.2 Automatic Classification Methods104

Automatic methods for citation intent classification105

have been evolving. (Varanasi et al., 2021) used106

SciBERT-based multi-task learning to classify cita-107

tion intent, with the main task being citation intent108

classification and the three auxiliary tasks being109

citation worthiness, section title and cited paper110

title. (Zhang et al., 2022) used native information111

related to citation context, such as section name112

and paper title to improve the performance of the113

model. (Berrebbi et al., 2022) constructed citation 114

graphs that include papers, authors and venues, and 115

co-prediction with citation context significantly im- 116

proved state-of-the-art results. (Budi and Yaniasih, 117

2022) used a convolutional neural network to rep- 118

resent citation contexts in journal articles from In- 119

donesia in five scientific fields. (Lahiri et al., 2023) 120

proposed a method based on prompt learning to 121

transform the classification task into a completive 122

prediction task. (Gupta et al., 2023) combined ci- 123

tation contexts and their neighboring contextual 124

sentences and proposed a Transformer-based deep 125

neural network that fuses peripheral sentences and 126

domain knowledge.(Shi et al., 2024) proposed a 127

prompt learning method based on data augmen- 128

tation and L2 regularization to classify scientific 129

text. 130

Most of the previous works relied on additional 131

data or information related to citation context to 132

provide more useful information for citation intent 133

classification and obtain promising results. Unlike 134

them, in order to better represent scientific text and 135

classify citation intent, this paper starts from the 136

citation context itself, and utilizes the WordNet 137

external knowledge base to obtain its synonymous 138

sentence as semantic feature, as well as to obtain 139

the part-of-speech feature of the citation context, 140

and finally fuses them. GCN is also utilized to 141

effectively fuse the syntactic information of the 142

sentences to obtain richer textual representation. 143

3 Preliminaries 144

In this section, we introduce some preliminary 145

works such as the definition of citation intent clas- 146

sification task and dependency parsing. 147

3.1 Problem Definition 148

Formally, a citation intent classification training 149

dataset can be denoted as D = {X,Y}, where X is 150

the instance set and Y is the citation intent label set. 151

Each instance x ∈ X consists of several tokens x = 152

[w1, w1, . . . , wn] along with a class label y ∈ Y. 153

An example of Y is the set {"Background", "Uses", 154

"Compare/Contrast", "Motivation", "Extends", "Fu- 155

ture"}. We present the task as estimating the con- 156

ditional probability Pr(y|x) based on the training 157

set, and identifying the class label to which citation 158

context belongs by y
′
= argmaxy∈Y Pr(y|x). 159

3.2 Dependency Parsing 160

Dependency parsing, also known as dependency 161

syntactic parsing, serves to identify interdepen- 162
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Figure 2: An example of dependency tree.

dencies between words in a sentence. (Robinson,163

1970) proposed that the other constituents of a sen-164

tence are subordinate to a particular constituent, as-165

suming that the master-slave relationship between166

words is binary and unequal. In this paper, we167

use the Spacy toolkit 2 for dependency parsing of168

sentences. Figure 2 shows the results of depen-169

dency parsing for the citation context of the sen-170

tence "Inter-document references in the form of171

hyperlinks." in the ACL-ARC dataset. As we can172

see, the arrow points from the center word to the173

dependent word, which must depend on the center174

word for its existence.175

4 Method176

In this section, we propose a novel model named177

MF-Cite for citation intent classification. The over-178

all framework of the proposed model is depicted in179

Figure 3. It uses SciBERT and GCN for feature180

extraction of citation context feature and its seman-181

tic feature respectively. It utilizes the crosstext-182

decoder to extract the relationship between the two183

feature vectors. And a gated network to fuse the184

features obtained by the crosstext-decoder while185

filtering out the redundant information. MF-Cite186

uses the Glove pre-trained model (Pennington et al.,187

2014) to embed the part-of-speech feature of the188

citation context, and finally integrates them.189

4.1 Obtain Features190

Contextual feature: Citation context feature in191

ACL-ARC and SciCite datasets, it mainly refer to192

texts containing citation symbols that cite relevant193

scientific literature.194

Semantic feature: The diversity of word mean-195

ings in scientific papers makes it more difficult196

for the model to understand the semantic informa-197

tion of citation context. we use WordNet external198

knowledge base to obtain the synonymous sentence199

of citation context, and extend the semantic infor-200

mation of citation context by integrating WordNet201

knowledge. WordNet organizes nouns, verbs, ad-202

jectives and adverbs into a synonym network, so203

2https://spacy.io/

in citation context we obtain the synonyms with 204

the highest semantically similar to these words as 205

semantic supplementary units. 206

Part-of-speech feature: In citation context, the 207

words that have more influence on classification 208

labels are usually nouns, verbs and adjectives, so 209

integrating part-of-speech information into text rep- 210

resentation helps to understand citation context and 211

extract information from citation context. This 212

study uses the "pos_tag" module of NLTK 3 to 213

obtain part-of-speech feature. 214

4.2 Encoder Layer 215

For contextual and semantic features, we use SciB- 216

ERT pre-trained model and GCN to extract infor- 217

mation. SciBERT is a variant of BERT pre-trained 218

model (Devlin et al., 2019). The corpus for SciB- 219

ERT training is scientific papers in the biomedical 220

as well as computer science direction, which makes 221

it easier to understand the semantics expressed in 222

scientific papers (Beltagy et al., 2019). It stacks 223

l layers of h-head self-attention mechanism. De- 224

fine Given a sentence x = [w1, w1, . . . , wn] as a 225

sentence of n words, we use SciBERT model to 226

encode each word wi into a word vector, denoted 227

as hi ∈ Rd,where d denotes the dimension of the 228

word embedding generated by SciBERT. Then we 229

denote the vector of sentence s as H ∈ Rl×n×d. 230

Specifically, Hl ∈ Rn×d presents the hidden repre- 231

sentation matrix of the last layer in H. The multi- 232

head self-attention matrix of each layer stores the 233

global interrelationship as the distribution of at- 234

tention between tokens, which can be denoted as 235

A ∈ Rl×h×n×n, Al ∈ Rh×n×n denotes the last 236

layer’s multi-head self-attention matrix. Thus, for 237

citation context feature, the hidden representation 238

matrix of the last layer is denoted as Hc
l , and the 239

multi-head self-attention matrix of the last layer is 240

denoted as Ac
l . For semantic feature, the hidden 241

representation matrix of the last layer is denoted as 242

Hs
l , and the multi-head self-attention matrix of the 243

last layer is denoted as As
l . 244

According to the topology of the graph, GCN 245

obtains the embedding vectors of the augmented 246

nodes by aggregating the neighbor information of 247

the nodes. The graph can be represented as G = (V, 248

E), where V denotes the words that make up the 249

text, and E denotes the edge between words. In this 250

paper, the hidden representation of the last layer 251

of each token in SciBERT is regarded as a node v 252

3https://www.nltk.org/
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Figure 3: The overview architecture of our proposed MF-Cite model.

in the graph, and the edge e is computed from the253

dependency adjacency matrix and the multi-head254

self-attention matrix.255

We perform dependency parsing on contextual256

and semantic features, and transform the obtained257

dependency tree T into a dependency adjacency258

matrix D.259

Dij = 1 if T(wi, wj) (1)260

where Dij is the dependency of words wi and wj261

in the sentence. To retain more information, we262

construct an undirected graph Dij = Dji = 1, and263

set a self-loop Dii = 1. We obtain the dependency264

adjacency matrix Dc ∈ Rn×n for citation context265

and the dependency adjacency matrix Ds ∈ Rn×n266

for semantic feature.267

We compute the mean of all heads of the last268

layer of the multi-head self-attention matrix for269

contextual and semantic features, respectively.270

Āc
l =

1

h

h∑
i=1

Ac
l

Ās
l =

1

h

h∑
i=1

As
l

(2)271

where Āc
l ∈ Rn×n is the mean value of the atten-272

tion of all heads in the last layer about the contex-273

tual feature, and Ās
l ∈ Rn×n is the mean value of 274

the attention of all heads in the last layer about the 275

semantic feature. 276

To incorporate dependency parsing information, 277

we define the adjacency matrix M of the graph as 278

the Hadamard product of the self-attention matrix 279

A and the dependency adjacency matrix D: 280

Mc = Āc
l ⊙Dc

Ms = Ās
l ⊙Ds (3) 281

where Mc is the adjacency matrix of contextual 282

feature and Ms is the adjacency matrix of semantic 283

feature. 284

Next, the GCN uses dependency paths to trans- 285

form and propagate information between paths and 286

aggregates the propagated information to update 287

the node embeddings. The contextual node initial 288

embedding Nc
0 = Hc

l and semantic node initial 289

embedding Ns
0 = Hs

l . 290

Nc
k+1 = τ(Z̃

− 1
2

c McZ̃
− 1

2
c Nc

kW
c
k)

Ns
k+1 = τ(Z̃

− 1
2

s MsZ̃
− 1

2
s Ns

kW
s
k )

(4) 291

where Nc
k+1 is the embedding of the k+1th layer 292

of the contextual node and Ns
k+1 is the embedding 293

of the k+1th layer of the semantic node. Z̃ is the 294
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degree matrix of the adjacency matrix M,defined295

as Z̃ = Z̃ii =
∑

j Mij . Wk is the weight matrix296

of the kth layer. τ is the ReLU activation function.297

After the last node features update, we obtain the298

contextual node representation Nc and the seman-299

tic node representation Ns, which contain syntactic300

information. For part-of-speech feature, we use the301

Glove pre-trained model for vector representation,302

denoted as Np.303

4.3 Interaction Layer304

In order to extract the relationship between con-305

textual and semantic features, to transfer and inter-306

act information between citation contexts and their307

synonymous sentences, and help the model bet-308

ter understand the semantic information of words,309

we use a part of the decoder in the Transformer310

model proposed by (Vaswani et al., 2017) for the311

computation.312

First, the contextual feature vector Nc is com-313

puted as the query vector and the semantic fea-314

ture vector Ns is computed as the key vector and315

the value vector. Then the semantic feature vector316

Ns is denoted as the query vector and the contex-317

tual feature vector Nc is denoted as the key vector318

and value vector. The multi-head attention val-319

ues between them are calculated separately. The320

following is the method to compute a head in the321

multi-head attention.322

headi(Nc,Ns)
= softmax(

Qi
cK

i
s
⊤

√
dk

)V i
s

headi(Ns,Nc)
= softmax(

Qi
sK

i
c
⊤

√
dk

)V i
c

(5)323

where Qi
c = NcW

i
Qc

, Ki
s = NsW

i
Ks

, V i
s =324

NsW
i
Vs

. W i
Qc

is the weight matrix of Qc when325

calculating the ith head. W i
Ks

is the weight matrix326

of Ks when calculating the ith head. W i
Vs

is the327

weight matrix of Vs when calculating the ith head.328

Qi
s, Ki

c, V
i
c are calculated as above.329

As Equation (6) shows, each head is concate-330

nated to calculate the multi-head attention:331

MultiHead(Nc,Ns) = Concat(head1(Nc,Ns)
, . . . ,

headn(Nc,Ns)
)W(Nc,Ns)

MultiHead(Ns,Nc) = Concat(head1(Ns,Nc)
, . . . ,

headn(Ns,Nc)
)W(Ns,Nc)

(6)332

where W(Nc,Ns) and W(Ns,Nc) are weight matrixs.333

n denotes the number of attention heads.334

Next, the remaining steps of the crosstext- 335

decoder are computed using contextual feature as 336

an example. Semantic feature is computed in a 337

similar way. After calculating the cross-attention 338

between contextual feature and semantic feature, 339

the new contextual feature vector representation 340

N
′
c is obtained by residual connection and layer 341

normalization. 342

N
′
c = LayerNorm(Nc +MultiHead(Nc,Ns))

(7) 343

Subsequently, N
′
c is fed into a second sublayer 344

that includes feedforward neural network, residual 345

connection and layer normalization operation. Af- 346

terwards the decoder output N̂c of the contextual 347

feature can be obtained. 348

N
′′
c = FeedForward(N

′
c)

N̂c = LayerNorm(N
′
c +N

′′
c)

(8) 349

The decoder output N̂s of semantic feature is 350

computed as above. 351

Finally, we design the gated network to filter 352

out redundant information while fusing contextual 353

feature N̂c and semantic feature N̂s. 354

Ngate = σ((W1N̂c +W2N̂s)⊙ N̂c)

+(1− σ((W1N̂c +W2N̂s)⊙ N̂s))
(9) 355

where Ngate is the output of the gated network. σ 356

denotes the sigmoid activation function. W1 and 357

W2 are weight matrixs. ⊙ denotes Hadamard prod- 358

uct. 359

The interaction module is designed to encourage 360

the information to flow between different features. 361

With cross-attention, each token can combine in- 362

formation from another feature, enabling the exten- 363

sion of word semantics in the citation context. In 364

addition, the gated network filters out redundant 365

information to ensure that the final representations 366

are relevant to the current task. 367

4.4 Self-attention Layer 368

In order to better learn the information of each 369

feature itself, we use the self-attention mechanism 370

to calculate the importance score of the current 371

token and the remaining tokens, and then get the 372

final weighted sum representations. 373

Attgate = softmax(
QgateKgate

⊤
√
dk

)Vgate

Attp = softmax(
QpKp

⊤
√
dk

)Vp

(10) 374
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Categories Count
Background 1021

Uses 365
Compare/Contrast 344

Motivation 98
Extends 73
Future 68

Table 1: Details of ACL-ARC dataset.

Categories Count
Background 6376

Method 3153
Result comparison 1491

Table 2: Details of Scicite dataset.

where Attgate denotes the self-attention vectors of375

Ngate, Attp denotes the self-attention vectors of376

the part-of-speech feature Np.377

4.5 Prediction Layer378

Finally, the attention vectors of the fusion features379

of contexts and semantics and the attention vectors380

of the part-of-speech feature are concatenated to381

predict the probability of each label of the citation382

context.383

y
′
= σ(mlp([Attgate;Attp])) (11)384

where σ denotes the sigmoid activation function.385

5 Experiments386

This section evaluates the performance of our pro-387

posed MF-Cite. We conduct extensive experiments388

on two widely-used citation intent classification389

datasets and provide a comprehensive comparison390

with existing baselines.391

5.1 Datatsets392

We use two standard citation intent classification393

datasets, ACL-ARC and SciCite. ACL-ARC (Ju-394

rgens et al., 2018) consists of 186 papers from395

the ACL Anthology Reference Corpus (Bird et al.,396

2008) and contains 1,941 instances labeled with397

6 citation intent labels. Table 1 provides detailed398

information about ACL-ARC’s label sets and in-399

stances. SciCite (Cohan et al., 2019) is a much400

larger dataset built from 6,627 papers and has401

11,020 instances tagged with 3 categories of coarse-402

grained citation intents. Table 2 provides informa-403

tion about SciCite’s label sets and instances.404

5.2 Baseline Models 405

We compare our model with previous strong base- 406

lines for citation intent classification. RF (Jurgens 407

et al., 2018) denotes the random forest classifier 408

based on a variety of manually-selected features 409

— structural, lexical and grammatical, field and us- 410

age features — that signify different aspects of 411

a scientific paper. Structural-Scaffold (Cohan 412

et al., 2019) is a multi-task learning framework 413

containing BiLSTM with attention, using GloVe 414

word embedding vectors concatenated with ELMo 415

(Peters et al., 2018) as the input. SciBERT Fine- 416

tune (Beltagy et al., 2019) is fine-tuned SciBERT 417

pre-trained language model and uses SciBERT as 418

the input of a fully connected layer to make pre- 419

dictions. MPMAF (Qi et al., 2022) is defined as a 420

citation intent classification method based on MP- 421

Net pre-training and multi-head attention feature 422

fusion, where inputs are citation context feature 423

and citation external features consisting of gram- 424

matical word frequency feature and citation struc- 425

ture feature. GraphCite (Berrebbi et al., 2022) 426

takes citation context feature and citation graph 427

features containing papers, authors and venues to- 428

gether to make predictions. MTCIC (Qi et al., 429

2023) considers the correlation between citation 430

intents, citation sections and citation worthiness 431

classification tasks, and build a multi-task citation 432

classification framework with soft parameter shar- 433

ing constraint. CitePrompt (Lahiri et al., 2023) 434

proposes the prompt learning method for citation 435

intent classification by selecting the appropriate 436

pre-trained language model, the prompt template 437

and the prompt verbalizer. Aug-L2 Prompt (Shi 438

et al., 2024) uses prompt tuning based on data aug- 439

mentation and L2 regularization to classify scien- 440

tific text. 441

5.3 Implementation Details 442

In the experiments, we first remove all special char- 443

acters and lower cases for the citation contexts. We 444

freeze a portion of the SciBERT weight parame- 445

ters for 768-dimensional embedding, and the GCN 446

model also has embeddings of size 768. The cross- 447

text decoder is a 2-layer stacked structure. And the 448

loss function is computed by using cross-entropy. 449

We utilize the AdamW optimizer (Loshchilov and 450

Hutter, 2017), whose L2 regularization parameter 451

is 0.01. The learning rate of the two datasets is 452

2e-5 and batch_size is 8. The epoch is 10 for the 453

ACL-ARC dataset and 5 for the SciCite dataset. 454
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Method F1 P R
RF 54.60 64.90 49.90
Structural-Scaffold 67.90 81.30 62.50
SciBERT Finetune 71.70 73.28 72.12
MPMAF 72.80 79.82 70.08
GraphCite 77.34 78.65 78.79
MTCIC 75.78 82.07 72.80
MF-Cite(Ours) 81.04 84.59 78.96

Table 3: Macro results (F1, Precision, Recall) on the
ACL-ARC dataset.

Method F1 P R
RF 79.20 82.80 77.80
Structural-Scaffold 84.00 84.70 83.60
SciBERT Finetune 86.15 87.86 84.95
CitePrompt 86.33 - -
Aug-L2 Prompt 85.88 - -
MTCIC 85.79 86.48 85.20
MF-Cite(Ours) 87.66 87.17 88.20

Table 4: Macro results (F1, Precision, Recall) on the
SciCite dataset.

All experiments are implemented with Pytorch4455

and trained on NVIDIA RTX 3090 24GB GPU.456

5.4 Results and Analysis457

5.4.1 Main Results458

Table 3 shows the main experimental results of459

the model proposed in this paper on the ACL-ARC460

dataset with several baselines. Firstly, we observe461

that the MF-Cite model proposed in this paper462

achieves noticeable improvements over the state-of-463

the-art method on the citation intent classification464

task. Compared to RF model, our model increases465

26.44%, 19.69%, and 29.06% on each metric, re-466

spectively. Also we find that the pre-trained model467

can significantly improve the scores on each metric.468

For GraphCite, the previous state-of-the-art model469

on macro-F1 and recall, our model improves by470

3.7% and 0.17%, respectively. Our model outper-471

forms MTCIC, the previous state-of-the-art model472

on precision score, by 2.52%.473

Table 4 shows the main experimental results of474

the model proposed in this paper on the SciCite475

dataset with several baselines. Our model achieves476

state-of-the-art results on most of the evaluation477

metrics. The macro-F1 score is 1.33% higher than478

the model with the previous state-of-the-art results,479

and the recall score is 3% higher than the model480

4https://pytorch.org/

with the previous state-of-the-art results. How- 481

ever, it did not perform as well as the fine-tuned 482

SciBERT on precision score. Meanwhile, we find 483

that our method performs better on macro-F1 than 484

prompt learning. 485

5.4.2 Ablation Study 486

To further validate the effect of different input fea- 487

tures and modules on model performance, we con- 488

duct some ablation experiments on the ACL-ARC 489

and SciCite datasets. 490

Input feature. Table 5 shows the effect of 491

adding semantic and part-of-speech (pos) features 492

successively on the model. Adding semantic fea- 493

ture on top of citation context, both datasets in- 494

crease on all three evaluation metrics, where the 495

ACL-ARC dataset improves by 9.66%, 5.28%, and 496

9.5%, respectively. Meanwhile, we find that the ad- 497

dition of part-of-speech information has a positive 498

impact on the results of the model. Compared to the 499

SciCite dataset, the ACL-ARC dataset has a larger 500

floating improvement, we suppose that it may be 501

due to the smaller size of the ACL-ARC dataset. 502

For the small-scale dataset, with the increase of 503

the number of features, the amount of information 504

learned by the model and the complexity of the 505

model have a greater impact on the results. Seman- 506

tic feature has a greater impact on the ACL-ARC 507

dataset, while for the SciCite dataset part-of-speech 508

feature plays a bit more of a role. 509

Module effect. Table 6 shows the effect of 510

removing the interaction module and the self- 511

attention module on the model, respectively. We 512

find that the interaction module is more important 513

for both datasets. The ACL-ARC dataset has a 514

higher decrease in model performance after remov- 515

ing the interaction module. The possible reason is 516

that the model doesn’t filter out redundant infor- 517

mation, too much noise is more sensitive for small 518

size dataset, which results in poorer model perfor- 519

mance. The SciCite dataset shows a decrease in 520

performance by removing the self-attention module 521

by 0.71%, 1.22%, and 0.13%. 522

5.4.3 Visualization 523

The confusion matrix shown Figure 4 shows the 524

nature of the errors made by our model. In ACL- 525

ARC, the model makes more errors in recognizing 526

the "Motivation" and "Extends" labels, mislabeling 527

these as "Background", probably because most of 528

the times the purpose of the citation is to provide 529

relevant information about the domain. The imbal- 530
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Method ACL-ARC SciCite

F1 P R F1 P R

context 67.72 74.00 66.36 85.52 84.46 87.53
context w / semantic 77.38 79.28 75.86 86.33 85.69 87.56
context w / semantic,pos 81.04 84.59 78.96 87.66 87.17 88.20

Table 5: Influence of different input features on the model.

Method ACL-ARC SciCite

F1 P R F1 P R

w/o interaction 68.65 74.09 64.72 85.11 83.99 86.97
w/o self-attention 74.44 78.46 72.15 86.95 85.95 88.07
MF-Cite(Ours) 81.04 84.59 78.96 87.66 87.17 88.20

Table 6: Influence of different modules on the model.

(a) ACL-ARC (b) SciCite

Figure 4: Confusion matrix results on two datasets.

ance of the dataset makes it easy for the model to531

recognize other labels as "Background". In the Sci-532

Cite dataset, 12.23% of the true labels "Method"533

and 9.65% of the true labels "Result" are misclassi-534

fied as "Background".535

6 Conclusion536

In order to realize automatic classification of cita-537

tion intent, in this paper, we propose a scientific text538

classification model called MF-Cite. It integrates539

citation context feature, WordNet-based semantic540

feature and part-of-speech feature. This model first541

fuses contextual feature with semantic feature to ex-542

tend the semantic information of words in context543

and enhance the model’s understanding of special-544

ized domain terms. Because part-of-speech con-545

tains important semantic information and different546

part-of-speech have different importance for label,547

we integrate the part-of-speech information with548

them to improve the scientific text representation549

ability of the model.550

Experimental results suggest that the MF-Cite551

model proposed in this paper outperforms the con- 552

trast methods. We further validate the effectiveness 553

of individual input feature and module. Finally our 554

model can also be applied to scientific text repre- 555

sentation tasks such as academic paper rating (Xue 556

et al., 2023), citation recommendation (Lu et al., 557

2023), and citation count prediction (Li et al., 2019; 558

van Dongen et al., 2020). 559

Ethical Statement 560

In this paper, we use available data in all experi- 561

ments. No relevant data is released publicly, and 562

the model trained on this dataset doesn’t present 563

any new or greater risks. They are not dangerous 564

to humans. Therefore, we do not find any ethical 565

issues. 566

Limitations and Future Work 567

We summarize the limitations of our method as fol- 568

lows: 1)To some extent, part-of-speech information 569

of citation context has an effect on the classifica- 570

tion labels. However, we simply add part-of-speech 571

information in our model, and this choice is not 572

optimal. In the future, we can increase the part-of- 573

speech weight vector and assign greater weight to 574

the part-of-speech (nouns, verbs, adjectives) that 575

contributes more to the classification labels. We 576

plan to integrate the part-of-speech feature of each 577

word and its weight feature into the text representa- 578

tion of scientific papers to improve the model effect. 579

2)This paper uses the datasets that contain only one 580

sentence of citation context and one label, whereas 581

the citation context in paper may involves multi- 582

8



ple sentences and the citation plays more than one583

role (Lauscher et al., 2022). Therefore, in future584

work, we plan to use a citation context dataset that585

contains multiple sentences and multiple labels.586
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