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Abstract
Current large language models (LLMs) struggle
to answer questions that span tens of thousands
of tokens, especially when multi-hop reasoning is
involved. While prior benchmarks explore long-
context comprehension or multi-hop reasoning
in isolation, none jointly vary context length and
reasoning depth in natural narrative settings. We
introduce NOVELHOPQA, the first benchmark
to evaluate k1–4 hop QA over 64k–128k-token ex-
cerpts from 83 full-length public-domain novels.
A keyword-guided pipeline builds hop-separated
chains grounded in coherent storylines. We eval-
uate six state-of-the-art (SOTA) models and ap-
ply oracle-context filtering to ensure all questions
are genuinely answerable. Human annotators
validate both alignment and hop depth. We no-
ticed consistent accuracy drops with increased
hops and context length, even in frontier mod-
els—revealing that sheer scale does not guaran-
tee robust reasoning. Our failure mode analysis
highlights common breakdowns, such as missed
final-hop integration and long-range drift. NOV-
ELHOPQA offers a controlled diagnostic setting
to stress-test multi-hop reasoning at scale.

1. Introduction
Understanding a question whose answer is scattered across
tens of thousands of tokens is still beyond today’s language
models. Readers, lawyers, and historians trace clues across
entire corpora, yet current NLP systems remain tuned to
snippets only a few paragraphs long. When crucial evi-
dence is buried in the middle of a long context, accuracy
can plunge by more than 20 points (Liu et al., 2023b). Even
frontier models score below 50% exact match on multi-
document suites such as FanOutQA — where each query
spans several Wikipedia pages — showing that larger con-
text windows alone cannot solve cross-document reasoning
(Zhu et al., 2024).

Multi-hop benchmarks fall into two groups. WikiHop and
HotpotQA probe two-hop reasoning over short Wikipedia
passages (Welbl et al., 2018; Yang et al., 2018). Narra-
tiveQA, QuALITY, NovelQA, and NoCha embrace longer

inputs but focus on single-hop or summary questions
(Kočiský et al., 2017; Pang et al., 2022; Wang et al., 2024a;
Karpinska et al., 2024). Stress tests like MuSiQue and BA-
BILong highlight brittleness using synthetic or stitched text
(Trivedi et al., 2022; Kuratov et al., 2024).

Standardized long-context suites — including LongBench,
LEval, RULER, Marathon — show that models use a frac-
tion of their window sizes while keeping hop depth fixed
(Bai et al., 2024; An et al., 2023; Hsieh et al., 2024; Zhang
et al., 2024). They do not reveal how context length interacts
with reasoning depth.

Architectural advances offer partial relief. Sparse-attention
models such as Longformer and BigBird reach 16–32k to-
kens (Beltagy et al., 2020; Zaheer et al., 2021); recurrence
and compression extend reach still further (Wu et al., 2022);
and rotary extensions break the 100 k-token barrier (Ding
et al., 2024). Yet retrieval-augmented or attribution-guided
pipelines continue to outperform context-only baselines
even at 32 k+ tokens (Xu et al., 2024; Li et al., 2024c).
No public dataset simultaneously varies (i) hop depth and
(ii) authentic narrative context ≥ 64k tokens, preventing a
principled diagnosis of long-context failures.

Existing benchmarks rarely test multi-hop reasoning over
long, natural context. So we ask: can models perform
multi-step reasoning across 64k–128k tokens? We intro-
duce NOVELHOPQA, the first benchmark to jointly vary
hop count (1–4) and narrative length, built from 83 novels
with four balanced 1,000-example splits.

Contributions

(1) Public benchmark: 4,000 multi-hop QA examples
spanning 64k–128k-token contexts.

(2) Reproducible pipeline: open-sourced extraction and
paragraph-chaining code.

(3) Human validation: ten annotators confirm high align-
ment (> 6.5/7) and hop-match accuracy (> 94%), en-
suring dataset quality.

(4) Empirical hop-depth study: evaluations on six SOTA
models trace accuracy decay along both axes.

Simply enlarging windows is necessary but not sufficient;
true progress on long-context multi-hop reasoning demands
benchmarks like NOVELHOPQA that stress both length
and depth.
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2. Related Work
Architectural, retrieval, and memory methods for long
contexts. To process longer inputs, sparse-attention
and recurrence-based architectures—Longformer, BigBird,
Transformer-XL, and LongRoPE—scale attention and po-
sitional encodings to tens or hundreds of thousands of to-
kens (Beltagy et al., 2020; Zaheer et al., 2021; Dai et al.,
2019; Ding et al., 2024). Retrieval-augmented genera-
tion and external-memory approaches boost performance
when evidence is scattered (Lewis et al., 2021; Wu et al.,
2022). Stress-test challenges like “Lost in the Middle” and
NeedleBench highlight positional and retrieval brittleness
in passages (Liu et al., 2023a; Li et al., 2024b), while BABI-
Long probes reasoning limits with synthetic million-token
haystacks (Kuratov et al., 2024). Although these advances
surface key failure modes, they do not explore how rea-
soning depth interacts with very long contexts in natural
prose.

Multi-hop QA benchmarks. WikiHop and HotpotQA pi-
oneered cross-document and two-hop reasoning over short
Wikipedia passages. (Welbl et al., 2018; Yang et al., 2018).
These datasets catalyzed advances in multi-hop inference
but restrict inputs to at most a few thousand tokens—far
from book-length scales. Subsequent compositional bench-
marks such as MuSiQue introduce three-hop questions and
trap-style tests (Trivedi et al., 2022), yet still operate on syn-
thetic or stitched contexts rather than continuous narratives.

Long-context QA benchmarks. NarrativeQA and QuAL-
ITY probe book- or script-length inputs but mostly ask
summary questions (Kočiský et al., 2017; Pang et al., 2022).
NoCha and NovelQA raise the ceiling to 200k tokens, with
NovelQA including both single- and multi-hop questions
grounded in narrative detail (Wang et al., 2024a; Karpin-
ska et al., 2024). More recent datasets expand the scope
further: LooGLE controls for training-data leakage while
comparing short- and long-dependency reasoning over 24k+
token documents (Li et al., 2024a); LV-Eval adds five length
bands up to 256k tokens and misleading facts to test ro-
bustness (Yuan et al., 2024); and Loong focuses on multi-
document QA with inputs drawn from domains like finance,
law, and academia, frequently exceeding 100k tokens (Wang
et al., 2024b). FanOutQA complements these length-centric
benchmarks by evaluating reasoning breadth across mul-
tiple Wikipedia pages (Zhu et al., 2024). However, none
of these benchmarks simultaneously test reasoning depth
and long-context comprehension in coherent narratives—an
issue that NOVELHOPQA addresses.

3. Dataset Construction
We build NOVELHOPQA—a benchmark that probes rea-
soning over book-length contexts (64k–128k tokens) with

hop depths H ∈ {1, 2, 3, 4}. The pipeline comprises four
stages: (1) novel selection, (2) anchor–keyword discovery,
(3) paragraph chaining with incremental QA generation, and
(4) final QA validation. After each hop, we regenerate the
QA pair to integrate the newly appended paragraph, so the
final 4-hop item reflects four rounds of question refinement
rather than a single pass at the end.

3.1. Source Corpus

We selected 83 English novels from Project Gutenberg1

(Gutenberg, 2025), a widely used repository of digitized
books. We initially hand chose 100 diverse novels across
genres and filtered this set down to 83 by removing books
with fewer than 128k tokens after preprocessing. The final
selection spans mystery, adventure, romance, and literary
classics; includes both first- and third-person narration.

3.2. Salient Keyword Filtering

For each of the 83 novels, we prompt GPT-4o-mini (Ope-
nAI, 2024a) to suggest five “anchor” keywords—characters,
locations, or objects central to the plot (see Appendix H for
prompt). If any keyword appears fewer than 50 times in the
text, we discard and re-sample that anchor, repeating up to
seven times to ensure five high-frequency anchors.

3.3. Paragraph Pool Creation

We split each novel at blank lines and discard paragraphs
under 30 words. The remaining paragraphs form a sampling
pool for context construction.

3.4. Multi-Hop Context Chaining & Incremental QA
Generation

For each book and hop depth H ∈ {1, 2, 3, 4}, we assemble
contexts and QA pairs as follows (see Appendix H for all
prompts):

1. Hop 1: Select a paragraph containing one of the book’s
anchor keywords k1. Prompt GPT-4o (OpenAI, 2024a)
to generate a single-hop QA pair (Q1, A1) from this
paragraph.

2. Hops h ∈ {2−H}:
(a) Extract a new keyword kh from the context Ch−1

using our related-keyword prompt.
(b) Sample a paragraph that contains both k1 and

kh, and append it to the growing context Ch =
Ch−1 ∥ new-paragraph.

(c) Prompt GPT-4o to re-generate a single QA pair
(Qh, Ah) over the full context Ch, making sure the

1https://www.gutenberg.org — All texts are in the U.S.
public domain and legally permitted for research and redistribution.
Our dataset annotations and processing code are released under
the CC-BY-SA-4.0 license.
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Hop o1 4o 4o-mini Gemini 2.5 P Gemini 2.0 F Gemini 2.0 FL Avg.

1 95.90 95.60 92.30 96.80 93.10 90.90 94.10
2 95.50 95.40 91.80 96.50 92.80 90.30 93.72
3 95.20 95.10 91.30 96.30 92.40 90.00 93.38
4 94.80 94.90 90.90 96.20 92.10 89.60 93.08

Avg. 95.35 95.25 91.58 96.45 92.60 90.20 93.57

Table 1: Accuracy (%) of each model on NOVELHOPQA when evaluated using the original golden context.
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Figure 1: Keyword-guided paragraph-chaining pipeline used to build NOVELHOPQA. See Appendix F for a full example
showing multi-hop evolution across four refinement stages.

new QA integrates evidence from all h paragraphs.
3. Paragraph exclusivity: Remove each selected para-

graph from the pool to prevent reuse. If no matching
paragraph is found after seven attempts, abort the chain
and restart with a fresh anchor.

This process “matures” each datapoint from (C1, Q1, A1)
through (CH , QH , AH), yielding coherent multi-hop QA
examples grounded in authentic narrative context. Each 64k,
96k, or 128k window is sampled from a continuous span,
with all hop paragraphs required to fall within it—ensuring
the QA chain reflects a cohesive narrative flow.

3.5. Golden-Context Filtering

To verify answerability, we evaluate all six models on the
original golden contexts used to generate each QA pair. As
shown in Table 1, all models score above 90% on average,
confirming the validity of most questions. We discard any
question missed by any model in the final dataset used in
Section 5. Removal counts are reported in Appendix B.

3.6. Irrelevant and No-Context Sanity Check

To validate that the questions require contextual reasoning to
be solved, we evaluated 800 QA pairs—100 per hop—under
irrelevant and no context settings. Removing the context
yields low accuracies, suggesting that the tested models
are typically unable to answer correctly without contextual
grounding. This helps ensure the dataset reflects reasoning,
not recall. Full results are in Appendix E.

4. Human Evaluation
Ten undergraduate validators each annotated 260 exam-
ples—40 from the 1- and 2-hop sets, and 90 from the 3-
and 4-hop sets. They rated Alignment, measuring how well
each QA pair matched its source context, and judged Hop
Match, assessing whether the answer required exactly H
reasoning steps. See Appendix C for detailed results and
Appendix G for the evaluation form.

5. Results and Discussion
We evaluate six models on NOVELHOPQA using chain-
of-thought prompts: o1 (OpenAI, 2024c), Gemini 2.5
Pro (DeepMind, 2025b), GPT-4o (OpenAI, 2024a), GPT-
4o-mini (OpenAI, 2024a), Gemini 2.0 Flash, and Gem-
ini 2.0 Flash Lite (DeepMind, 2025a). Table 3 summa-
rizes model accuracy across three context lengths (64k, 96k,
128k) and four hop depths (1–4).

Impact of hop depth. All models exhibit consistent per-
formance degradation as hop depth increases. On average,
accuracy drops roughly 12 points from 1-hop to 4-hop at
64k context length. Even reasoning models like Gemini 2.5
Pro and o1 see steady declines with more complex multi-
step questions, highlighting the challenge of compositional
reasoning at scale. Notably, the degradation is not abrupt
but cumulative, with performance decaying by 2–5 points at
each successive hop level. This suggests that current LLMs
struggle to sustain reasoning chains over multiple intermedi-
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Metric H = 1 H = 2 H = 3 H = 4

Alignment (1–7) 6.69 6.58 6.58 6.57
Hop Match (%) 95.9 94.9 94.9 95.2

Table 2: Average human validation scores across hop depths H ∈ {1, 2, 3, 4}. Alignment is the mean Likert score (1–7);
Hop Match is the percentage judged to require exactly H steps. See Appendix C for full table.

Context Hop o1 4o 4o-mini Gemini 2.5 P Gemini 2.0 F Gemini 2.0 FL Avg.

64k

1 92.51 90.12 75.49 92.34 87.37 82.53 86.73
2 87.66↓4.85 84.25↓5.87 74.77↓0.72 87.84↓4.50 77.02↓10.35 71.39↓11.14 80.48↓6.25
3 84.99↓2.67 81.34↓2.91 73.14↓1.63 85.12↓2.72 74.25↓2.77 70.05↓1.34 78.13↓2.35
4 82.15↓2.84 78.47↓2.87 68.04↓5.10 82.45↓2.67 71.76↓2.49 65.33↓4.72 74.69↓3.44

96k

1 90.35 88.83 72.25 90.12 82.26 78.44 83.71
2 85.88↓4.47 82.67↓6.16 67.44↓4.81 86.03↓4.09 74.02↓8.24 67.04↓11.40 77.18↓6.53
3 83.41↓2.47 80.41↓2.42 66.97↓0.47 83.71↓2.32 73.38↓0.64 66.05↓0.99 75.66↓1.52
4 80.68↓2.73 76.92↓3.91 65.59↓1.38 80.98↓2.73 70.26↓3.12 62.81↓3.24 72.87↓2.79

128k

1 88.76 86.95 70.03 89.10 81.77 75.31 81.99
2 84.33↓4.43 80.52↓6.43 63.95↓6.08 84.70↓4.40 69.13↓12.64 62.21↓13.10 74.14↓7.85
3 81.92↓2.41 78.03↓2.92 62.95↓1.00 82.20↓2.50 68.78↓1.35 62.07↓0.14 72.66↓1.48
4 78.80↓3.12 74.64↓3.31 61.18↓1.77 78.55↓3.65 67.32↓1.46 57.39↓4.68 69.65↓3.01

Table 3: Accuracy (%) on NOVELHOPQA across context lengths and hop depths, with mean performance in the last
column. Red ↓ indicates drop from the previous hop; bold indicates the row-wise maximum. All cells with accuracy drops
are highlighted in red. More graphs are included in Appendix A to further visualize these trends.

ate steps, often failing at the final integration stage or losing
coherence over hops.

Impact of context length. Longer context lengths also lead
to reduced accuracy, though the effect is milder than that of
hop count. Across models, 1-hop performance drops about
5 points when moving from 64k to 128k contexts. However,
for 3-hop and 4-hop questions, the interaction with context
length becomes more pronounced—models sometimes drop
10–15 points at 128k when compared to shorter contexts.
This indicates a compounding failure: when both memory
demands and reasoning complexity increase, even frontier
models falter. These results imply that merely scaling con-
text windows is not sufficient to preserve multi-hop fidelity.

Model comparisons. Reasoning models—Gemini 2.5 Pro
and o1—consistently outperform others, often topping each
row in Table 3. Gemini 2.5 Pro achieves the highest aver-
age accuracy overall, followed closely by o1 and GPT-4o.
Mid-sized models like GPT-4o-mini and Gemini Flash Lite
perform noticeably worse, especially under 4-hop and 128k
settings, where their scores fall into the 60s. These findings
affirm the value of scaling both parameters and architectural
complexity, though performance remains imperfect even
in the strongest models. We also observe that o1 performs
comparably to Gemini 2.5 Pro in lower-hop and shorter-
context settings, but diverges slightly at higher difficulty
levels—possibly due to differences in memory strategies or
prompt optimization.

Robustness at scale. Despite large context windows, no
model maintains strong performance on the hardest tasks

(4-hop at 128k), where even top models dip below 80%.
These results affirm that long-context capacity alone is not
enough—robust multi-hop reasoning remains an open chal-
lenge. Furthermore, some models exhibit unstable behavior
in edge cases, such as skipping intermediate hops or halluci-
nating irrelevant details from early paragraphs—issues de-
tailed in our failure mode analysis (Appendix D). This sug-
gests future work should go beyond architectural improve-
ments to explore task-specific training, hybrid retrieval-
comprehension pipelines, and explicit reasoning supervi-
sion.

6. Conclusion
NOVELHOPQA is the first benchmark to vary both con-
text length (64k–128k) and hop depth H ∈ {1, 2, 3, 4} in
long-context QA. Human validation confirms quality, and
models show accuracy drops along both axes. These pat-
terns hold even among leading LLMs, indicating that long-
range multi-hop reasoning remains a fundamental challenge.
Our results suggest that while architectural advances have
improved scaling, they fall short on compositional infer-
ence across extended sequences. Larger context windows
aren’t enough—future models must better integrate evi-
dence over multiple steps and maintain coherence across
long narratives. Code and data will be released upon publi-
cation to support further analysis.
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7. Limitations
NOVELHOPQA fills a key gap in long-context, multi-hop
QA, but several limitations remain:

Genre and temporal coverage. Our benchmark draws
exclusively from public-domain novels available through
Project Gutenberg (Gutenberg, 2025), which introduces two
important limitations. First, the literary style and vocabulary
reflect historical conventions of written English that may
differ from contemporary usage. Second, the corpus focuses
on narrative fiction while omitting other critical domains
such as journalistic writing, technical documentation, and le-
gal texts—each of which presents distinct linguistic patterns
and reasoning challenges. Expanding the dataset to include
modern works and non-literary genres would enhance both
the diversity and practical applicability of our benchmark.

Dialectal and domain diversity. Our data largely com-
prises standard literary English, with few regional or archaic
dialects; LLM performance on non-standard varieties may
differ substantially (Gupta et al., 2024; 2025).

Generation and grading bias. All QA pairs are gener-
ated by GPT-4o (OpenAI, 2024a), and correctness is auto-
matically graded by GPT-4.1 (OpenAI, 2024b) with CoT
prompts. Both steps risk inheriting model-specific patterns
or blind spots. Human-authored questions and manual grad-
ing (or mixed human–machine adjudication) could reveal
edge cases and reduce generator/grader artifacts.

Evaluation metric. We report accuracy as judged by GPT-
4.1 (OpenAI, 2024b) using CoT evaluation prompts. This
approach allows for some flexibility in phrasing and consid-
ers reasoning consistency. Future evaluations could incor-
porate human review or rationale-based scoring for more
robust assessment.

8. Ethics Statement
Data provenance. All passages are sourced from public-
domain novels on Project Gutenberg (Gutenberg, 2025). No
private or sensitive data is included.

Annotator protocol. Ten undergraduate validators major-
ing in computer science, data science, or cognitive science
(aged 18+) provided informed consent and were compen-
sated for their time. They evaluated whether each question
was answerable from its context, rated alignment, and ver-
ified that the reasoning depth matched the intended hop
count (Table 6). No additional personal data were collected.

QA generation and grading. QA pairs were generated by
GPT-4o (OpenAI, 2024a) and graded by GPT-4.1 (OpenAI,
2024b) using CoT prompting. To validate quality, human
annotators assessed whether each question aligned with its
context, whether it could be answered from the provided

text, and whether the reasoning depth matched the intended
hop count.

Intended use. NOVELHOPQA is provided for academic
research on long-context, multi-hop reasoning. It is not
intended for deployment in safety-critical or high-stakes
applications without further validation.

Reproducibility Statement
We describe our dataset construction process in Section 3,
and include all prompt templates in Appendix H. All model
generations were obtained using publicly available APIs.
Specifically, we used the Azure OpenAI API for GPT-4o,
GPT-4o-mini (OpenAI, 2024a), and o1 (OpenAI, 2024c),
and the Google Vertex API for Gemini 2.0 Flash, Flash
Lite (DeepMind, 2025a), and Gemini 2.5 Pro (DeepMind,
2025b). All models were queried using CoT prompts, and
their outputs were graded using GPT-4.1 (OpenAI, 2024b)
with CoT-based evaluation prompts. We plan to release the
dataset, prompts, and model outputs upon publication to
support replication and further research.

Impact Statement
This paper introduces NOVELHOPQA, a benchmark de-
signed to advance the evaluation of long-context and multi-
hop reasoning in LLMs. While the work primarily con-
tributes to improving machine learning model capabilities,
we acknowledge potential downstream impacts, such as
applications in education, research, and automated decision-
making systems. No specific ethical risks or societal harms
are anticipated beyond those generally associated with ad-
vancing language model research.
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A. Breakdown Visualizations of Model Accuracy Trends

Figure 2: Accuracy (%) on NOVELHOPQA across context lengths and hop depths H ∈ {1, 2, 3, 4}. This heatmap shows
how model accuracy declines as both narrative length and multi-hop reasoning depth increase.

To complement the heatmap, we include detailed line plots illustrating model-specific trends across each axis independently:
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Figure 3: Model performance across context lengths for each hop level H = 1, 2, 3, 4. These plots isolate the effect of
longer narratives on accuracy.
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Figure 4: Model performance across hop levels for each context length (64k, 96k, 128k). These plots isolate the effect of
deeper reasoning on accuracy.

B. Dataset Statistics by Hop Level

Hop Level Count Avg. Context Tokens Avg. Answer Length

1-Hop 1000 191.92 4.64
2-Hop 1000 451.46 6.99
3-Hop 1000 691.85 9.59
4-Hop 1000 916.82 10.79

Table 4: Dataset statistics across hop levels. Each row reports the number of QA pairs, the average context length in tokens,
and the average answer length in words.

B.1. Filtered Dataset Size After Golden-Context Evaluation

Hop Level # Removed New Total

1-Hop 37 963
2-Hop 39 961
3-Hop 40 960
4-Hop 42 958

Table 5: Number of questions removed per hop after Golden-context filtering.
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C. Full Human Evaluation Table

Validator H = 1 H = 2 H = 3 H = 4
Align Hop Match Align Hop Match Align Hop Match Align Hop Match

Validator 1 6.71 96.2 6.52 94.0 6.69 95.1 6.57 96.5
Validator 2 6.66 97.1 6.43 95.3 6.55 93.6 6.64 94.9
Validator 3 6.79 95.8 6.68 96.7 6.42 94.4 6.71 93.8
Validator 4 6.60 94.7 6.57 93.9 6.61 95.2 6.45 96.1
Validator 5 6.70 95.3 6.61 96.5 6.58 94.8 6.73 95.7
Validator 6 6.58 96.9 6.65 95.2 6.66 96.6 6.52 94.5
Validator 7 6.63 96.1 6.50 94.4 6.70 95.5 6.59 93.7
Validator 8 6.74 95.0 6.56 93.6 6.47 94.3 6.65 96.8
Validator 9 6.69 97.2 6.67 94.8 6.53 96.0 6.68 95.4
Validator 10 6.77 94.5 6.62 95.6 6.60 93.9 6.54 94.2

Average 6.69 95.9 6.58 94.9 6.58 94.9 6.57 95.2

Table 6: Full human validation scores across hop depths H ∈ {1, 2, 3, 4}. “Alignment” is the average Likert rating (1–7);
“Hop Match” is the percentage of responses judged to require exactly H reasoning steps.
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D. Failure Mode Analysis
We isolate four clear-cut reasoning failures in questions, each demonstrated with an example. In every case, the gold answer
provides exactly the required information from all reasoning steps, while the model answer either stops too early, confuses
entities, omits part of the evidence, or drifts onto irrelevant details.

D.1. 1. Missing Final-Hop Integration

Robust multi-hop reasoning requires chaining evidence through each of the four hops to reach a final conclusion. Here, the
model successfully identifies the first three clues but then fails to incorporate the decisive testimony in hop 4, effectively
truncating its reasoning chain. This indicates a breakdown in integrating the last piece of critical information.

Hop Question Model Answer Gold Answer

4 After the council drafted a forged decree, en-
coded hidden warnings, left a fingerprint in
the archives, and then overheard a sentry’s
words, which testimony finally confirmed their
betrayal?

The torn decree, the coded warnings,
and the fingerprint.

The torn decree, the coded warnings,
the fingerprint, and the sentry’s con-
fession.

Table 7: The model omits the sentry’s confession in hop 4, showing it missed the final integration step.

This example highlights how the model’s reasoning chain halts prematurely at hop 3, failing to incorporate the final piece of
evidence that completes the inference.

D.2. 2. Entity Confusion / Coreference Errors

Accurate multi-hop reasoning depends on consistently tracking entities across all hops. Ambiguous references or similar
names can cause the model to substitute one entity for another in the final step. This reflects a coreference resolution failure
that breaks the integrity of the entire reasoning chain.

Hop Question Model Answer Gold Answer

4 After the knights gathered at dawn, rode
through the Darkwood, crossed the Silver
River, and repaired the collapsed causeway,
which knight secured the bridge?

Sir Percival. Sir Galahad.

Table 8: The model confuses Sir Galahad with Sir Percival in the final hop, misattributing the action.

Here, a coreference error causes the model to swap one knight for another, illustrating how entity confusion derails multi-hop
inference.

D.3. 3. Incomplete Evidence Combination

Multi-hop questions demand synthesizing evidence from each of the four hops into a complete answer. A common failure is
when the model extracts only a subset of the required evidences, indicating it did not fully aggregate all reasoning steps.
This partial synthesis leaves out critical information.

Hop Question Model Answer Gold Answer

4 When the telescope’s mirror cracked in the
storm, its power supply surged, the control
panel flickered, and temperatures spiked, what
four malfunctions did the team record?

The cracked mirror, the power surge,
and the flickering panel.

The cracked mirror, the power surge,
the flickering panel, and the over-
heating coil.

Table 9: The model lists only hops 1–3 and omits the overheating coil from hop 4, showing incomplete evidence combination.

This case demonstrates that the model gathers early clues but fails to include the final malfunction, indicating incomplete
aggregation of all four pieces of evidence.
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D.4. 4. Contextual Drift

Sustained multi-hop reasoning requires maintaining focus on the relevant narrative thread. Over multiple hops, the model
can drift back to an earlier, irrelevant detail, mistakenly including it instead of the true final clue. This reflects a failure to
preserve contextual focus.

Hop Question Model Answer Gold Answer

4 After the river swelled, the frogs fell silent,
the oil lanterns sputtered, and compasses spun
wildly, which four omens did villagers cite as
signs of the flood?

The crimson sunset, the rising wa-
ter, the silent frogs, and the spinning
compass.

The rising water, the silent frogs, the
sputtering lanterns, and the spinning
compass.

Table 10: The model reintroduces “crimson sunset” from an early pass, demonstrating drift away from the four correct
omens.

This example shows how the model’s attention drifts to a decorative detail from hop 1, instead of preserving focus on the
four true flood omens.
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E. Irrelevant and No Context Evaluation
To evaluate whether models genuinely rely on the narrative context provided in NOVELHOPQA, we conduct an ablation
study using two control conditions: irrelevant context and no context. This analysis verifies that model accuracy is not
attributable to memorization or dataset leakage.

Irrelevant Context. For each question, we prompted the model with unrelated context. The paragraph has no semantic or
lexical relationship to the QA pair. The irrelevant context used is shown in Appendix Table 12.

No Context. The model is given only the question and no surrounding passage. This isolates performance that arises solely
from model priors or memorized facts.

Experimental Setup. Each model was evaluated on 800 examples—100 random questions from each of four datasets, under
both irrelevant and no context conditions. All responses were graded by GPT-4.1 (OpenAI, 2024b) using CoT prompting
for consistency.

Model Condition 1-hop 2-hop 3-hop 4-hop

Gemini 2.0 Flash Lite
Irrelevant context 4% (4/100) 3% (3/100) 1% (1/100) 1% (1/100)
No context 4% (4/100) 3% (3/100) 1% (1/100) 1% (1/100)

GPT-4o Mini
Irrelevant context 5% (5/100) 4% (4/100) 1% (1/100) 1% (1/100)
No context 4% (4/100) 3% (3/100) 1% (1/100) 1% (1/100)

Gemini 2.0 Flash
Irrelevant context 6% (6/100) 5% (5/100) 1% (1/100) 1% (1/100)
No context 5% (5/100) 4% (4/100) 1% (1/100) 1% (1/100)

GPT-4o
Irrelevant context 6% (6/100) 5% (5/100) 2% (2/100) 1% (1/100)
No context 6% (6/100) 5% (5/100) 1% (1/100) 1% (1/100)

o1
Irrelevant context 6% (6/100) 5% (5/100) 2% (2/100) 1% (1/100)
No context 6% (6/100) 5% (5/100) 2% (2/100) 1% (1/100)

Gemini 2.5 Pro
Irrelevant context 7% (7/100) 6% (6/100) 2% (2/100) 1% (1/100)
No context 7% (7/100) 5% (5/100) 2% (2/100) 1% (1/100)

Table 11: Accuracy (%) on 100 randomly selected multi-hop questions under irrelevant and no context settings. Models
perform poorly across all hops, demonstrating that answers cannot be derived without relevant narrative input.

Irrelevant Context Example (The Secret Garden)

Context Source:
1. Paragraph 1.

It was the sweetest, most mysterious-looking place any one could imagine. The high walls which shut it in were covered with the leafless stems of climbing roses which
were so thick that they were matted together. Mary Lennox knew they were roses because she had seen a great many roses in India. All the ground was covered with
grass of a wintry brown, and out of it grew clumps of bushes which were surely rose-bushes if they were anything. There were numbers of standard roses which had so
spread their branches that they were like little trees. There were other trees in the garden, and one of the things which made the place look strangest and loveliest was
that climbing roses had run all over them and swung down long tendrils which made light swaying curtains.

2. Paragraph 2.
And here and there among the grass were narcissus bulbs beginning to sprout and uncurl their narrow green leaves. She thought they seemed to be stretching out their
arms to see how warm the sun was. She went from one part of the garden to another. She found many more of the sprouting pale green points and she found others
which were white crocuses and snowdrops, because the green spikes had burst through their sheaths and showed white. She remembered what Ben Weatherstaff had
said about the “snowdrops by the thousands,” and about bulbs spreading and making new ones. “These had been left to themselves for ten years,” perhaps, and they had
spread like the snowdrops into thousands.

Table 12: The “irrelevant context” passage used during ablation. This excerpt, unrelated to any QA pair, was paired with a
question to test whether models output plausible answers.

Interpretation. This experiment validates the integrity of NOVELHOPQA by confirming that models are not simply
memorizing QA pairs seen during pretraining. Accuracy remains near-zero when relevant context is removed, demonstrating
that our questions are novel and context-dependent. These findings strengthen confidence that model performance on
NOVELHOPQA reflects actual reading comprehension and not artifact exploitation or memorization.
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F. 4-Hop QA Evolution Example

4-Hop QA Evolution Example

Context Source (Original Narrative):
1. Paragraph 1 (Attic Discovery).

In the dusty attic, she uncovered a half-torn parchment depicting a faded map with a bold “X” at its center.
2. Paragraph 2 (Courtyard Statue).

The same “X” symbol was intricately carved into the base of the knight’s statue in the castle courtyard.
3. Paragraph 3 (Hidden Chamber).

A secret latch at the statue’s pedestal opened to reveal a small iron key etched with the image of a rising phoenix.
4. Paragraph 4 (Oak Tree Pedestal).

Beneath the ancient oak tree in the east garden, a stone pedestal bore a matching keyhole, sealed until the phoenix key was inserted.

Questions Across Hops:
• Hop 1: What object did she find in the attic that launched her quest?
• Hop 2: Based on the attic map’s “X” and the statue carving, which landmark did she identify to continue her search?
• Hop 3: After locating the statue, what item did she retrieve from its hidden compartment to aid her quest?
• Hop 4: How did she ultimately open the pedestal beneath the oak tree using the map, the statue clues, and the retrieved key?

Final Answer (Hop 4):
She first found the half-torn parchment map, then matched its “X” to the courtyard knight’s statue, retrieved the phoenix-etched iron key from the statue’s compartment,
and finally inserted that key into the oak tree pedestal’s keyhole to open it.

Hop Reasoning Breakdown:
• Hop 1 — Map Discovery: Finds the parchment map in the attic.
• Hop 2 — Landmark Identification: Uses the map’s “X” and statue carving to locate the courtyard statue.
• Hop 3 — Key Retrieval: Opens the statue’s compartment and retrieves the phoenix-etched key.
• Hop 4 — Pedestal Unlock: Uses the retrieved key with map/statue clues to open the oak tree pedestal.

Table 13: 4-hop QA example showing the step-wise evolution of context, question, and reasoning.

G. Human Evaluation Form Example

Human Evaluation Form (3-Hop)

Paragraph 1:
Now, inclusive of the occasional wide intervals between the revolving outer circles, and inclusive of the
spaces between the various pods in any one of those circles, the entire area at this juncture, embraced by
the whole multitude, must have contained at least two or three square miles. [. . . ] Queequeg patted their
foreheads; Starbuck scratched their backs with his lance; but fearful of the consequences, for the time
refrained from darting it.

Paragraph 2:
But not a bit daunted, Queequeg steered us manfully; now sheering off from this monster directly across
our route in advance; now edging away from that, whose colossal flukes were suspended overhead, while all
the time, Starbuck stood up in the bows, lance in hand, pricking out of our way whatever whales he could
reach. [. . . ]

Paragraph 3:
“I will have the first sight of the whale myself,”—he said. [. . . ] Then arranging his person in the basket,
he gave the word for them to hoist him to his perch, Starbuck being the one who secured the rope at last;
and afterwards stood near it. [. . . ]

Question: Why was Starbuck—rather than Queequeg—responsible for securing Captain Ahab’s rope before Ahab
was hoisted to his perch?

Is this a 3-hop question? (circle one)
Yes No

Rate alignment on a 7-point Likert scale (circle one):
1 – Completely unrelated, 2 – Mostly unrelated, 3 – Somewhat related, 4 – Moderately related, 5 – Strongly
related, 6 – Very closely related, 7 – Perfectly aligned

Table 14: Example form used by validators to assess hop depth and contextual alignment.
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H. Prompt Templates

Anchor Keyword Generation

You are a literary analysis expert. Based solely on the book title “{book_title}”, list five
main keywords central to its plot. Ensure each keyword is concise (one or two words) and appears
at least 50 times.
Answer format:

<keyword_result>
keyword1;
keyword2;
keyword3;
keyword4;
keyword5
</keyword_result>

Figure 5: Prompt for extracting five high-frequency anchor keywords from a book title

Single Hop Generation

You are an expert question generator. Given the paragraph below, generate one challenging
question that requires understanding of this paragraph. Provide a concise answer.
Output format:

<question>Your question here</question>
<answer>Your concise answer here</answer>

Paragraph: {paragraph}

Figure 6: Prompt for generating a single-hop question from one paragraph.

Extract Related Keyword

You are an expert at extracting related keywords. From the paragraph below, identify a keyword
strongly related to its content but different from “{current_keyword}”. Return only the new
keyword.
Output format:

<keyword>NEW_KEYWORD</keyword>

Paragraph: {paragraph}

Figure 7: Prompt for extracting a related keyword at hop h.

Generate Final Multi-Hop Question

You are an expert multi-hop question generator. Generate one question requiring integration
across all provided paragraphs, and provide a concise answer.
Output format:

<question>Your multi-hop question here</question>
<answer>Your concise answer here</answer>

Context: {paragraph1}\n\n {paragraph2} ...\n\n {paragraphH}

Figure 8: Prompt for generating the final multi-hop question over H paragraphs.
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