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Abstract

Linear structural causal models (SCMs) are used to analyze the relationships
between random variables. Directed edges represent direct causal effects and
bidirected edges represent hidden confounders. Generically identifying the causal
parameters from observed correlations between the random variables is an open
problem in causality. Gupta and Bläser (AAAI 2024, pp. 20404–20411) solve the
case of SCMs in which the directed edges form a tree by giving a randomized
polynomial time algorithm with running time O(n6). We present an improved algo-
rithm with running time O(n3 log2 n) and demonstrate its feasibility by providing
an implementation that outperforms existing state-of-the-art implementations.

1 Introduction
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Figure 1: An IV example. 0 is e.g.
the tax rate on tobacco, 1 the number
of cigarettes smoked, and 2 whether
one developed lung cancer.

Understanding and predicting causal effects—while distinguish-
ing them from mere statistical correlations—is a key objective in
empirical sciences. For instance, uncovering the causes of dis-
eases and health outcomes is essential for developing effective
prevention and treatment strategies. A widely accepted method
for establishing causality is the randomized controlled trial (RCT).
However, RCTs require direct intervention in the system under
study, which is not always feasible due to ethical, financial, or
technical constraints. For example, to study the long-term effects
of air pollution on human health, it would be unethical and impractical to expose individuals to
harmful pollutants intentionally. In such cases, researchers turn to alternative methods that infer
causal relationships by leveraging observational data in conjunction with prior knowledge about the
system’s structure. This challenge, known as the problem of identification in causal inference, is a
central concern in many fields, including modern ML.

A central component of the causal inference framework is how the underlying structure captures the
true generative mechanism of the system. This is typically formalized using structural causal models
(SCMs) [Pearl, 2009, Bareinboim et al., 2022]. Here, we focus on the problem of identification within
the class of linear SCMs, also known as linear structural equation models (SEMs) [Bollen, 1989,
Duncan, 1975]. These models represent causal relationships among observed random variables by
assuming that each variable Xj is a linear combination of other variables and an unobserved noise term
εj , where the noise terms are jointly normally distributed with zero mean: Xj =

∑
i λi,jXi+εj . The

error terms are characterized by a covariance matrix Ω = (ωi,j), which models hidden confounding
terms. Linear SCMs can be represented as a graph with nodes {0, . . . , n− 1} corresponding to the n
random variables. There are two types of edges: A directed edge i → j represents a linear influence
λi,j of a parent node i on its child j. A bidirected edge i ↔ j represents a correlation ωi,j between
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error terms εi and εj . Figure 1 shows a classical example of an SCM. In this paper, we primarily
consider recursive models, where the directed structure is acyclic—i.e., λi,j = 0 for all i > j. Let
Λ = (λi,j) denote the adjacency matrix of all directed edges, and Ω = (ωi,j) the adjacency matrix
corresponding to bidirected edges (i.e., covariances of the error terms). Then the covariance matrix
Σ = (σi,j) of the observed variables X0, . . . , Xn−1 is given by: Σ = (I−Λ)−T Ω (I−Λ)−1, where
I is the identity matrix [Foygel et al., 2012]. The central challenge lies in recovering Λ from the
observed covariance matrix Σ, under the assumption that Ω is unknown. Once Λ is identified, we
can also recover Ω using the equation above.

Most approaches for identification in practice are based on instrumental variables (IV), in which the
causal direct effect is identified as a fraction of two covariances [Bowden and Turkington, 1990].
For example in Figure 1, one can calculate first ω0,0λ0,1 = σ0,1 and then λ1,2 =

ω0,0λ0,1λ1,2

ω0,0λ0,1
=

σ0,2

σ0,1
.

(This follows from Wright’s trek rule, see Section 2.) The variable X0 is then called an instrument.
This method is sound, that is, when it identifies a parameter, then it is always correct. But it is not
complete, that is, it might fail to identify a parameter by IVs, but the parameter might be identifiable
by other means.

An SCM is globally identifiable when we can always uniquely recover the parameters Λ given
observed covariances Σ. Global identification can be decided in polynomial time [Drton et al., 2011,
Thm 2]. However, it is a very strong property. In Figure 1, we can recover the parameter λ1,2 as σ0,2

σ0,1
.

If σ0,1 = 0, then the identification fails, so the SCM is not globally identifiable. But identification
fails only in the degenerate case that σ0,1 = 0. This leads to the concept of generic identifiability.
Definition 1 (Generic identification). A parameter λp,i is generically identifiable if for almost all Σ
that can be generated by the model, there is only one solution for λp,i.

“Almost all” above means that the Σ for which identification fails form an algebraic variety or
alternatively and equivalently, a set of measure 0. A weaker notion is generically k-identifiable:
Here we ask whether there are at most k solutions for the parameter λp,i for almost all Σ. If such
a parameter λp,i is generically identifiable, known algorithms also provide a symbolic expression
to calculate the coefficient. For instance, in Figure 1, the parameter λ1,2 is given by the rational
expression σ0,2

σ0,1
. As described above, this is undefined when σ0,1 = 0, however, the equation σ0,1 = 0

specifies an algebraic variety. Therefore, λ1,2 is generically identifiable. Characterizing all linear
structural causal models that are generically identifiable is a major open problem in causality, see e.g.
[Foygel et al., 2012, Problem 1].

1.1 Previous results
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Figure 2: An example from phy-
logenetics. The variables model
a specific trait of the species.
Species 0 is an ancestor of 1 and
2 and we have a direct effect.
The bidirected edge between 1
and 2 can for instance model
that 1 and 2 live in a similar en-
vironment.

Conditional instrumental variables (cIVs) represent a natural extension
of simple IVs [Bowden and Turkington, 1990, Pearl, 2001], with an
associated identification method that admits an efficient, polynomial-
time algorithm for discovering valid cIVs [van der Zander et al., 2015].
Several more expressive identification criteria have been introduced,
each supported by polynomial-time algorithms. These include instru-
mental sets (IS) [Brito and Pearl, 2002a], the half-trek criterion (HTC)
[Foygel et al., 2012], instrumental cutsets (ICs) [Kumor et al., 2019],
and auxiliary instrumental variables (aIVs) [Chen et al., 2015]. Fur-
ther generalizations, such as the generalized half-trek criterion (gHTC)
[Chen, 2016, Weihs et al., 2018] and auxiliary variables (AVS) [Chen,
2016, Chen et al., 2017], are also tractable, assuming the in-degree
of each node in the causal graph is bounded. The auxiliary cutsets
(ACID) algorithm [Kumor et al., 2020] unifies these approaches by
subsuming all instances identifiable by the aforementioned methods.

All methods mentioned above are sound. However, none of them is complete, that is, there are
examples in which they fail to identify parameters that are identifiable in principle. There are
complete methods based on Gröbner bases [García-Puente et al., 2010]. Recently, Dörfler et al.
[2024] proved that generic identification can be expressed in the theory of the reals and can therefore
be decided in PSPACE (and with singly exponential running time). In practice, these algorithms
however can only identify SCMs with only few nodes. Van der Zander et al. [2022] report that a
Gröbner basis based algorithm needed 4 months to solve 879 sample SCMs with 8 nodes each (see
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Section 5.1). While there is no hardness result known for generic identification, we suspect that it is a
hard problem. Dörfler et al. [2024] proved that a related notion of identification, called numerical
identification, is hard for the universal theory of the reals (which implies coNP-hardness).

When there is little hope for an efficient algorithm for general SCMs, it is natural to look at restricted
classes of SCMs. Van der Zander et al. [2022] introduced tree-shaped SCMs, in which the directed
edges form a tree with all edges pointing away from the root. There are no restrictions on the
bidirected edges. Figure 1 shows a tree-shaped SCM, there 0 → 1 → 2 is even a path. Tree-shaped
SCMs naturally occur when we have hierarchical structures, like in biology. Figure 2 presents a toy
example from phylogenetics, see e.g. [Thorson et al., 2023] for much larger examples. Van der Zander
et al. [2022] give a PSPACE-algorithm called treeID for tree-shaped SCMs, which at that time was
an improvement, since all known polynomial time methods for generic identification perform poorly
on this class of SCMs [van der Zander et al., 2022, Prop. 2], so one had to resort to Gröbner bases.
TreeID is complete for the class of tree-shaped SCMs, which follows from the later work by Gupta
and Bläser [2024a]. In this work, Gupta and Bläser [2024a] give a randomized polynomial-time
algorithm that is complete for tree-shaped SCMs. However, their running time is O(n6), which is
feasible only for small instances.

The treeID algorithm by van der Zander et al. [2022] has been implemented, it is available in the
DAGitty package [Textor et al., 2016]. The SEMID package [Barber et al., 2023] is a state-of-the-art
R-package for generic identification in SCMs.

1.2 Our results

As our first main contribution, we present a randomized algorithm that is complete for tree-shaped
SCMs with provable running time O(n3 log2 n). Our key insight is an improved polynomial identity
testing scheme that we use to implement several of the steps in the algorithm of Gupta and Bläser
[2024a] significantly faster. As our second contribution, we provide a C++ implementation of our
algorithm. We compare it with two state-of-the-art implementations for generic identification, treeID
of the DAGitty package, which has been explicitly designed for tree-shaped SCM, and the established
HTC criterion of the SEMID R-package, which is a general purpose criterion, but which is not
complete, even not for tree-shaped SCMs.

Our algorithm is randomized. It is complete in the strongest possible sense. For any tree-shaped
SCM, it gives the correct answer with high probability, where the probability is taken over the
internal randomness of the algorithm. For instance for SCMs with n = 200 nodes, the answer is
correct with probability 1 − 4.1 · 10−6 ≥ 0.999995, see Appendix C for calculations. This is a
mathematically proven worst case guarantee. The concrete bound comes from the fact that we do
all computations in built-in integers, which speeds up the implementation a lot. But by running the
algorithm several times, the success probability goes to 1 exponentially fast by the Chernoff bound,
see e.g. [Mitzenmacher and Upfal, 2005].

The paper is structured as follows: In the next section, we give more details on generic identification.
In Section 3, we describe the algorithm by Gupta and Bläser [2024a], since we follow its general
blueprint. However, we are able to speed up all of their steps considerably. Section 4.1 exemplifies this
for rank-computation, which we speed up to O(n2) compared to O(n3 log n). The key construction
is an improved identity testing algorithm, presented in Section 4.2. Although generic identification
amounts to deciding whether a polynomial system over the reals has one or more solutions, by
using identity testing, we can reduce this to integer computations instead of manipulation of formal
polynomials, which is crucial for achieving polynomial running time. In Section 4.3, we describe
how to speed-up further parts of the algorithm by Gupta and Bläser. Due to space limitations, we
only give a sketch, the full explanations along with proofs can be found in Appendices B.1, B.2, and
B.3. In Section 5, we compare the running time of our implementation with treeID and HTC/SEMID.
Appendix A contains proofs omitted due to space constraints. Appendix C contains concrete estimates
for the error probabilities of our implementation.

2 Generic identification

A mixed graph M = (V,D,B) is a graph with node set V and two types of edges, directed and
bidirected ones. We can assume w.l.o.g. that the node set V = {0, 1, . . . , n − 1}. D is the set of
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directed edges. We denote directed edges either by (i, j) or i → j. We will always assume in this
work that the graph (V,D) consisting of the directed edges is acyclic, that is, the model is recursive.
Furthermore, the nodes are topologically sorted w.l.o.g., that is, for every directed edge i → j, we
have i < j. B is the set of bidirected edges, which we denote by {i, j} or i ↔ j. Each node
corresponds to a random variable Vi. With each directed edge i → j, we associate an indeterminate
λi,j and with every bidirected edge u ↔ v an indeterminate ωu,v. The random variable Vi depends
linearly on its parents and an additional error term ϵi, that is, we can write Vi =

∑
j λj,iVj + ϵi

where the sum runs over all j such that j → i is a directed edge in D. The error terms are normally
distributed and a bidirected edge i ↔ j indicates that the error terms are potentially not independent
and the covariance between ϵi and ϵj is given by the parameter ωi,j . This is a standard model, also
known as linear structural equation model, see [Drton, 2018, Pearl, 2009].

Let σi,j denote the “observed” covariance between the random variables Vi and Vj . Wright’s trek rule
relates σi,j to the parameters of the mixed graph. A trek τ from i to j consists of two directed paths
i0 → i1 → · · · → ik = i and j0 → j1 → · · · → jℓ = j in (V,D) such that either i0 = j0 or there is
a bidirected edge i0 ↔ j0 ∈ B. The monomial M(τ) of τ is ωi0,j0

∏k−1
κ=0 λiκ,iκ+1

∏ℓ−1
µ=0 λjµ,jµ+1

.
Now Wright’s trek rule states that σi,j =

∑
τ M(τ), where the sum is taken over all treks from i to j.

Let Λ = (λi,j) and Ω = (ωi,j) be the n× n-matrices corresponding to the directed and bidirected
edges. Since V is topologically sorted, Λ is upper triangular. The matrix Ω is symmetric. On the
diagonals of Ω, we will write the variances of the error terms ϵi. We denote these variances by ωi,i,
using double indices to make it compatible with the matrix notation. Let Σ = (σi,j) be the matrix
containing the covariances between any two of the random variables V0, . . . , Vn−1. Σ models the
observed covariances and Λ and Ω model the internal parameters that we want to identify. The σi,j

are polynomials in the parameters λi,j and ωi,j , given by the matrix equation

Σ = (I − Λ)−TΩ(I − Λ)−1 (1) or equivalently Ω = (I − Λ)TΣ(I − Λ), (2)

see e.g. [Drton, 2018, (2.2)]. This is nothing but Wright’s trek rule written in matrix form.

We call a bidirected edge i ↔ j missing if it is not present in our mixed graph M , that is, i ↔ j /∈ B.
If i ↔ j is missing, then the corresponding entry in Ω is 0. It turns out that exactly the equations
in (2) that correspond to these entries are useful for identification, see e.g. [Drton, 2018, Lemma
8.1]. (Intuitively this is clear, since if the edge is not missing, then Ω contains the variable ωi,j in this
position and since the variable only appears once in (2), we can set it in such a way that the equation
is satisfied.)

In the case of a tree-shaped SCM with root 0, these equations simplify: Van der Zander et al.
[2022, Lemma 5] prove that a particular parameter λu,v is generically identifiable (or in general
k-identifiable) iff the system of equations

λp,iλq,jσp,q − λp,iσp,j − λq,jσi,q + σi,j = 0 for all i ↔ j /∈ B, i, j ̸= 0, (3)
λp,iσ0,p − σ0,i = 0 for all 0 ↔ i /∈ B (4)

has a unique solution for λu,v (k solutions, respectively). In each equation, p denotes the unique
parent of i and q the unique parent of j in the tree (V,D). We will use this convention frequently in
the following. If there is a missing edge 0 ↔ i, then λp,i is generically identifiable and even rationally
identifiable as λp,i = σ0,i/σ0,p by (4). So missing edges to the root allow for easy identification.

3 The algorithm by Gupta and Bläser

Gupta and Bläser [2024a] give a randomized polynomial-time algorithm for generic identification in
tree-shaped SCMs. This algorithm is complete, that is, every parameter λp,i is correctly declared
as either generically identifiable, 2-identifiable, or unidentifiable (no other cases can occur). Their
paper is mainly a contribution to algorithm theory, an algorithm with proven polynomial running
time and correctness. The actual running time is O(n6) [Gupta and Bläser, 2024b]. As our two main
contributions, we first improve the theoretical running time significantly to O(n3 log2 n) and second
prove its practical feasibility by providing an implementation of our algorithm, which outperforms
state-of-the-art implementations.

The key observation by Gupta and Bläser [2024a] is that (3) can be rewritten as

λp,i =
λq,jσi,q−σi,j

λq,jσp,q−σp,j
or λq,j =

λp,iσp,j−σi,j

λp,iσp,q−σi,q
. (5)
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This transforms λq,j into λp,i by the so-called Möbius transformation, see [Krantz, 1999], with the

matrix
(

σi,q −σi,j

σp,q −σp,j

)
and λp,i into λq,j by the inverse Möbius transformation given by the negative

of the adjoint matrix
(

σp,j −σi,j

σp,q −σi,q

)
. If there is another missing edge, say i ↔ k, and let (r, k) be the

(unique) directed edge entering k, then we can express λr,k in terms of λp,i similar to (5). Since we
can express λp,i in terms of λq,j by (5), we can express λr,k in terms of λq,j . This is again done by a
Möbius transformation and the matrix of this transformation is the product of the two matrices, cf.
[Gupta and Bläser, 2024a, Eq. (6)].

If we can find a cycle of missing bidirected edges, that is, a directed cycle in the graph (V, B̄), then
we get an equation that contains only one variable of the form λp,i =

λp,ib+d
λp.ia+c , which we can use to

identify the corresponding parameter by solving for λp,i. Here the matrix ( b d
a c ) is the product of

the matrices along the cycle of missing edges starting in the head i of the directed edge p → i with
label λp,i. The entries a, b, c, and d are polynomials in the entries of Σ, which are itself polynomials
in the entries of Λ and Ω. If a = 0 and c − b ̸= 0, then the solution is given by the rational
expression λp,i = d/(c− b). If a ̸= 0, then there are two solutions given by the symbolic expressions
−(c−b)±

√
∆

2a , where ∆ := (c− b)2 + 4ad denotes the discriminant. In these two cases, we call the
cycle identifying. However, it can happen that this equation is trivial. In this case a = d = c− b = 0,
that is, the matrix ( b d

a c ) is a polynomial multiple of the 2 × 2-identity matrix [Gupta and Bläser,
2024a, Lemma 8].

So the task is to find a cycle of missing bidirected edges that is identifying. However, there are
potentially exponentially many missing cycles. Van der Zander et al. [2022] deal with this issue by
simply enumerating all cycles in the graph. Gupta and Bläser [2024a] design an algorithm to find a
cycle that gives a nontrivial equation, if one exists, in polynomial time. Then the solution found can
be transferred to the other parameters using the Möbius transformation on the missing edges.

The actual situation is more complicated, since a Möbius transformation is only a bijection if the
corresponding matrix has full rank two. We call such a missing bidirected edge a missing rank-two
edge. Gupta and Bläser [2024a, Lemma 25] show that whenever there is a missing rank-one edge
i ↔ j then there is also a missing bidirected edge between i or j and the root 0 and therefore, we
can identify i or j using (4). Algorithm 1 summarizes the algorithm by Gupta and Bläser [2024a].
We will follow this blueprint, but we will provide significantly improved realizations of its steps.
To speed up Algorithm 1 it is sufficient to improve the identification in the rank-two components
C1, . . . , Cm. However, we will also speed up the first step of the algorithm, the rank test, since it
is very instructive and explains our new ideas. To identity the edges of the rank-two components,
Algorithm 1 performs four steps:

Detecting an identifying cycle: This finds the length t of a shortest identifying cycle or reports that
none exists. (Line 7 in Algorithm 1)

Finding an identifying cycle: The procedure in the first step only detects whether there is an iden-
tifying cycle and computes its length. If there is one, then we find one using a technique
called self-reduction. (Still line 7)

Propagating the solutions: The solution we get from the parameter identified by the cycle is either
of the form λp,i = d/(c−b) (one solution, rational expression, line 9) or λp,i =

−(c−b)±
√
∆

2a
(two solutions, line 10). These solutions are now propagated to the other nodes in the current
component using the Möbius transforms on the missing edges (which have all rank two).
Rational expressions stay rational expression. In the case of two solutions, the terms
become fractional affine square-root terms of polynomials (FASTP), as defined by van der
Zander et al. [2022]. A FASTP is an expression of the form u+v

√
∆

r+t
√
∆

, where u, v, r, t,∆ are
polynomials given by arithmetic circuits1. Note that the original expression for λp,i is also a
FASTP (with t = 0).

1An arithmetic circuit is a directed acyclic graph. The nodes with indegree 0 (input gates) are labeled
with variables or constants from a given field. The other nodes are either labeled with + (addition gate) or ∗
(multiplication gate). Nodes with outdegree 0 are output gates. An arithmetic circuit computes polynomials at
the output gates in the natural way. Such arithmetic circuits occur in our setting for instance as iterated matrix
products or determinants with polynomials as entries. See [Shpilka and Yehudayoff, 2010] for more details.
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Algorithm 1 Identification in tree-shaped SCMs
Input: A tree-shaped mixed graph M = (V,D,B)
Output: For each λp,i, we output whether it is generically identifiable, 2-identifiable, or unidentifiable. In the
first two cases, we output corresponding FASTPs.
1: Find all rank-1 edges in the missing edge graph.
2: Let C1, . . . , Cm be the connected components formed by the rank-two edges.
3: for each connected component Ci do
4: if Ci contains a node connected to the root with a missing edge then
5: Propagate the result to all nodes in Ci and produce corresponding rational expressions.
6: else
7: Find an identifying cycle in Ci of minimum length t.
8: If no such cycle is found, report that all nodes of Ci are unidentifiable.
9: If the cycle produces one solution, then propagate it to all the nodes of Ci and compute corresponding

rational expressions.
10: If the cycle produces two solutions, then propagate them to all the nodes of Ci and compute corre-

sponding FASTPs.
11: Plug the FASTPs into the equations of Ci and use identity testing to check whether all equations are

satisfied. If yes, keep the solution, otherwise, drop it.

Checking the solutions: If we only get one solution, then we are done (since we know that the
system has at least one solution). If we get two solutions, then it could be that only one of
them is valid. This can happen if there is another identifying cycle and only one of the two
solutions of the first cycle is a solution of the second. (There always has to be one solution
by assumption.) To check this, we simply plug the two computed solutions in all missing
edge equations and check whether they satisfy all of them (line 11). An easy calculation
shows that this reduces to the problem of checking whether a FASTP is identically zero.
This can be done in polynomial time [van der Zander et al., 2022].

To get our faster algorithm, we improve on the running times of the first, second, and fourth item
above.

4 A faster algorithm

We now present an improved realization of Algorithm 1. We will need to compute with polynomials.
They will be represented by arithmetic circuits, which can also be implicitly given, for instance
by iterated matrix products. All polynomials are defined over the reals, but they all have integer
coefficients and can be represented exactly.

4.1 Faster computation of the covariances and rank detection

To compute the rank of an edge (line 1 of Algorithm 1), we first need to compute the covariances σi,j

as polynomials in the λu,v and ωu,v . This can be done using (1). Gupta and Bläser [2024b] estimate
this step with O(n3 log n) operations. We here show that we can perform this step even faster with
O(n2) operations using Wright’s trek rule [Wright, 1934], see also [Drton, 2018, Thm 4.1].
Lemma 1. Given a tree-shaped SCM M , we can construct an algebraic circuit of size O(n2) that
computes all covariances σi,j .

See Appendix A for the proof. Above, we produce an arithmetic circuit for the polynomials σi,j . To
check whether the bidirected edge i ↔ j has rank two, we need to check whether the polynomial
det

(
σi,q −σi,j

σp,q −σp,j

)
vanishes (as a polynomial). Since the entries of the 2×2-matrix have small circuits,

so has the determinant. Checking whether the determinant vanishes as a polynomial is an instance of
the so-called polynomial identity testing problem (PIT), which can be solved efficiently in polynomial
time by a randomized algorithm, the Schwartz–Zippel algorithm, see the next section.
Remark 1. Since the σi,j have only polynomially many monomials, we could explicitly expand the
determinant as a sum of monomials. However, using the Schwartz–Zippel lemma will be faster. Later,
we will also encounter (small sized) circuits for polynomials with exponentially many monomials.
Then, the only way to perform identity tests is via the Schwartz–Zippel lemma.
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4.2 More efficient polynomial identity testing

Lemma 2 (Schwartz–Zippel Lemma, see e.g. Shpilka and Yehudayoff, 2010, Lemma 4.2). Let f be
a nonzero polynomial of degree ≤ d in n variables. If we draw a vector x ∈ Sn uniformly at random
for some finite set S, then Pr[f(x) = 0] ≤ d

|S| .

Each σi,j has degree ≤ 2n − 1, since each monomial corresponds to a trek and a trek can have at
most 2n − 1 edges. The corresponding 2 × 2-determinants have degree ≤ 2(2n − 1). Thus if we
choose x uniformly at random from S = {0, . . . , 4(2n−1)}, we have a success probability of ≥ 1/2.
(Which maybe sounds bad at a first glance, but we can boost this probability by repeating the test
several times or by choosing a larger set S.) It is a major open problem in complexity theory, whether
this algorithm can be derandomized, see [Shpilka and Yehudayoff, 2010, Ch. 4].

Next, we present a new crucial speedup of multiple identity tests. The polynomial σi,j can appear
in several determinants. Whenever we perform another identity test, we have to evaluate σi,j at a
new point again. We can avoid this recomputation by not choosing a new random point every time,
but choosing one point for all identity tests at the (small) cost of choosing the random point from a
somewhat larger set.

Lemma 3 (Generalized Schwartz–Zippel). Let f1, . . . , fℓ be nonzero polynomials of degree ≤ dλ,
1 ≤ λ ≤ ℓ, and in n variables each. If we draw a vector x ∈ Sn uniformly at random from some
finite set S, then Pr[fλ(x) = 0 for at least one 1 ≤ λ ≤ ℓ] ≤ d1+···+dℓ

|S| .

Proof. Follows directly from the Schwartz–Zippel lemma applied to the polynomial f1 · · · fℓ.

The way to apply this generalized lemma is as follows: If we want to compute the rank of all edges,
we compute the σi,j using Lemma 1 only once, evaluated at a point from a large enough set according
to Lemma 3. Then we use these values to compute all determinants. By Lemma 3, with high
probability, each value will be nonzero iff the corresponding polynomial is nonzero. This saves a lot
of arithmetic operations and brings its number down from O(n4) to O(n2).

Remark 2. In the generalized Schwartz–Zippel lemma, we assume that all polynomials are indepen-
dent of each other, in the sense that all the polynomials are given at once first and we then choose the
random value. In the actual algorithm, the polynomials will, of course, be evaluated sequentially.
However, it turns out that if all randomized identity tests that we perform yield the correct answer
(which they will do with high probability), then in our algorithm, we always construct the same
polynomials during the course of the algorithm. Only if a test fails, we might construct different
polynomials. But then the result is incorrect anyway. Therefore, we can assume that the required
independence holds in our algorithm.

While the generalized Schwartz–Zippel lemma allows us to compute the rank of all missing bidirected
edges by evaluating the arithmetic circuit from Lemma 1 of size O(n2) only once, the numbers
occurring during the computation can be quite large. The ℓ1-norm |p|1 of a polynomial p is the sum of
the absolute values of its coefficient. Since there are at most

(
n
2

)
treks contributing to σi,j , |σi,j |1 ≤ n2.

By the submultiplicativity and subadditivity of the ℓ1-norm, |det
(

σi,q −σi,j

σp,q −σp,j

)
|1 ≤ 2n4.

Proposition 1. Let p be a polynomial in n variables of degree d. Let x be a vector of length n such
that the absolute value of each entry is bounded by s. Then |p(x)| ≤ |p|1sd.

The proof is in Appendix A. As a consequence, the resulting numbers in the rank computation of
one matrix above might be as large as 2n4 · s2(2n−1). This number has polynomially many bits!
While we can perform computations with it in time polynomial in n, they do not fit into the register
of a Word-RAM (for the theoretical analysis) nor in a built-in integer (in the actual implementation).
Word-RAM is the standard model that is nowadays used in many standard books on algorithms
theory, see, for instance, [Mehlhorn and Sanders, 2008]. Word-RAM registers can only store numbers
with O(log n) bits in each register, which can be accessed in unit time. If we want to store longer
numbers, we have to use many registers and this will result in a higher theoretical running time,
since accessing a long number will mean accessing many registers. But it would also yield a higher
practical running time, since we would need to use big-integer packages. There is a solution called
algebraic fingerprinting [Schönhage, 1979]:
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Proposition 2. Let z be a nonzero integer. If we choose a prime p uniformly at random from a set of
N primes, then Pr[p divides z] ≤ ⌈log2 z⌉/N .

Again, see Appendix A for the proof. As a consequence, instead of computing with the full numbers,
it is enough to compute modulo a random prime to preserve nonzeroness. Note that since evalua-
tion modulo a prime is a ring homomorphism, all intermediate computations when evaluating the
arithmetic circuit for the determinants will be performed modulo the chosen prime and therefore, all
intermediate results stay small.

In the example of the determinants above, the total degree of the product of all of them is 2(2n−1)n2

and the ℓ1-norm of the product is ≤ (2n4)n
2

. (We have to take the product of all polynomials, since
we use the generalized Schwartz–Zippel Lemma.) Thus, the number z will be ≤ (2n)4n

2 · s2(2n−1)n2

and we have log z ≤ 4n2 log n+(2n−1)n2 log s. Since the quantity s can be chosen as polynomially
bounded in n by the generalized Schwartz–Zippel lemma, if we take primes of a set of, say, size
n4, then the probability of error goes to 0 as n increases. By the prime number theorem, the primes
that we need can be bounded by O(n4 log n), i.e., they have O(log n) bits. Therefore, they fit into a
register of a Word-RAM and we can count all arithmetic operations at unit costs.

Note that the calculations above are done to explain the overall reasoning. There will be further
identity tests in the algorithm and we have to add all the degrees occurring there and multiply all
the ℓ1 norms. The following lemma (proven in Appendix A) shows that for the theoretical analysis
of the algorithm on a Word-RAM, it is enough that the degrees are polynomially bounded and the
ℓ1-norms are exponentially bounded. Appendix C contains a detailed account of all identity tests
performed by the actual implementation and concrete estimates of the ℓ1-norms and the resulting
error probabilities.

Lemma 4. Assume we want to perform a polynomial number of identity tests of polynomials with
polynomially bounded degree and ℓ1-norm bounded by 2poly(n). Then there is a polynomial s such
that if we choose x to be a vector with entries from a set of size s(n) and a random prime among a set
of s(n) primes, then all identity tests will be correct with probability tending to 1 as n goes to infinity.

4.3 Further improved steps

Gupta & Bläser This work Location
Rank-tests O(n3 log n) O(n2) Sec. 4.1
Cycle-detection O(n4) O(n3 log2 n) App. B.1
Self-reduction O(n6) O(n3) App. B.2
FASTP-testing O(n6) O(n2) App. B.3

Figure 3: Our improved running times

Figure 3 shows how we improve
the running times of the com-
ponents of Algorithm 1 by us-
ing improved PIT. The improve-
ment of the rank-tests (used in
lines 1, 2) have already been de-
scribed in Sections 4.1.

Next, we have to find an identifying cycle in line 7. This is done in two steps: First, finding one node
in such a cycle and its length and then finding the cycle itself using a technique called self-reduction.
Let Mmiss = (V, B̄) denote the graph of missing bidirected edges. To each missing bidirected edge
correspond two Möbius transformations as in (5). We replace each missing edge i ↔ j by two
directed ones and give them the weights Mi,j =

(
σi,q −σi,j

σp,q −σp,j

)
and Mj,i = − adj(Mi,j), see (5). The

strongly connected components C⃗ formed by rank-two edges of the resulting graph are considered
separately. Gupta and Bläser [2024a, Lemma 8] prove that a cycle of missing edges gives a nontrivial
equation, which allows to identify all parameters on this cycle, if the product of the matrices along
this cycle, which we call the weight of the cycle, is not a multiple of the 2× 2-identity matrix. Such a
cycle is called identifying. Let W be the adjacency matrix of C⃗. The entries of W are 2× 2-matrices
with polynomials as entries and testing whether a weight is a multiple of the identity matrix is an
instance of PIT. The entry in position (i, i) of W t is the sum of the products of the edge weights of
all closed walks of length t starting in node i. If there is an identifying cycle starting in i of length t,
then its weight is not a multiple of the 2× 2-identity matrix and it is added to the entry in position
(i, i). However, this contribution might be canceled by other walks. Therefore, each edge e also gets
a label xe, which is a variable, and we give e the new weight xe ·Me. In this way, each simple walk
gets a unique monomial as label and the cancellations cannot happen. Now we can use PIT to find the
entry i and the shortest length of an identifying cycle. This gives an O(n4) algorithm, since we have
to compute all powers W 2, . . . ,Wn. To speed up the computation, we add a self-loop to every node.
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Then the power of the adjacency matrix contains the sums of weights of all walks of length at most t.
Then we can do binary search to find the smallest t in time O(n3 log2 n), see Appendix B.1. The use
of the generalized Schwartz–Zippel lemma is essential, since we can reuse precomputed powers of
W and do not recompute them with new random values.

Once we know a starting node i0 of an identifying cycle and its length t, we can find it using a
technique called self-reduction (still line 7 of Algorithm 1). We switch to a layered version of the
graph, where layers correspond to time steps. Let W1, . . . ,Wt be the adjacency matrices between the
layers, each is a copy of W . We precompute the suffixes Sj = Wj · · ·Wt · ei0 for 1 ≤ j ≤ t, where
ei0 is the i0th unit vector. This can be done in time O(n2t). Now start removing the edges leaving i0
in the first layer one after another. This means that we simply set the corresponding entry in W1 to 0.
Let W ′

1 be the resulting matrix. We check whether eTi0 ·W
′
1W2 · · ·Wt ·ei0 is not a multiple of the 2×2

identity matrix. When we found the first edge leaving i0, say it goes to node j, such that this is not
true, then we know that i ↔ j is part of an identifying cycle. We now know that eTj ·W2 · · ·Wt · ei0
is not a multiple of the identity and we can go on recursively. The precomputation time is O(n3).
Every edge of the graph G is considered at most once and each test of the edge can be done in time
O(n). So the overall running time is O(n3) since there are at most n2 edges, see Appendix B.2 for
details. The use of precomputed values again works by the generalized Schwartz–Zippel lemma.

When we found an identifying cycle, we get either a rational expression or a FASTP p+q
√
s

r+t
√
s

for one of

the parameters. This can be transferred to all other parameters in C⃗ using the Möbius transformations
on the edges. In the second case, we can either have one or two solutions (since there are potentially
two roots). To decide this, we have to test whether the potential two solutions satisfy all other
equations of C⃗. This is an instance of identity testing for FASTPs. Van der Zander et al. [2022] give
such an algorithm, which is involved, since it requires testing whether a polynomial given as a circuit
is a perfect square. We show that this can be avoided and we can work with ordinary PIT, improving
the running time to O(n2). Altogether, we obtain the following theorem, see Appendix B.3.

Theorem 1. There is a randomized algorithm that decides generic identifiability in a tree-shaped
SCM in time O(n3 log2 n) (on a Word-RAM). For each parameter λp,i, it correctly decides whether
the parameter is 1-identifiable, 2-identifiable, or not identifiable at all. (No other cases can occur.)

5 Benchmarking

We provide our C++ implementation as the open-source R package fasttreeid, available on GitHub
[Briefs and Bläser, 2025] and planned for submission to CRAN [R Core Team, 2025]. We tested it
against the treeID-algorithm, which is part of the DAGitty package [Textor et al., 2016]. We used the
current version 3.1. The treeID-algorithm is specifically made for tree-shaped SCMs and is based
on [van der Zander et al., 2022]. It is the only implementation we are aware of that is specifically
designed for tree-shaped SCMs. Second we also benchmarked against the half-trek criterion (HTC)
[Foygel et al., 2012], which is part of the state-of-the-art R-package SEMID [Barber et al., 2023], we
used the current version 0.4.1. Note that HTC is designed for arbitrary SCMs. On the other hand, it is
not complete, that is, it can fail to identify parameters that are in principle identifiable. We chose
HTC from SEMID, since it is the fastest identification routine of the package. All experiments were
carried out on a Debian Linux server equipped with an AMD EPYC 7702 64-core processor running
at 3.35GHz and an overall memory of 2TB.

5.1 879 graphs benchmark

Van der Zander et al. [2022] provide 879 test cases with 8 nodes each. The directed edges form a
line 0 → 1 → 2 → 3 → 4 → 5 → 6 → 7. The supplementary material of [van der Zander et al.,
2022] contains the full classification of all edges, therefore, we used it to check the correctness of our
implementation. The result is given in the table in Figure 4.

Program Cases solved Total execution time [s]
Our Program 879 7.955

treeID 879 40435.533
Figure 4: Running times on the 879 graphs benchmark

Our implementation is faster by a
factor of 5000. When running all
879 test cases within C++ directly,
our program only takes 0.1 seconds,
so there seems to be some overhead
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Figure 6: Tree is a path, random set of 80% of the
possible bidirected edges (all parameters identifiable
by missing bidirected edges to 0)

from IO when invoking the program using a shell script. We suspect that the fact that our algorithm is
much faster than treeID does not only come from the fact that we have a faster way to find identifying
cycles: Since there are only few potential missing cycles in the 879 graphs, because the graphs
are small, we suspect that it also stems from the fact that the identity tests might be implemented
inefficiently in treeID (Appendix B.4).

5.2 One large missing cycle

The overall running time of our algorithm does not depend too much on the actual graph structure,
since we mainly use linear algebra operations. The minimum length of an identifying cycle has some
influence on the binary search process, while the edge density of the missing edge graph affects the
self reduction step.

The first set of test cases was obtained by creating a random directed tree (each node takes as its parent
a smaller node uniformly at random, this creates trees of logarithmic depth with high probability).
The only missing bidirected edges form a cycle 1 ↔ 2 ↔ · · · ↔ (n− 1) ↔ 1. All three programs
were run on a single core with a time limit of 5 minutes per test case. treeID was run with 16 GiB of
memory and did not terminate within the time limit for n ≥ 13. HTC/SEMID did not solve any of the
test cases, but terminated on all of them. One can formally prove that HTC cannot identify any nodes
if there are no missing edges to the root, see Appendix E. Our program solved all test cases. Figure 5
shows the execution times of the respective programs. The black line shows the performance of our
program with cycle detection in O(n4), the green line shows the performance with cycle detection in
O(n3 log2(n)).

5.3 Random graphs with different densities

Components that are connected to 0 by missing edges are easy for our program and for treeID. For
our program, the execution time on such test cases is very small and dominated by generating the
treks to compute the σi,j (O(n2)). Interestingly, treeID does not perform too well, we suspect that
this is due to the implementation of the identity tests, see Appendix B.4. When creating a random
graph with a given density, the probability that there are missing edges to 0 is high, so we consider
random graphs with no missing edges to 0 separately (see Appendix D). In Figure 6, the directed
edges form a path 0 → 1 → · · · → (n− 1) and the bidirected edges are a random subset containing
80% of all possible bidirected edges. In all test cases, all identifiable nodes are (1-)identifiable due
to missing bidirected edges to 0, and moreover, only a few nodes are not identifiable at all. For our
program, a much shorter execution time can be observed compared to Figure 5. HTC solved all test
cases, but took about three times as long as in Figure 5. treeID exceeds the memory limit of 256 GiB
for n = 30 and n ≥ 33 (but works for n = 31 and n = 32). We have no idea why treeID takes so
much longer for n = 25 than for n = 26, but this behavior is reproducible. Further benchmarks can
be found in Appendix D. In all of them, our implementation outperforms both treeID and HTC.
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instruments for causal inference. In Proc. Int. Joint Conference on Artificial Intelligence (IJCAI),
pages 3243–3249, 2015.

Benito van der Zander, Marcel Wienöbst, Markus Bläser, and Maciej Liskiewicz. Identification
in tree-shaped linear structural causal models. In Gustau Camps-Valls, Francisco J. R. Ruiz,
and Isabel Valera, editors, International Conference on Artificial Intelligence and Statistics, AIS-
TATS 2022, 28-30 March 2022, Virtual Event, volume 151 of Proceedings of Machine Learning
Research, pages 6770–6792. PMLR, 2022. URL https://proceedings.mlr.press/v151/
van-der-zander22a.html.

Luca Weihs, Bill Robinson, Emilie Dufresne, Jennifer Kenkel, Kaie Kubjas Reginald McGee II,
McGee II Reginald, Nhan Nguyen, Elina Robeva, and Mathias Drton. Determinantal generaliza-
tions of instrumental variables. Journal of Causal Inference, 6(1), 2018.

Sewall Wright. The method of path coefficients. The Annals of Mathematical Statistics, 5(3):161–215,
1934.

13

https://proceedings.mlr.press/v151/van-der-zander22a.html
https://proceedings.mlr.press/v151/van-der-zander22a.html


NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claimed correctness and the theoretical runtime of the algorithm is proven
in Section 4 and Appendix A. The described experimental evaluation is conducted in
Section 5.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: It is stated that the algorithm only applies to tree-shaped SCMs. It is mentioned
that the algorithm is randomized and mathematically proven bounds on the error probability
are given in Appendix C.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All theoretical claims are stated with precise assumptions and mathematically
sound proofs are given in Appendix A. The main text describes the main ideas behind the
proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The code, all test cases, a detailed explanation on how to reproduce the results
and a Dockerfile describing an environment in which all programs can be run are provided
in the supplementary material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code is made available in the supplementary material and will be made
public after reviewing. We also provide a Docker environment in which all programs can
be executed. The supplementary material provides detailed descriptions on how to run
the Docker container and how to execute our program and the two other benchmarked
programs in the file README.md. In addition, we provide all test cases and scripts to run
the programs on the test cases.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Section 5 and Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]
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Justification: The execution times of all tested programs are very consistent over multiple
runs, so for time and simplicity reasons, we only ran each program once per test case. For all
executed test cases, we also checked correctness, and in all of them, our output was correct.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See Section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The program code is included in the supplementary material. We do not see
any other ethical issues.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There are no direct societal impacts of our work.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: There are no such data or models in our work.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All code packages used are cited in the work. The version used is mentioned
in the work. (Section 5)

Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Detailed code documentation is provided in the supplementary material.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The work does not include crowdsourcing experiments and research with
human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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Justification: The work does not include crowdsourcing experiments and research with
human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Our program does not involve LLMs as a component.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Omitted proofs

Lemma 1. Given a tree-shaped SCM M , we can construct an algebraic circuit of size O(n2) that
computes all covariances σi,j .

Proof. We have σ0,0 = ω0,0. For σi,0 with i > 0, we have σi,0 = σp,0λp,i+ωi,0, where p is the parent
of i. This follows from (4), where in general the left-hand side is ωi,0. For i, j both greater than 0, let p
and q be the parents of i and j, respectively. We have σi,j = σp,jλp,i+σi,qλq,j −σp,qλp,iλq,j +ωi,j .
The first term contains all treks that end in p and j and extends them by the directed edge p → i. The
second term does the same for all treks that end in i and q, respectively. We are counting all treks
twice in this way that ended in p and q and were extended by the directed edges p → i and q → j.
They are subtracted once through the third term. The fourth term is the new trek which corresponds to
a bidirected edge between i and j. Alternatively, we can also use (3). (In all these computations, if a
bidirected edge is missing, the corresponding ω-variable is replaced by 0). The number of arithmetic
operations per σi,j is constant, therefore, the overall size of the circuit is O(n2).

Proposition 1. Let p be a polynomial in n variables of degree d. Let x be a vector of length n such
that the absolute value of each entry is bounded by s. Then |p(x)| ≤ |p|1sd.

Proof. Each monomial of p has total degree d. If we evaluate the monomial at a point with coordinates
bounded by s, the maximum value we get is sd. The monomials are multiplied with the coefficients
and then added up, therefore, we get an upper bound by multiplying sd with the ℓ1-norm of p.

Proposition 2. Let z be a nonzero integer. If we choose a prime p uniformly at random from a set of
N primes, then Pr[p divides z] ≤ ⌈log2 z⌉/N .

Proof. The product of any N pairwise distinct prime numbers is lower bounded by 2N . On the other
hand, z can have at most log z prime divisors. Therefore at most log z of the N primes can divide z
and we get the statement of the lemma.

Lemma 4. Assume we want to perform a polynomial number of identity tests of polynomials with
polynomially bounded degree and ℓ1-norm bounded by 2poly(n). Then there is a polynomial s such
that if we choose x to be a vector with entries from a set of size s(n) and a random prime among a set
of s(n) primes, then all identity tests will be correct with probability tending to 1 as n goes to infinity.

Proof. Let p(n) be the number of identity test and d(n) be an upper bound for the degrees and assume
that the ℓ1-norm of each polynomial is bounded by 2q(n). By the generalized Schwartz–Zippel lemma,
if we choose the entries of x from a set of size np(n)d(n), then the error probability of selecting a bad
x will tend to 0. The ℓ1-norm of the product polynomial in the generalized Schwartz–Zippel lemma
will be bounded by 2q(n)p(n). Therefore, by Proposition 1, the size of the number after plugging in
x will be ≤ 2q(n)p(n) · (np(n)d(n))d(n). By Proposition 2, if we choose a prime at random from a
set of n · (q(n)p(n) + d(n) log(np(n)d(n))) many primes, the error probability when computing
modulo this prime will go to 0, too. The overall error will go to zero, too, by the union bound.

B Further details on the algorithm

B.1 Faster detecting of identifying cycles

The main difficulty in Algorithm 1 is line 7, finding an identifying cycle of missing edges, that is,
a cycle that gives a nontrivial equation for identifying a parameter. Let Mmiss = (V, B̄) denote
the graph of missing bidirected edges. M⃗miss denotes the directed version of Mmiss, in which each
bidirected edge i ↔ j is replaced by two directed edges (i, j) and (j, i). Furthermore, (i, j) has a
2× 2-matrix Mi,j =

(
σi,q −σi,j

σp,q −σp,j

)
as weight and (j, i) has the matrix Mj,i, which is − adj(Mi,j),

see (5). The edges (i, j) in the directed missing edge graph are classified into rank-1 and rank-2
edges, depending on whether the rank of Mi,j if 1 or 2, respectively. By definition, the rank of Mj,i

is the same as Mi,j , so we can also classify the edges of M⃗miss. Let Mmiss,2 and M⃗miss,2 denote
the subgraph of Mmiss and M⃗miss, respectively, that consists only of the rank 2 edges. Any weakly
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connected component of M⃗miss,2 is always strongly connected. In the following C⃗ denotes a strongly
connected component of M⃗miss,2, i.e., the directed version of a connected component Ci considered
in the for loop in line 3 of Algorithm 1.

Gupta and Bläser [2024a] give an efficient randomized algorithm to test whether there is an identifying
cycle in the component C⃗. This test takes time O(n4) as reported in [Gupta and Bläser, 2024b].
We here improve this to O(n3 log2 n). Gupta and Bläser [2024a, Lemma 8] prove that a cycle is
identifying, if the product of its edge weights Me1 · · ·Met is not a multiple of the identity matrix,
where e1, . . . , et are the edges of the cycle. Note that this is again an instance of polynomial identity
testing, since we need to check whether the entries in position (2, 1) and (1,2) are zero and whether
the difference of the entries in positions (1,1) and (2,2) are zero. Let W denote the weighted adjacency
matrix of C⃗, that is, the entry in position (i, j) is the 2 × 2-matrix Mi,j . It is well known, see e.g.
[Gupta and Bläser, 2024a, Fact 15], that the entry in position (i, j) of the tth power W t is the sum of
all weights of paths of length t from i to j. Here, the weight of a path is the product of the weights of
its edges. However, it can happen that the contribution of several walks cancel each other, therefore,
although there might be identifying cycles, which are walks from i to i, the entry in position (i, i) is a
multiple of the identity matrix.

The basic idea to repair this is that each directed edge (u, v) in C⃗ gets the weight xu,vMu,v instead of
its original matrix weight Mu,v . Here xu,v is an additional indeterminate. Let Ŵ be the new modified
adjacency matrix. If w is a walk from u to v consisting of edges e1, . . . , et, then the weight of this
walk is xe1 · · ·xetMe1 · · ·Met . We call ℓ(w) = xe1 · · ·xet the label of w and M(w) = Me1 · · ·Met
its matrix.
Lemma 5. The entry of Ŵ t in position (i, j) equals∑

walks w from i to j of length t

ℓ(w) ·M(w)

Proof. Follows from [Gupta and Bläser, 2024a, Fact 15] applied to Ŵ . We give a proof for the sake
of completeness, though. The proof is by induction on t. The case t = 1 is obvious. For t > 1, we
can write Ŵ t = Ŵ t−1 · Ŵ . Each walk from i to j of length t is a walk from i to some node k of
length t− 1 extended by the edge (k, j). Thus

Ŵ t
i,j =

∑
walks w′ from i to k of length t − 1

ℓ(w′)M(w′) · xk,jMk,j =
∑

walks w from i to j of length t

ℓ(w)M(w).

Observation 1. If w is a simple walk, then the label xe1 · · ·xet is unique, since two simple walks
have to differ in at least one edge.
Remark 3. If we have a simple closed walk w of length t, then w can have every of its nodes as a
starting point, which is then also its end point. This will not change the label. However, depending
on the chosen starting node i, w will contribute to W t

i,i, therefore, these labels will not mix up.

Remark 4. While the label will not change, the matrix M(w) can change depending on its starting
point i. Although the matrix M(w) itself may change, it will not change whether w is identifying or
not. This is due to the fact that whenever Me1 · · ·Met = α · 1, i.e., the product is a multiple of the
identity matrix, then the product of any cyclic permutation is α · 1, too. (Multiply the equation from
the left with M−1

e1 and with Me1 from the right and repeat if needed.)

However, two arbitrary walks can consist of the same set of edges and can still be different. To avoid
this, Gupta and Bläser [2024a, Section 6] use a layered version of the graph. This increases the size of
the underlying graph by a factor of n, resulting in the running time of O(n4). However, we observe
that we only need that simple walks get different weight by the following lemma.
Lemma 6 (Gupta and Bläser, 2024a, Lemma 21). A shortest identifying closed walk is always simple.
Corollary 1. Let t be minimal such that there is an identifying closed walk. Then there is an i such
that the matrix power Ŵ t in position (i, i) is not a multiple of the identity matrix.

Proof. Since t is minimal, every identifying closed walk is simple. Let w0 be such an identifying
walk. Then M(w0) is not a multiple of the identity matrix. Let i be a node on w. The entry a of Ŵ t
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in position (i, i) is the sum of all ℓ(w) ·M(w) over all closed walks from i to i of length t. Since the
label ℓ(w0) of w0 is unique among all these walks, the term ℓ(w0)M(w0) will not be canceled in a.
Since M(w0) is not a multiple of the identity matrix, a is not a multiple of the identity matrix.

We could now compute the powers Ŵ t, 1 ≤ t ≤ n, and do identity testing to search for the smallest
t such that there is an identifying walk of length t. However these are n matrix multiplications and it
takes time O(n4) in total. This is not faster than [Gupta and Bläser, 2024a].

We improve this as follows. Ŵ t corresponds to walks of length exactly t. We would like to have a
matrix that corresponds to all walks of length at most t. We form a new graph C◦ with matrix Ŵ◦,
which we obtain from C⃗ and Ŵ , respectively, by adding a self loop to each node with label 1 and
matrix ( 1 0

0 1 ). Each walk w of length s in C⃗ gives rise to multiple walks in C◦ of any length s′ ≥ s,
by inserting self loops at any place. Note that by construction, this neither changes the label nor the
matrix of the walk.
Lemma 7. The entry of Ŵ t

◦ in position (i, j) equals∑
walks w from i to j of length s ≤ t in C⃗

(
t

s

)
· ℓ(w) ·M(w).

Proof. In total there are
(
s′

s

)
walks in C◦ of length s′ that correspond to w of length s, since there are(

s′

s

)
ways to insert the self loops into w. Conversely, every walk w′ in C◦ of length s′ corresponds to

one walk in C⃗ of some length s ≤ s′ after removing all self loops from w′.

Corollary 2. If there is an identifying cycle, then there is an i such that the matrix power Ŵn
◦ in

position (i, i) is not a multiple of the identity matrix.

Theorem 2. We can find a (minimal) t and a node i such that there is an identifying cycle of length t
that contains i in time O(n3 log2 n).

Proof. We compute one matrix power Ŵn
◦ , which can be done by repeated squaring with an arithmetic

circuit of size O(n3 log n). We now need to perform identity tests for the entries in positions (i, i),
0 ≤ i ≤ n − 1, of Ŵn

◦ . As explained in Section 4.2, we can do them all at once by plugging in a
large enough value. Furthermore, all computations will be done modulo the chosen prime, therefore,
each single arithmetic operation in the evaluation of the circuit takes constant time. If we want to find
the smallest length t of any identifying cycle, we can now do so by binary search, which gives the
additional log n factor.

For small n, the O(n4) algorithm will outperform the O(n3 log2 n) one. Our experiments show that
the break-even point is around n = 50. We have implemented both routines, see Figure 5.

B.2 Faster self reduction

Once we have found a node i0 on an identifying cycle and its length t, we have to find this cycle.
(This is still done in line 7 of Algorithm 1). This is done via a technique called self-reduction. In the
algorithm by Gupta and Bläser [2024b], this takes time O(n4e) = O(n6), where e is the number of
missing edges. We here give a significantly improved procedure with running time O(n3).

Let t be the length of a shortest identifying cycle and assume that the node i0 is contained in a shortest
identifying cycle. t and i0 can be found using Theorem 2. To find the identifying cycle, we will use
self-reducibility. It will be beneficial to switch to the layered graph as in [Gupta and Bläser, 2024a,
Section 6]: Every node v is replaced by t + 1 copies v0, . . . , vt. All nodes with the same index τ

form a layer. Edges only go from one layer to the next, that is, if there is an edge (v, u) in C⃗, we will
have edges (vτ , uτ+1) for 0 ≤ τ < t in the layered graph. We can think of the layers as “time steps”,
the edge from layer τ to τ + 1 is the edge taken in the (τ + 1)th step of the walk. Let W1, . . . ,Wt be
the weighted adjacency matrix corresponding to the layers of the graph, an edge (vτ , uτ+1) has the
weight xv,u,τMv,u. We know that eTi0 ·W1 · · ·Wt · ei0 is not a multiple of the identity matrix, where
ei0 is the i0th unit vector, since there is an identifying cycle containing i0. Note that since the entries
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Algorithm 2 Faster self-reduction
Input: A node i0 known to lie on a shortest identifying cycle and its length t
Output: An identifying cycle of length t containing i0
1: Compute the suffixes Sj = Wj · · ·Wt · ei0 for 1 ≤ j ≤ t.
2: Set L = ∅.
3: Set M = ( 1 0

0 1 ). // Product of the matrices of the edges found so far.
4: Remove the edges leaving i0 one after another (using Lemma 8) until the identity test does not report that

there is an identifying cycle.
5: Add the edge (i0, j) found to L
6: Let M = M ·Mi0,j .
7: Repeat with the next layer.

of the matrices are 2× 2-matrices, the entries of ei0 are also 2× 2-matrices, the identity matrix in
position i0 and the zero matrix in all other positions.

Algorithm 2 describes our improved procedure: We precompute the suffixes Sj = Wj · · ·Wt · ei0
for 1 ≤ j ≤ t, where all variables are replaced with our random values and all computation are
reduced with our chosen prime. This can be done in time O(n2t), since these are only matrix-vector
products. Now start removing the edges leaving i0 in the first layer one after another. This means
that we simply set the corresponding entry in W1 to 0. Let W ′

1 be the resulting matrix. We check
whether eTi0 · W ′

1W2 · · ·Wt · ei0 is not a multiple of the identity matrix. S2 = W2 · · ·Wt · ei0 is
already precomputed. eTi0 ·W

′
1 can be computed from ei0W1 in time O(1) by the lemma below. Thus

we can compute eTi0 ·W
′
1W2 · · ·Wt · ei0 in time O(n) as eTi0 ·W

′
1 · S2.

Lemma 8. Let u be a vector and A be a matrix. Let A′ be the matrix obtained from A by setting the
entry in position (i, j) to 0. From v = uTA, we can compute v′ = uTA′ in time O(1).

Proof. We can write v′j = vj − uiai,j and v′k = vk for k ̸= j.

When we found the first edge leaving i0, say it goes to node j, then we know that i0 ↔ j is part of a
missing cycle. Now we know that Mi0,je

T
j ·W2 · · ·Wt · ei0 is not a multiple of the identity and we

can go on recursively.

The precomputation time is O(n3). Every edge of the graph C⃗ is considered at most once and each
test of the edge can be done in time O(n). So the overall running time is O(n3) since there are at
most n2 edges. Thus we have proved the following theorem.
Theorem 3. Given a node i0 and an integer t such that a i0 lies on an identifying cycle of length t,
then Algorithm 2 returns the edges of an identifying cycle of length t containing i0 in time O(n3).

B.3 Simplified identity testing of FASTPs

Once we have found an identifying cycle, we get a solution for some λp,i, given as a rational
expression or a FASTP [Gupta and Bläser, 2024a, Lemma 8]. We propagate this solution to all other
parameters in the connected component C using the Möbius transformation along the edges (lines 9
and 10 of Algorithm 1). This takes time O(n). If there are two solutions for the parameter, we have
to check whether both of them satisfy all equations (line 11). Gupta and Bläser [2024b] report a time
complexity of O(n4 · e) = O(n6) for this step. We here improve this running time to O(n2). This
improvement comes first from the fact that we use our improved identity testing scheme that only
chooses one random point for all tests and second that we can avoid a square root computation in the
identity tests for FASTPs.

Appendix B.4 explains the details how to perform identity testing for FASTPs in general. We can
avoid the square root computation by the following observation. Since the observed covariances are
generated by the underlying model, we know that there is always at least one solution. For a missing
edge, we are given two candidate solutions as FASTPs, which have the same square root term

√
s

by [Gupta and Bläser, 2024a, Remark 5]. When we plug these into the missing edge equation (3),
we get again a FASTP with square root term

√
s. We now need to check whether a term of the form

p±
√
sq is zero for both possibilities of the sign. If s = 0, then there is only one square root. So we

can assume that s is not identically zero. Since we know that there is one solution, p±
√
sq = 0 can
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only have two solutions if both p and q are identically zero. Otherwise, there is only one solution. So
in total, we just have O(n2) many tests, each one requiring constant time.

Lemma 9. Testing whether a component C⃗ has one or two solutions (line 10 and 11 of Algorithm 1)
can be done in time O(n2).

Proof of Theorem 1. The correctness of our algorithm follows from the correctness proof by Gupta
and Bläser [2024a], since we follow the blueprint of the algorithm and present faster implementations
of each step. The running time of our algorithm follows from Table 3.

B.4 Details on identity testing of FASTPs

We give some further details how general testing of FASTPs works for the sake of completeness.
Consider a FASTP p+q

√
s

r+t
√
s

. It is sufficient to perform the identity test of the denominator and numerator
separately, since we first need to check whether the denominator is nonzero and the numerator is zero.
Therefore consider a term of the form p + q

√
s. If s is not a square, then p + q

√
s = 0 iff p = 0

and q = 0. If s it a perfect square, that is, s = u2 for some polynomial u, then p + q
√
s = 0 iff

p± qu = 0 (depending on which of the two possible roots ±u we have chosen for
√
s). The identity

test for FASTPs proposed by van der Zander et al. [2022] therefore decides whether s is a perfect
square. If s is not a perfect square, then it checks whether p = 0 and q = 0. If s is a perfect square,
then it computes a root u (as a circuit) and checks whether p± qu = 0.

Note that the TreeID algorithm as currently implemented in the DAGitty package also avoided this
square root computation. Van der Zander et al. [2022, Section B] write: “Rather than using PIT on
FASTPs, we have fully expanded the equations in the CAS.” For small n this does not make too much
of a difference, however, even for moderate n, the expanded polynomials become really huge. This
might explain why the TreeID implementation does not perform too well once the graph size is about
20, even when the given graph has only few missing cycles, which should be a good situation for
TreeID, since it enumerates all potential missing cycles.

C Estimates

We give error estimates for the values n = 200, when the observed running time is about 40s in the
worst case (see Figure 5) as well as n = 1000. In the latter case, the running time is about 9500s, i.e.,
more than two hours.

To lower the error probability, one can run the algorithm several times with new random numbers.
The error bound will drop exponentially in the number of runs. Alternatively, one can enlarge the
size of the random primes used. Again, with each new bit, the error rate decreases exponentially.
However, at the moment, this requires using a big integer package, since we are at the limit of built-in
integers.

Using built-in integer computations instead of symbolic polynomial manipulations is the key to the
speed of our algorithm.

C.1 Estimation of the number of identity tests and the corresponding degrees

We assume that the number of bidirected edges and the number of missing bidirected edges is n2 for
simplicity, since this is the worst-case for all estimates. All estimates are upper bounds.

Rank computation: For each missing edge we perform 4 checks of degree 2n− 1 to check if the
rank is 0 and one check of degree 2(2n− 1) = 4n− 2 to check if the rank is 1. This means
that the rank computation contributes 5n2 identity tests, 4n2 of degree 2n − 1 and n2 of
degree 4n− 2.

Cycle detection: The worst case for the number and degree of the checks is one component of size n.
In this case, for each cycle length and node, we have 2 checks of degree n(2n−1)+n = 2n2

(product of n matrices of degree 2n− 1 and n indeterminates) each to check whether the
corresponding entry is a multiple of the identity matrix, so cycle detection amounts to 2n2

checks of degree 2n2 each.
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Self reducibility: Just like cycle detection, self reducibility amounts to 2n2 checks of degree 2n2

each.
Checking the solutions: For each node, we check whether a = 0 [Gupta and Bläser, 2024a, Lemma

8, case 2]. In the component, FASTPs are propagated to all nodes via shortest paths. Each
propagation adds 2n − 1 (degree of the σi,j) to the degree of p, q, r, t in the FASTP, so
their total degree is 2n2 + n(2n − 1) = 4n2 − n. This means n identity tests of degree
4n2 − n each. Once per component, we check whether the discriminant is 0 [Gupta and
Bläser, 2024a, Lemma 8, case 1]. This means at most n identity tests of degree 4n2. Once
per missing edge, we check whether both options satisfy the corresponding equation. This
requires two identity tests (getA, getB). A is of degree 2(4n2−n)+4n2+2n−1 = 12n2−1
and B is of degree 2(4n2 − n) + 2n− 1 = 8n2 − 1. This means n2 identity tests of degree
12n2 − 1 and n2 identity tests of degree 8n2 − 1.

Summing up these values, we get an upper bound of 5n2+2n2+2n2+n+n+n2+n2 = 11n2+2n
identity tests. The maximal degree is 12n2 − 1 and the sum of all degrees is

4n2 · (2n− 1) + n2 · (4n− 2) + 2n2 · 2n2 + 2n2 · 2n2

+ n · (4n2 − n) + n · 4n2 + n2 · (12n2 − 1) + n2 · (8n2 − 1)

= 8n3 − 4n2 + 4n3 − 2n2 + 4n4 + 4n4

+ 4n3 − n2 + 4n3 + 12n4 − n2 + 8n4 − n2

= 28n4 + 20n3 − 9n2

For n = 1000, for example, the value of this polynomial is ≤ 3 · 1013. For n = 200, it is ≤ 5 · 1010.

C.2 Estimation of the ℓ1 norm

Rank computation: Each trek contributes one monomial with coefficient 1 to one of the σi,j . For a
fixed σi,j , there are at most n · (n− 1)/2 + n ≤ n2 treks, so the ℓ1 norm of the σi,j is at
most n2.
During rank computation, we check whether the σi,j are nonzero and whether the deter-
minants of the 2× 2 matrices corresponding to the missing bidirected edges are nonzero.
Checking whether the σi,j are nonzero amounts to a total ℓ1 norm of at most (n2)n

2

.
Checking whether the determinants are nonzero amounts to a total ℓ1 norm of at most
(2n4)n

2

.
Detection and self-reduction: The entries of W t have an ℓ1 norm of at most 2nnn(n2)n =

(2n3)n ≤ (2n)3n (multiplying by the indeterminates does not change the ℓ1 norm). During
cycle detection, there are up to n2 checks whether a ̸= 0 (nodes × cycle length), which
contributes at most ((2n)3n)n

2

to the total ℓ1 norm. Additionally, there are up to n2 checks
whether b ̸= c, which contributes at most (2(2n)3n)n

2

to the total ℓ1 norm. During self
reducibility, there are the same kind of checks.

Checking the solutions: Once per component, we check whether the discriminant is 0. The total ℓ1
norm of this is at most (2(2n)3n + 4(2n)3n)2n = (6(2n)3n)2n. The ℓ1 norm of p, q, r, t of
the first FASTP (the node for which the cycle was found) is 2(2n)3n. In each propagation,
the ℓ1 norm of p, q, r, t is multiplied by at most 2n2, which amounts to a total ℓ1 norm
of at most 2(2n)3n(2n)2n = 2(2n)5n for the p, q, r, t in the FASTPs. For each node,
we check whether a = 0. The total ℓ1 norm of this is at most (6(2n)3n)2n(2(2n)5n)2 +
(2(2n)5n)2 = (6(2n)3n)2n4(2n)10n + 4(2n)10n (s · t2 − r2 = 0). For each edge, we
check whether A and B are nonzero. The ℓ1 norm of each of these A/B is at most
2(2n)5n2(2n)5n(6(2n)3n)2nn2 = 4(2n)10n(6(2n)3n)2nn2 and there are at most 2n2 such
checks, so (4(2n)10n(6(2n)3n)2nn2)2n

2

in total.

Hence, the product of all polynomials for which we do identity testing has ℓ1 norm at most

(n2)n
2

· (2n4)n
2

· ((2n)3n)n
2

· (2(2n)3n)2n
2

· (6(2n)3n)2n · 2(2n)5n

· ((6(2n)3n)2n4(2n)10n + 4(2n)10n) · (4(2n)10n(6(2n)3n)2nn2)2n
2

≈ 212n
4+33n3+19n2+19n+3 · 34(n

3+n) · nn(12n3+29n2+22n+15).
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The logarithm is bounded by

(12n4 + 33n3 + 22n2 + 23n+ 3)(1 + log2 n).

For n = 1000, this is ≤ 1.4 · 1014. For n = 200, this is ≤ 1.7 · 1011.

C.3 Error estimation

We choose a random prime with 59 bits. By the prime number theorem, there are at least 1.3 · 1016
such prime numbers. (Wolfram alpha provides such values.) The prime is generated using the
OpenSSL package (version 3.0.13, Jan 2024) [OpenSSL Project, Jan 2024]. Alternatively, one can
also use GMP, the GMP multiprecision arithmetic library [Granlund and the GMP development team,
2023].

Choosing a non-prime: This can happen with probability 2−128 according to the openssl specifica-
tion.

Choosing a bad point: The total degree of all polynomials is bounded by 3 · 1013 (n = 1000)
and 5 · 1010 (n = 200). We pick random values from a set of size 258 ≈ 3 · 1017 in the
generalized Schwartz–Zippel Lemma. This size is limited by the size of built-in integers.
Thus the error here is bounded by 10−4 (for n = 1000) and 1.6 · 10−7 (n = 200).

Choosing a bad prime: We have to estimate the probability that a random prime divides the product
of the evaluations of all polynomials at the chosen random point. For this, we have to
estimate log2(Ls

D), where L is the product of all ℓ1-norms, D is the sum of all degrees and
s is the size of the smallest prime. This can be estimated by the preceding items by

1.4 · 1014 + 3 · 1013 log2(258) ≤ 1.9 · 1015 (n = 1000)
1.7 · 1011 + 5 · 1010 log2(258) ≤ 3.1 · 1012 (n = 200)

The error is bounded by (1.9 · 1015)/(1.3 · 1016 · 58) ≤ 0.0026 for n = 1000 and (3.1 ·
1012/(1.3 · 1016 · 58) ≤ 4.1 · 10−6 by Proposition 2. (Note that we can divide by the extra
58 = log2(2

58), since the smallest prime has 58 bits whereas the proof of the proposition
just assumes that it is 2.)

Overall error: By the union bound, the overall error probability is sum of all three probabilities,
which is dominated by the third one. Since there is some slack in the estimates, one can
safely estimate the sum by the last error probability. So for n = 1000, the overall error
probability is ≤ 0.0026 and for n = 200, the overall error probability is ≤ 4.1 · 10−6.

While for n = 200, the error probability might be acceptable, one has to run the algorithm a few
times for n = 1000 to reduce the error probability. But all estimates above are very conservative
worst-case estimates. For instance, the proof of the Schwartz–Zippel lemma assumes that all roots
of all polynomials occurring are integers. So, the typical error probability is much lower than our
worst-case estimates.

D Further benchmarking

D.1 Random graphs of density 0.8, random tree structure

These test cases have a random tree structure and a random set of 80% of all possible bidirected
edges. In all test cases, all identifiable nodes are identifiable due to missing bidirected edges to 0, and
in all of them, most of the nodes are (1-)identifiable. Both SEMID and our program solve all test
cases, and our program takes less than 0.5 seconds on each test case. treeID solved all test cases up
to n = 30 in less than 5 seconds each, but for n = 31 already, it failed with JavaScript heap out of
memory after about 3 minutes even when given 256 GiB of memory. Figure 7 shows the execution
times of the programs.

D.2 Random graphs of density 0.2, random tree structure, no missing edges to 0

It can be proven that these test cases cannot be solved by the half-trek criterion, see Appendix E. Due
to the large number of missing edges, all test cases can be identified by three-cycles (in many cases
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Figure 7: Random tree structure, random set of 80%
of the possible bidirected edges (all identifiable by
missing bidirected edges to 0)
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Figure 8: Random tree structure, no missing edges to
0; apart from that random set of 20% of the possible
bidirected edges
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0; apart from that random set of 50% of the possible
bidirected edges
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Figure 10: Random tree structure, no missing edges to
0; apart from that random set of 90% of the possible
bidirected edges

even 1 ↔ 2 ↔ 3 ↔ 1). treeID runs out of memory (memory limit: 256 GiB) for n ≥ 25. We did not
benchmark against HTC/SEMID since it provably cannot identify any edges and its running times
were fairly oblivious to the graph structure. The results can be found in Figure 8.

D.3 Random graphs of density 0.5, random tree structure, no missing edges to 0

treeID seems to perform better with higher density, most likely because there are less missing edges
and therefore less identifying cycles to check. treeID runs out of memory (memory limit: 256 GiB)
for n ≥ 26. The results can be found in Figure 9.

D.4 Random graphs of density 0.9, random tree structure, no missing edges to 0

There seems to be a bug in treeID. For n = 20, it crashes with if (newfastp.length == 0)
throw "Inconsistent solutions", but when run with --trace-uncaught (to show where the
exception was thrown), no error occurs and the output is correct. treeID runs out of memory (memory
limit: 256 GiB) for n ≥ 34. The results can be found in Figure 10.

E Limitations of HTC with no missing edges to the root

We explain that HTC fails to identify any parameter at all when there are no missing edges to the root.
Recall that HTC works as follows: A set Y ⊂ V satisfies the halftrek criterion with respect to v ∈ V
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if |Y | equals the number of parents of v, Y does not contain v nor any of the nodes that are connected
by a bidirected edge to v, and there is a system of halftreks with no sided intersections from Y to the
parents of v. A halftrek here is a trek whose left part consists of a single node. Two treks have a sided
intersection, if the left parts have a node in common or the right parts have a node in common or both.

A family Yv , v ∈ V , of subsets of nodes satisfies the half-trek criterion if for every v, Yv satisfies the
half-trek criterion with respect to v, and in addition, there is a total ordering of the nodes such that
w < v whenever w ∈ Yv ∩ htr(v) where htr(v) are all nodes u that can be reached by a half-trek
from v and that are neither v nor connected with a bidirected edge to v. Foygel et al. [2012, Thm 1]
prove that if an SCM satisfies the halftrek criterion, then all parameters are rationally identifiable.
Proposition 3. In a tree-shaped SCM with no missing edges to the root, HTC fails to identify any
parameter.

Proof. Since there are no missing bidirected edges to 0, all nodes can reach each other via halftreks.
In particular, every node w that is a candidate for Yv is also contained in htr(v). Now assume that
there is a total ordering on the nodes. For the minimum node v0 ̸= 0 in this ordering, there is no set
Yv0 , since there is no smaller node that could be put into Yv0 .

This is a drawback of all state-of-the-art identification methods on general graphs. Van der Zander
et al. [2022, Proposition 2] show that any edge that is identifiable by the ACID algorithm [Kumor
et al., 2020] on tree-shaped SCMs is identifiable via a missing edge to the root and then potential
propagation via a Möbius transform along directed edges. Note that ACID subsumes all known
polynomial time methods for generic identification in arbitrary SCMs.
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