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ABSTRACT

Class incremental learning (CIL) is a challenging setting of continual learning,
which learns a series of tasks sequentially. Each task consists of a set of unique
classes. The key feature of CIL is that no task identifier (or task-id) is provided
at test time. Predicting the task-id for each test sample is a challenging problem.
An emerging theory-guided approach (called TIL+OOD) is to train a task-specific
model for each task in a shared network for all tasks based on a task-incremental
learning (TIL) method to deal with catastrophic forgetting. The model for each task
is an out-of-distribution (OOD) detector rather than a conventional classifier. The
OOD detector can perform both within-task (in-distribution (IND)) class prediction
and OOD detection. The OOD detection capability is the key to task-id prediction
during inference. However, this paper argues that using a traditional OOD detector
for task-id prediction is sub-optimal because additional information (e.g., the replay
data and the learned tasks) available in CIL can be exploited to design a better and
principled method for task-id prediction. We call the new method TPL (Task-id
Prediction based on Likelihood Ratio). TPL markedly outperforms strong CIL
baselines and has negligible catastrophic forgetting.'

1 INTRODUCTION

Continual learning learns a sequence of tasks, 1,2, --- , T, incrementally (Ke & Liu, 2022; De Lange
et al., 2021). Each task ¢ consists of a set of classes to be learned. This paper focuses on the
challenging CL setting of class-incremental learning (CIL) (Rebuffi et al., 2017). The key challenge
of CIL lies in the absence of task-identifier (task-id) in testing. There is another CL setting termed
task-incremental learning (TIL), which learns a separate model or classifier for each task. In testing,
the task-id is provided for each test sample so that it is classified by the task specific model.

A main assumption of continual learning is that once a task is learned, its training data is no longer
accessible. This causes catastrophic forgetting (CF), which refers to performance degradation of
previous tasks due to parameter updates in learning each new task (McCloskey & Cohen, 1989). An
additional challenge specifically for CIL is inter-task class separation (ICS) (Kim et al., 2022b). That
is, when learning a new task, it is hard to establish decision boundaries between the classes of the new
task and the classes of the previous tasks without the training data of the previous tasks. Although in
replay-based methods (Rebuffi et al., 2017; Kemker & Kanan, 2017; Lopez-Paz & Ranzato, 2017),
a small number of training samples can be saved from each task (called the replay data) to help
deal with CF and ICS to some extent by jointly training the new task data and the replay data from
previous tasks, the effect on CF and ICS is limited as the number of replay samples is very small.

An emerging theoretically justified approach to solving CIL is to combine a TIL technique with an
out-of-distribution (OOD) detection method, called the TIL+OOD approach (Kim et al., 2022b).
The TIL method learns a model for each task in a shared network. The model for each task is not a
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traditional classifier but an OOD detector. Note that almost all OOD detection methods can perform
two tasks (1) in-distribution (IND) classification and (2) out-of-distribution (OOD) detection (Vaze
et al.,, 2022). At test time, for each test sample, the system first computes a task-id prediction
(TP) probability and a within-task prediction (WP) probability (Kim et al., 2022b) (same as IND
classification) for each task. The two probabilities are then combined to make the final classification
decision, which produces state-of-the-art results (Kim et al., 2022b; 2023). In this approach, WP is
usually very accurate because it uses the task-specific model. TP is the key challenge.

There is a related existing approach that first predicts task-id and then predicts the class of the test
sample using the task-specific model (Rajasegaran et al., 2020; Abati et al., 2020; Von Oswald et al.,
2019). However, what is new is that Kim et al. (2022b) theoretically proved that TP is correlated with
OOD detection of each task. Thus, the OOD detection capability of each task model can be used for
task-id prediction of each test sample. The previous methods did not realize this and thus performed
poorly (Kim et al., 2022b). In Kim et al. (2022b), the authors used the TIL method HAT (Serra et al.,
2018) and OOD detection method CST (Tack et al., 2020). HAT is a parameter isolation method for
TIL, which learns a model for each task in a shared network and each task model is protected with
learned masks to overcome CF. Each task model is an OOD detector based on CSI.?

Our paper argues that using traditional OOD detectors is not optimal for task-id prediction as they
are not designed for CIL and thus do not exploit the information available in CIL for better task-id
prediction. By leveraging the information in CIL, we can do much better. A new method for task-id
prediction is proposed, which we call TPL (Task-id Prediction based on Likelihood Ratio). It consists
of two parts: (1) a new method to train each task model and (2) a novel and principled method for
task-id prediction, i.e., to estimate the probability of a test sample  belonging to a task ¢, i.e.,
P(t|x)). We formulate the estimation of P (¢|x) as a binary selection problem between two events
“x belongs to t” and “x belongs to t”. ¢ is t’s complement with regard to the universal set Ucyy,
which consists of all tasks that have been learned, i.e., Ucy, = {1,2,--- ,T} and t° = Ucy, — {t}.

The idea of TPL is analogous to using OOD detection for task-id prediction in the previous work.
However, there is a crucial difference. In traditional OOD detection, given a set Upp of in-
distribution classes, we want to estimate the probability that a test sample does not belong to any
classes in Upyp. This means the universal set Uppp for OOD detection includes all possible classes
in the world (except those in Ujyp), which is at least very large if not infinite in size and we have
no data from Ugpgp. Then, there is no way we can estimate the distribution of Uppp. However, we
can estimate the distribution of Uy, based on the saved replay data® from each task in CIL. This
allows us to use the likelihood ratio of P; and Py to provide a principled solution towards the binary
selection problem and consequently to produce the task-id prediction probability P (¢|x) as analyzed
in Sec. 4.1, where P, is the distribution of the data in task ¢ and P;. is the distribution of the data in
t¢ (all other tasks than t), i.e., t’s complement (t° = Ucy, — {t}).

The proposed system (also called TPL) uses the learned masks in the TIL method HAT for overcoming
CF but the model for each task within HAT is not a traditional classifier but a model that facilitates
task-id prediction (Sec. 3). At test time, given a test sample, the proposed likelihood ratio method
is integrated with a logit-based score using an energy function to compute the task-id prediction
probability and within-task prediction probability for the test sample to finally predict its class. Our
experiments with and without using a pre-trained model show that TPL markedly outperforms strong
baselines. With a pre-trained model, TPL has almost no forgetting or performance deterioration.
We also found that the current formula for computing the forgetting rate is not appropriate for CIL.

2 RELATED WORK

OOD Detection. OOD detection has been studied extensively. Hendrycks & Gimpel (2016) use the
maximum softmax probability (MSP) as the OOD score. Some researchers also exploit the logit
space (Liang et al., 2017; Liu et al., 2020a; Sun et al., 2021), and the feature space to compute the
distance from the test sample to the training data/IND distribution, e.g., Mahalanobis distance (Lee
etal., 2018b) and KNN (Sun et al., 2022). Some use real/generated OOD data (Wang et al., 2022d;
Liu et al., 2020a; Lee et al., 2018a). Our task-id prediction does not use any existing OOD method.

2 In (Kim et al., 2023), it was also shown that based on this approach, CIL is learnable.
3 In our case, the saved replay data are used to estimate the distribution of Uy, rather than to replay them in
training a new task like replay-based methods. Also, our work is not about online continual learning.
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Continual Learning (CL). Existing CL methods are of four main types. (1) Regularization-based
methods address forgetting (CF) by using regularizers in the loss function (Kirkpatrick et al., 2017;
Zhu et al., 2021) or orthogonal projection (Zeng et al., 2019) to preserve previous important pa-
rameters. The regularizers in DER (Yan et al., 2021) and BEEF (Wang et al., 2022a) are similar to
OOD detection but they expand the network for each task and perform markedly poorer than our
method. (2) Replay-based methods save a few samples from each task and replay them in training
new tasks (Kemker & Kanan, 2017; Lopez-Paz & Ranzato, 2017; Li et al., 2022). However, replaying
causes data imbalance (Guo et al., 2023; Xiang & Shlizerman, 2023; Ahn et al., 2021). (3) Parameter
isolation methods train a sub-network for each task. HAT (Serra et al., 2018) and SupSup (Wortsman
et al., 2020) are two representative methods. This approach is mainly used in task-incremental
learning (TIL) and can eliminate CF. (4) TIL+OOD based methods have been discussed in Sec. 1.

Recently, using pre-trained models has become a standard practice for CL in both NLP (Ke et al.,
2021a;b; 2023; Shao et al., 2023). and computer vision (CV) (Kim et al., 2022a; Wang et al., 2022e).
See the surveys (Ke & Liu, 2022; Wang et al., 2023; De Lange et al., 2021; Hadsell et al., 2020).

Our work is closely related to CIL methods that employ a TIL technique and a task-id predictor.
iTAML (Rajasegaran et al., 2020) assumes that each test batch is from a single task and uses the
whole batch to detect the task-id. This assumption is unrealistic. CCG (Abati et al., 2020) uses
a separate network to predict the task-id. Expert Gate (Aljundi et al., 2017) builds a distinct
auto-encoder for each task. HyperNet (Von Oswald et al., 2019) and PR-Ent (Henning et al.,
2021) use entropy to predict the task-id. However, these systems perform poorly as they did not
realize that OOD detection is the key to task-id prediction (Kim et al., 2022b), which proposed the
TIL+OOD approach. Kim et al. (2022b) gave two methods HAT+CST and SupSup+CSI (Kim
et al., 2022b). These two methods do not use a pre-trained model or replay data. The same approach
was also taken in MORE (Kim et al., 2022a) and ROW (Kim et al., 2023) but they employ a pre-trained
model and replay data in CIL. These methods have established a state-of-the-art performance. We
have discussed how our proposed method TPL is different from them in the introduction section.

3 OVERVIEW OF THE PROPOSED METHOD

Preliminary. Class incremental learning (CIL) learns a sequence of tasks 1, ...,7". Each task ¢ has
an input space X'(*), a label space V), and a training set D*) = {(wgt), yﬁt)) ;’(:fi drawn i.i.d. from
Pxwyw . The class labels of the tasks are disjoint, i.e., YO k) = (0, Vi # k. The goal of CIL is

to learn a function f : UL, X®) — UT_, Y® to predict the class label of each test sample x.

Kim et al. (2022b) proposed a theory for solving CIL. It decomposes the CIL probability of a test
sample x of the j-th class yw in task ¢ into two probabilities (as the classes in all tasks are disjoint),

J

Py, @) = P(y)" |z, )P (t]). (1)
The two probabilities on the right-hand-side (R.H.S) define the CIL probability on the left-hand-side
(L.H.S). The first probability on the R.H.S. is the within-task prediction (WP) probability and the
second probability on the R.H.S. is the task-id prediction (TP) probability. Existing TIL+OOD
methods basically use a traditional OOD detection method to build each task model. The OOD
detection model for each task is exploited for estimating both TP and WP probabilities (see Sec. 1).

Overview of the Proposed TPL. This paper focuses on proposing a novel method for estimating
task-id prediction probability, i.e., the probability of a test sample x belonging to (or drawing from

the distribution of) a task ¢, i.e., P(t|x) in Sec. 1. The WP probability P(yj(-t) |z, t) can be obtained
directly from the model of each task.

The mask-based method in HAT is used by our method to prevent CF. Briefly, in learning each task, it
learns a model for the task and also a set of masks for those important neurons to be used later to
prevent the model from being updated by future tasks. In learning a new task, the masks of previous
models stop the gradient flow to those masked neurons in back-propagation, which eliminates CF. In
the forward pass, all the neurons can be used, so the network is shared by all tasks. We note that our
method can also leverage some other TIL methods other than HAT to prevent CF (see Appendix G).

The proposed method TPL is illustrated in Figure 1. It has two techniques for accurate estimation of
P(t|x), one in training and one in testing (inference).
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Figure 1: Illustration of the proposed TPL. We use a pre-trained transformer network (in the grey box) (see
Sec. 5.1 for the case without using a pre-trained network). The pre-trained network is fixed and only the
adapters (Houlsby et al., 2019) inserted into the transformer are trainable to adapt to specific tasks. It is
important to note that the adapter (in yellow) used by HAT learns all tasks within the same adapter. The yellow
boxes on the left show the progressive changes to the adapter as more tasks are learned.

(1) Training: In the original HAT, each model is a traditional supervised classifier trained with
cross-entropy. However, for our purpose of predicting task-id, this is insufficient because it has no
consideration of the other classes learned from other tasks. In TPL, each model for a task ¢ is trained
using the classes J(*) of task ¢ and an extra class (called O, for others) representing the replay buffer
data Buf_, of all the previous tasks. This enables each model to consider not only the new task data
but also previous tasks’ data, which facilitates more accurate computation of P (¢|x).

For each task ¢, its model consists of a feature extractor h(x; (é(t)) (partially shared with other tasks
based on HAT), and a task-specific classifier f(z; G(t)). When learning task ¢, the model receives the
training data D) and the replay data Buf. ¢ (stored in a memory buffer). Then we minimize the loss:

E(Q(t), gb(t)) = E(w,y)N’D(t)uBqu »CCE(f(h(w; ¢(t))§ 9(75))’ y)] + Lpar, @
where Lcg is the cross-entropy loss, Lyar is the regularization loss used in HAT (see Appendix G).

(2) Testing (or inference): We follow eq. (1) to compute the CIL probability. The WP probability

(P(y§t) |, t)) for each test sample is computed through softmax on only the original classes Y® of

task ¢, the first term on the right of eq. (3) (also see the top right part in Figure 1). The O class is not
used in inference. Note that the probabilities for different tasks can be computed in parallel.

P(yj(-t)\ac) = {softmax (f(h(:l:; ¢(t)); O(t)))L -P(t|x) ?3)

The class y](-t) with the highest probability will be predicted as the class for test sample x.* We

discuss the proposed method for computing task-id prediction probability P (¢|x) (see the bottom
right part in Figure 1) in the next section. Training will not be discussed any further.

4 ESTIMATING TASK-ID PREDICTION PROBABILITY

4.1 THEORETICAL ANALYSIS

As noted in Sec. 1, we estimate the TP probability P(¢|x) by predicting whether a sample x is
drawn from the distribution P; of task ¢ or drawn from the distribution of #’s complement ¢¢,

*We also calibrate the probabilities from different task models, but it has little effect (see Appendix B).
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i.e., Pie. We denote the universal set Ugy, of all tasks (or task-ids) that have been learned, i.e.,
Uc = {1,2,---,T} and t¢ = Ugy, — {t}. From a frequentist perspective, our objective can be
formulated as a binary hypothesis test:

Ho:x~Py v.s. Hyi:x~ P, )

Using the Neyman-Pearson lemma (Neyman & Pearson, 1933), we can derive a theorem that
demonstrates the principled role of likelihood ratio in this task (the proofs are given in Appendix E):

Theorem 4.1 A test with rejection region R defined as follows is a unique uniformly most powerful
(UMP) test for the hypothesis test problem defined in eq. (4):

R :=A{z : pi(x)/pee () < Ao}

where \g is a threshold that can be chosen to obtain a specified significance level.

Theorem 4.2 The UMP test for hypothesis test defined in eq. (4) maximizes the Area Under the
Curve (AUC) of binary classification between P, and Pie.

Theorems 4.1 and 4.2 highlight the importance of detecting samples that do not belong to task ¢ based
on low ¢ density p;(x) and high ¢ density pe ().

Note that in traditional OOD detection, the system has no access to the true OOD distribution P;. but
only P, (IND distribution). Some existing methods resort to a proxy distribution P72, such as a
uniform distribution (Nalisnick et al., 2018) or an auxiliary data distribution (Lin & Gu, 2023) as the
universal set U is the set of all classes in the world and the universal set of all OOD classes for task ¢
denoted by U, otoz) is very large if not infinite. This approach can lead to potential risks. For instance,
consider a scenario where Pe = N(0,0.01) and P, = N(0,1). It is apparent that p;(0) > p.(1),
but 0 is more likely to belongs to P;e than 1 as 0.1 = p;(0)/pe (0) < pe(1)/pie(1) = 0.1 - €195, We
further show the failure cases in real CIL scenarios in Appendix H.

Good News for CIL. In CIL, the IND distribution P, for task ¢ can be interpreted as the marginal
distribution P (1), while P;c corresponds to a mixture distribution Py ;) comprising the individual
marginal distributions {P:~) }=2, (Which can be estimated based on the saved replay data), each of
which is assigned the equal mixture weight. Consequently, we have the knowledge of P;. in CIL,
thereby offering an opportunity to estimate P;. to be used to compute task-id prediction P (¢|x) more
accurately. This leads to our design of TPL in the following subsections.

4.2 COMPUTING TASK-ID PREDICTION PROBABILITY

We now present the proposed method for computing the task-id prediction probability P (¢|x), which
has three parts: (1) estimating both P; and P; (as analyzed in Sec. 4.1) and computing the likelihood
ratio, (2) integrating the likelihood ratio based score with a logit-based score for further improvement,
and (3) applying a softmax function on the scores for all tasks to obtain the task-id prediction
probability for each task. The three parts correspond to the bottom right part of Figure 1.

4.2.1 ESTIMATING P; AND P;c AND COMPUTING LIKELIHOOD RATIO

Guided by Theorem 4.1, we design a task-id prediction score based on the likelihood ratio
pi(x)/pre (x). However, due to the challenges in directly estimating the data distribution within the
high-dimensional raw image space, we instead consider estimation in the low-dimensional feature
space. Interestingly, many distance-based OOD detection scores can function as density estimators
that estimate the IND density p(x) in the feature space (see Appendix E.4 for justifications). For
instance, MD (Mahalanobis Distance) (Lee et al., 2018b) estimates distributions using Gaussian
mixture models, while KNN (Sun et al., 2022) uses non-parametric estimation. Our method TPL also
uses the two scores to estimate distributions (i.e., P; and P;e in our case).

To connect the normalized probability density with unnormalized task-id prediction scores, we
leverage energy-based models (EBMs) to parameterize P; and P... Given a test sample z, it has
density p,(x) = exp{E.(x)}/Z1 in P;, and density p;c(x) = exp{Ei(x)}/Z2 in P;c, where
71, Zy are normalization constants that ensure the integral of densities p;(x) and pic(x) equal 1,
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and E;(-), Ey(+) are called energy functions.> Consequently, we can design a feature-based task-id
prediction score using the Likelihood Ratio (LR), which is also shown at the bottom right of Figure 1:

St (@) = log(pi(a) /pec (2)) = Ey(2) — e () + log(Z2/21). )

Since log(Z5/Z,) is a constant, it can be omitted in the task-id prediction score definition:
Six (@) = Ei(@) — B (@), ©)

Since the energy functions Fy(-) and FEy(-) need not to be normalized, we estimate them with the
above scores. We next discuss how to choose specific E;(+) and E}.(+) for eq. (6).

For in-task energy E;(x) of a task, we simply adopt an OOD detection score Syp(x), which is the
OOD score for MD and is defined as the inverse of the minimum Mahalanobis distance of feature
h(z; ") to all class centroids. The details of how S ,(th))(m) is computed are given in Appendix F.1.

For out-of-task energy F:.(x) of a task, we use replay data from other tasks for estimation. Let
Buf,. be the set of buffer/replay data excluding the data of classes in task t. We set Ei.(x) =
—dgnw (T, Buf,. ), where dgyy(x, Buf,. ) is the k-nearest distances of the feature h(z; ¢)®) to the set
of features of the replay Buf,. data. If dgyy(x, Buf,. ) is small, it means the distance between x and
replay Buf,. data is small in the feature space. The vanilla KNN score is S,((t]\),,v(m) = —dgan(x, DY),
which was originally designed to estimate p;(z) using the training set D). Here we adopt it to
estimate p:c () using the replay data (Buf,.). Finally, we obtain,

S (@) == a- Syh(@) + dew(@, Buf,.), %)
Ey(x) —Eye(x)

where « is a hyper-parameter to make the two scores comparable. This is a principled task-id
prediction score as justified in Sec. 4.1.

Remarks. We can also use some other feature-based estimation methods instead of MD and KNN in
Sir(x). The reason why we choose MD to estimate P; is that it does not require the task data at test
time (but KNN does), and we choose KNN to estimate P because the non-parametric estimator KNN
is high performing (Yang et al., 2022) and we use only the saved replay data for this. We will conduct
an ablation study using different estimation methods for both P; and P in Sec. 5.3.

4.2.2 COMBINING WITH A LOGIT-BASED SCORE

To further improve the task-id prediction score, we combine the feature-based Sz score with a
logit-based score, which has been shown quite effective in OOD detection (Wang et al., 2022c¢).

We again develop an energy-based model (EBM) framework for the combination that offers a
principled approach to composing different task-id prediction scores. Specifically, to combine the
proposed feature-based S&) (+) score with a logit-based score (an energy function) .S, (t) (), we can

logit
make the composition as:

Ecomposition ($) = IOg(eXp{al : SI(;;,'[(:E)} + eXp{Oé2 : Sl(je) (CB)}), (8)
where o; and iy are scaling terms to make different scores comparable. As noted in (Du et al., 2020),

the composition emulates an OR gate for energy functions.

To choose a logit-based method for .S, ()

logir (") in €q. (8), we opt for the simple yet effective method MLS

score ngs(ac), which is defined as the maximum logit of  (also shown on the right of Figure 1).

Our final score S;tP)L(m), which integrates feature-based S gg (+) and the logit-based S };ZS() scores,
uses the composition in Eq. 8:

St (@) = log (exp{B: - Syils(@)} + exp{Ba - Syp(@) + duw(@,Buf, )}) . ©)

> In EBM, the density p(z) is typically defined as exp{—F(x)}/Z. Since our task-id prediction score is
defined to measure the likelihood that the test sample belongs to a task, the energy function here is defined as
positively related to the probability density.
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where 31 and [ are scaling terms, which are given by merging «v in eq. (7) and a1, a5 in eq. (8). Since
the scale of dgyy(+) is near to 1, we simply choose 31 and 35 to be the inverse of empirical means of

S,SZS(QJ) and S]%(w) estimated by the training data D) to make different scores comparable:

1 1 t 1 1 t
5= o 2 Sis@: 5= pa 2 Sl (10)

xzeD®) zeD®

Remarks. We exploit EBMSs, which are known for their flexibility but suffering from intractability.
However, we exploit EBMs’ flexibility to derive principled task-id prediction score following Theo-
rem 4.1 and eq. (8), while keeping the tractability via approximation using OOD scores (MD, KNN,
MLS) in practice. This makes our proposed TPL maintain both theoretical and empirical soundness.

4.3 CONVERTING TASK-ID PREDICTION SCORES TO PROBABILITIES

Although theoretically principled as shown in Sec. 4.1, our final task-id prediction score is still an un-

normalized energy function. We convert the task-id prediction scores for all tasks (i.e., {S;QL(m)}thl)
to normalized probabilities via softmax:

P(tle) = sofimax ([ St (@), SFL (@), -+ . 53 @)] /7) (an

where v is a temperature parameter. To encourage confident task-id prediction, we set a low
temperature v = 0.05 to produce a low entropy task-id preidction distribution for all our experiments.

5 EXPERIMENTS
5.1 EXPERIMENTAL SETUP

CIL Baselines. We use 17 baselines, including 11 replay methods: iCaRL (Rebuffi et al., 2017),
A-GEM (Chaudhry et al., 2018), EEIL (Castro et al., 2018), GD (Lee et al., 2019), DER++ (Buzzega
et al,, 2020), HAL (Chaudhry et al., 2021), DER (Yan et al., 2021), FOSTER (Wang et al., 2022b),
AFC (Kang et al., 2022), BEEF (Wang et al., 2022a), MORE (Kim et al., 2022a), ROW (Kim et al.,
2023), and 6 non-replay methods: HAT (Serra et al., 2018), ADAM (Zhou et al., 2023), OWM (Zeng
etal., 2019), PASS (Zhu et al., 2021), SLDA (Hayes & Kanan, 2020), and L2P (Wang et al., 2()2”6).6
We follow (Kim et al., 2022b) to adapt HAT (which is a TIL method) for CIL and call it HAT ..
Implementation details, network size and running time are given in Appendix I.1.

Datasets. To form a sequence of tasks in CIL experiments, we follow the common CIL setting.
We split CIFAR-10 into 5 tasks (2 classes per task) (C10-5T). For CIFAR-100, we conduct two
experiments: 10 tasks (10 classes per task) (C100-10T) and 20 tasks (5 classes per task) (C100-20T).
For TinyImageNet, we split 200 classes into 5 tasks (40 classes per task) (T-5T) and 10 tasks (20
classes per task) (T-10T). We set the replay buffer size for CIFAR-10 as 200 samples, and CIFAR-100
and TinyImageNet as 2000 samples following Kim et al. (2023). Following the random class order
protocol in Rebuffi et al. (2017), we randomly generate five different class orders for each experiment
and report the averaged metrics over the 5 random orders. For a fair comparison, the class orderings
are kept the same for all systems. Results on a larger dataset are given in Appendix D.1.

Backbone Architectures. We conducted two sets of experiments, one using a pre-trained model
and one without using a pre-trained model. Here we focus on using a pre-trained model as that is
getting more popular. Following the TIL+OOD works (Kim et al., 2022a; 2023), TPL uses the same
DeiT-S/16 model (Touvron et al., 2021) pre-trained using 611 classes of ImageNet after removing 389
classes that are similar or identical to the classes of the experiment data CIFAR and TinyImageNet to
prevent information leak (Kim et al., 2022a; 2023). To leverage the pre-trained model while adapting
to new knowledge, we insert an adapter module (Houlsby et al., 2019) at each transformer layer
except SLDA and L2P.” The adapter modules, classifiers, and layer norms are trained using HAT
while the transformer parameters are fixed to prevent CF. The hidden dimension of adapters is 64

% The systems HAT+CST and Sup+CST in (Kim et al., 2022b) (which are based on the TIL+OOD paradigm
but do not use a pre-trained model) are not included as they are much weaker because their contrastive learning
and data augmentations do not work well with a pre-trained model.

7 SLDA fine-tunes only the classifier with a fixed feature extractor and L.2P trains learnable prompts.
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Table 1: CIL ACC (%). “-XT": X number of tasks. The best result in each column is highlighted in bold. The
baselines are divided into two groups via the dashed line. The first group contains non-replay methods, and
the second group contains replay-based methods. Non-CL (non-continual learning) denotes pooling all tasks
together to learn all classes as one task, which gives the performance upper bound for CIL. AIA is the average
incremental ACC (%). Last is the ACC after learning the final task. See forgetting rate results in Appendix C.2.

The rows also show the results of Non-CLpgr and TPLpgr, which use DeiT Pre-trained with Full ImageNet.
C10-5T C100-10T C100-20T T-5T T-10T Average
Last AIA Last AIA Last AIA Last AIA Last AIA \ Last AIA

Non-CL | 95.79*015 97,0104 82 764022 87202020 §276%022 §7.53*031 7 52%041 77 032047 7 55041 77 03+041 | 8127 85.16

OWM | 41.69%63% 56,00%346 21.39%318 40,1016 16,9844 3258158 24 555248 45 18+033 1750345 35754221 1 9443 41.92
ADAM | 83.92%03! 90.33+042 61.21*036 72,55*041 58.99%061 70.89*051 50115040 6] 85505 49,6804 614404 | 60.78 71.41
PASS 86.21%110 89.03+713 68,9009 77.01%24 66.77F118 76.42%12 61.03%03F  67.127026 58344042 67334363 | 6825 7538
HATcr; | 82.407%12 91.06%0%¢ 62.91%02% 73.99%086 59 542041 g9 1p+106 59 29+0.10 69 38114 54 034021 65 635164 | 63,62 73.84
SLDA | 88.64%005 93 54H066 7 gp+0.05 77 7p2058 7 8005 78 51+058 57 93005 66 035135 57,93£006 67 39%181 | 68 02 76.64
L2P 73.59%415 84.60%2%8 61.72%081 72.88%118 53844159 66,52%161 59 124096 67,8112 54,0014 64.50%159 | 60.47 71.28

iCaRL | 87.55%0% 89.74%663 68901047 76,503 69.15%09 77,0673 53.13*1% 61.36%%2! 51.88*2% 63.56*3% | 66.12 73.64
A-GEM | 56.33%777 68.19%32% 2521400 4383+069 21 9940l 35 97+115 30 53839 49 264064 21 9032 39.58%332 | 31.19 47.37
EEIL 8234313 90504072 68.08%05! 81.10%037 63.79%060 79 54H069 53 344054 66 631040 50384097 66 544061 | 63,59 76.86
GD 8016705 94.22%075 64367057 80.51%%5 60.10%074 78.43%076 5301207 67.51F038 42,48+ 63.91%040 | 61.82 76.92
DER++ | 84.63%291 89.01%6% 69.73%0% §0.64*27* 70.03*146 §1.72%170 5584*221 66,5553 5420328 67.14*140 | 66.89 77.01
HAL 8438270 87.00%7% 67.17F10 77.42%273 7.37H145 7785171 52804237 6531368 55254360 64484145 | 6539 74.41
DER 86.79%120 92 83%110 73 302058 gp g9F045 7 00T gp 79076 59 572089 70 39E057 57 1g+140 70 212086 | 6977 79,81
FOSTER | 86.09%03 9154065 71 69024 g1 16%03 7291045 g3 024080 5444028 69955028 55 70+040 70002026 | 68.17 79.13
BEEF | 87.10%!3% 93.10%!2! 72,09%033 §1.91%0%8 71.88*05% 81455074 61413038 71212057 5816 71.16%0%2 | 70.13 79.77
MORE | 80.16%0% 0423%082 7023227 g 24*124 70 53+199 g1 50098 64 974128 74 03161 6306120 72.74*194 | 71,59  80.77
ROW 90974019 94454021 74 70048 gp g7H041 74 60012 g3 12H023 65 114197 74165134 63213 72.91%212 | 7372 81.50

TPL (ours) | 92.3379%2 9511304 76,5372 84,1003 7634703 84.46*0% 68.64*°% 76.77°0% 67.20°"5' 75.72%0%7 | 76.21 83.23

Non-CLpgr  96.90%097  97.96%005 83 614033 89,70%010 g3 614033 gg 8g0.06 g5 55+007 gg H+0.08 g5 71014 g8 66001 87.08 90.70
TPLprr  94.86°002 06.89%002 8243012 gg og*017 () g6*007 8730007 g4 06+l g7 19011 83874007 8740016 8520 89.42

for CIFAR-10, and 128 for CIFAR-100 and TinyImageNet. For completeness, we also report the
results of TPL using DeiT-S/16 Pre-trained with the Full ImageNet (called TPLpgy) in the pink rows
of Table 1. The results without using a pre-trained model are given in Appendix D.2.

Evaluation Metrics. We use threepopular metrics: (1) accuracy after learning the final task (Last
in Table 1), (2) average incremental accuracy (AIA in Table 1), and (3) forgetting rate (see Table 6 in
Appendix C.2, where we also discuss why the current forgetting rate formula is not appropriate
for CIL, but only for TIL. The definitions of all these metrics are given in Appendix C.

5.2 RESULTS AND COMPARISONS

Table 1 shows the CIL accuracy (ACC) results. The last two columns give the row averages. Our
TPL performs the best in both average incremental ACC (AIA) and ACC after the last task (Last).
Based on AIA, TPL’s forgetting (CF) is almost negligible. When the full ImageNet data is used in
pre-training (pink rows), TPLpg; has almost no forgetting in both AIA and Last ACC.

Comparison with CIL baselines with pre-training. The best-performing replay-based baseline is
ROW, which also follows the TIL+OOD paradigm (Kim et al., 2022b). Since its OOD score is inferior
to our principled Syg(x), ROW is greatly outperformed by TPL. The ACC gap between our TPL and
the best exemplar-free method PASS is even greater, 68.25% (PASS) vs. 76.21% (TPL) in Last ACC.
TPL also markedly outperforms the strong network expansion methods DER, FOSTER, and BEEF'.

Without pre-training, The accuracy re- Table 2: CIL ACC (%) after learning the final task without
sults after learning the final task without pre—train.ing (average over the ﬁve datasets used in Table ).
pre-training are given in Table 8 of Ap- The detailed results are shown in Table 8 of Appendix D.2.
pendix D.2. We provide a summary in Ta- OWM PASS EEIL  GD HAL A-GEM  HAT  iCaRL
ble 2 here. As 1L2P, SLDA, and ADAM are 247 306 463 471 464 458 395 456
designed specifically for pre-trained back- Df;:* 'zfl; F (:iTZER Bi':f MS?l;E ‘z(;‘:’ TPI;;"S““’
bones, they cannot be adapted to the non- — = . = -
pre-training setting and thus are excluded here. Similar to the observation in Table 1, our TPL
achieves the overall best results (with ACC of 57.5%), while DER ranks the second (54.2%).

5.3 ABLATION STUDY

Performance gain. Figure 2(a) shows the performance gain achieved by adding each proposed
technique. Starting from vanilla HAT 7y, with an average Last ACC of 63.41% over all datasets, the
proposed likelihood ratio LR score (HAT+LR) boosts the average Last ACC to 71.25%. Utilizing the
OOD detection method MLS (HAT+MLS) only improves the ACC to 68.69%. The final composition
of LR and MLS boosted the performance to 76.21%.
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Figure 2: Ablation Studies. Fig (a) illustrates the achieved ACC gain for each of the designed techniques on the
five datasets; Fig (b) displays the average ACC results obtained from different choices of E; and F. for eq. (7);
Fig (c) showcases the results for various selections of Ej.; for TPL in eq. (9).

Different F; v.s. E;c. Recall that the key insight behind the LR score lies in the estimation of
likelihood ratio. Figure 2(b) presents the average Last ACC results across 5 datasets, employing
various approaches to estimate P; and P;c. In this context, the term Constant refers to the use of a
uniform distribution as the distribution of P;c, where the energy function is a constant mapping. Our
TPL approach is equivalent to employing (E; = MD, F;. = KNN). The results reveal the following:
(1) The incorporation of the P;. distribution estimation is beneficial compared to assuming a uniform
distribution. (2) As P;c can only be estimated using the replay data, the high-performing KNN method
outperforms MD. However, since MD can estimate P; without task ¢’s training data during the test
phase, it proves to be more effective than KNN when serving as E;.

Different logit-based scores. Although Sy s(x) is used as the logit-based score in Section 4.2.2,
alternative logit-based scores can also be considered. In this study, we conduct experiments using 3
popular logit-based scores MSP (Hendrycks & Gimpel, 2016), EBO (Liu et al., 2020a), and MLS (their
definitions are given in Appendix F.2). The results presented in Figure 2(c) indicate that EBO and
MLS yield comparable results, with average Last ACC of 75.76%, and 76.21% respectively, while
MSP has inferior performance with average Last ACC of 71.32%.

Smaller replay buffer sizes. The accuracy after Table 3: ACC (%) after learning the final task (Last) with
learning the final task with smaller replay buffer smaller replay buffer sizes (average over the five datasets
sizes are given in Table 9 of Appendix D.3. We in Table 1). The detailed results are shown in Table 9 of
pr()vide a summary as Table 3, which shows that Appendix D.3. The replay buffer size is set as 100 for
when using a smaller replay buffer, the perfor- CIFAR-10, and 1000 for CIFAR-100 and TinyImageNet.
mance drop of TPL is small. The goal of using  jcaRL. A-GEM EEIL GD  DER++ HAL

the replay data in TPL is to Compute the likeli- 63.60 31.15 58.24 54.39 62.16 60.21

hood ratio (LR) score, while traditional replay
methods focus on preventing forgetting (CF).
Note that CF is already addressed by the TIL
method HAT in our case. Thus our method TPL is robust with fewer replay samples.

More OOD methods. To understand the effect of OOD detection on CIL, we applied 20 OOD
detection methods to CIL and drew some interesting conclusions (see Appendix A). (1) There exists
a linear relationship between OOD detection AUC and CIL ACC performances. (2) Different OOD
detection methods result in similar TIL (task-incremental learning) ACC when applying HAT.

DER FOSTER BEEF MORE ROW TPL
68.32 66.86 68.94  71.44 7270  75.56

More pre-trained models (visual encoders). We also study TPL with different pre-trained models
in Appendix D.5 (MAE, Dino, ViT and DeiT of different sizes). We found the pre-trained models
based on supervised learning outperform self-supervised models in both CIL and TIL.

6 CONCLUSION

In this paper, we developed a novel approach for class incremental learning (CIL) via task-id
prediction based on likelihood ratio. Recent studies (Kim et al., 2022a;b; 2023) suggested that
OOD detection methods can be applied to perform task-id prediction in CIL and thus achieve the
state-of-the-art performance. However, we argue that traditional OOD detection is not optimal for
CIL as additional information in CIL can be leveraged to design a better and principled method for
task-id prediction. Our experimental results show that our TPL outperforms strong baselines and has
almost negligible catastrophic forgetting. Limitations of our approach are discussed in Appendix J.
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A A COMPREHENSIVE STUDY ON TIL+OOD BASED METHODS

Based on the previous research on CIL that combines TIL method and OOD detection (Kim et al.,
2022bsa; 2023), we make a thorough study on this paradigm by benchmarking 20 popular OOD
detection methods. This study provides a comprehensive understanding of these methods and draws
some interesting conclusions, which we believe are beneficial to the future study of CIL.

A.1 A UNIFIED CIL METHOD BASED ON TIL+OOD

We first describe how to design a CIL method based on TIL+OOD paradigm. As HAT is already a
near-optimal solution for TIL (Kim et al., 2023) which has almost no CF, we choose HAT as the TIL
method and only introduce variants in the OOD detection parts.

Categorization of OOD detection methods. Usually, an OOD detection technique consists of
two parts: (1) Training a classifier that can better distinguish IND data and OOD data in the fea-
ture / logits space; (2) Applying an inference-time OOD score to compute the INDness of the
test case x. For training techniques, a group of methods such as LogitNorm Wei et al. (2022),
MCDropout Gal & Ghahramani (2016), Mixup Thulasidasan et al. (2019), CutMix Yun et al.
(2019) apply data augmentation or confidence regularization to improve OOD detection; another
series of methods such as OE Hendrycks et al. (2018), MixOE Zhang et al. (2023), CMG Wang et al.
(2022d), vos Du et al. (2021) use auxiliary OOD data in training. For inference-time techniques,
the OOD score can be computed based on feature (the hidden representations) or logits (the unnor-
malized softmax score). GradNorm Huang et al. (2021), KL-Matching Hendrycks et al. (2019),
OpenMax Bendale & Boult (2016), ODIN Liang et al. (2017), MSP Hendrycks & Gimpel (2016),
MLS Hendrycks et al. (2019), EBO Liu et al. (2020a), ReAct Sun et al. (2021) are logit-based
methods, and Residual Ndiour et al. (2020), KNN Sun et al. (2022), MDS Lee et al. (2018b) are
feature-based methods. Recently, VIM (Wang et al., 2022c¢) is based on both feature and logits. We
study the aforementioned 20 OOD detection methods in this section. For simplicity, we use MSP
(maximum softmax probability) as the OOD score for the 8 training-time techniques, and adopt
standard supervised learning with cross-entropy loss for the inference-time OOD scores.

A unified method for CIL based on TIL+OOD. We introduce a unified CIL method that is based
on TIL+OOD paradigm, which can be compatible with any OOD detection techniques. The details
are as follows.

We first recall that HAT learns each task by performing two functions jointly in training: (1) learning
a model for the task and (2) identifying the neurons that are important for the task and setting masks
on them. When a new task is learned, the gradient flow through those masked neurons is blocked in
the backward pass, which protects the models of the previous tasks to ensure no forgetting (CF). In
the forward pass, no blocking is applied so that the tasks can share a lot of parameters or knowledge.
Since (1) can be any supervised learning method, in our case, we replace it with an QOD detection
method, which performs both in-distribution (IND) classification and out-of-distribution (OOD)
detection.

In testing, we first predict the task-id to which the test instance x belongs, and then perform the
IND classification (within task prediction) in the task to obtain the predicted class. Let S(x; t) be the

OOD score of « in task ¢ based on task ¢’s model, the task-id # can be predicted by identifying the
task with the highest OOD score:

t = arg max S(z; t)
¢

We use argmax here as OOD score is defined to measure the IND-ness in the literature. Note that
OOD score is produced by any OOD detection method.

A.2 EXPERIMENTAL SETUP
Backbone Architecture. Following the main experiment in our paper, we use DeiT-S/16 (Touvron

et al., 2021) that is pre-trained using 611 classes of ImageNet after removing 389 classes that are
similar or identical to the classes of the experiment data CIFAR and TinyImageNet to prevent
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Table 4: Average AUC and ACC results based on pre-trained DeiT on five datasets with five random seeds. Bold
and underlined numbers indicate the best and second-best results, respectively. ©: logit-based OOD scores, #:
feature-based OOD scores, <): training-time techniques. The systems are divided into three categories by dashed
lines. The first category includes post-hoc OOD detectors, the second category includes methods that exploit
surrogate OOD data, and the last category includes methods that employ special training strategies.

C10-5T C100-10T €100-20T T-5T T-10T Average
Method 00D CIL 00D CIL 00D CIL 00D CIL 00D CIL | 00D CIL
GradNorm © | 73.8%0%7 4352048 g4 gE 033 4g 6H081 g g031 9 gEIIN gy gE02! 57RO g3 02 4742085 | 805 439
KL-Matching © | 75.2%03!1  4g.8*044 g4 %035 4g7#07 g cH032 95 I8l 778025 47 6H08 73 64029 3765079 | 807 405
OpenMax Q 94_11 0.14 84_1ili.2‘) 84_71().26 50.9il).(72 90.610'24 57_9ill.47 74_11().“) 48.1il).24 71_7i().l)9 32.0il).33 83.0 54.6

ODIN O 92A3i().I5 75‘6iU.24 8()‘810.“) 61.7i0’40 92A5i().28 53A2iu.4l 85810'”9 64,5il“0 @10.07 59_5i0'25 86.4 62.9
MSP © 9351003 gy 4#012 g9 (FOIl ) gF024 g 7RO 59 5049 gy 5HOI0 59 9021 gy 400 54 oFO2L | 8RO 63.6
MLS © 94,0011 miow Mio.ls %ﬂm 07022 gy H045 g (008 mioll Mio.ox Miuﬂ 90.4  69.0
EBO © 9402011 miuw 00.8£018 g9 1021 gp 502 gy 1H045 mio.ns miuzo 88.4%0.07 Mt&m 90.4  69.0
ReAct © 94‘0i0.ll wil),zo 9048i0'19 69.1i0'22 92'5i0.]9 64.1i0'39 @10.09 @iﬂll 8844i0'05 Miovzs M M
KNN & 9281013 767402 g59E01d g 5EO2L g pEOIL 54 @O0 94 7HOU0 49 9021 79 HEO08  yg 42021 ) 846 575
Residual & 92.4F014 g3 oROIT g5 gROI0 64 7H035 g g0l g 3031 g5 (FOIL 53 7024 gy (RO 51 02030 | g54 628
MDS . 92'61(“2 85.7i“’02 8691 0.14 69.0i0,24 91'21(“5 65'410,42 82'010.06 60>8i0,28 84'41().05 56.9i0,1() 87.4 67.6
VIM (7‘ 95.41().117 89.0ili,23 Mi() 12 72.8il),3() 93'510 13 69.8111,55 86'31().115 65.9il),23 88‘7i0'”7 63.1 +0.42 91.0 72.1
CMG ¢ 92,3+021 g 7E040 g5 oE028 56060 g RO 53 |HOSL g 5O 569F025 g3 | FOI0 50 5EOSL ) g6r 595
VOS & 93,12010 gy 1£031 g6 7022 50 4058 g gEOIS 56 (FO66 gy 4010 59 7021 g3 gEOI0 51 034 | 878 61.8
OE <> %ium 84.3i0'24 90A9i0.15 66.7i0'31 94.0i0.l4 Mﬂm() 82‘4i0.08 60.5*‘“9 85A7i0.10 56.4i0'33 89.5 66.8
MixOE <> 93()1().[2 Sz‘liu.zx 91.7i0.19 67.6i0’37 Mi().ls 62‘910.37 8541().1.7‘) Gl‘gil),l‘) 87410'” 56‘()ilj 36 m 66.1

LogitNorm ¢ | 93.1%011 g2 24021 g9 o017 g4 32035 9] 9014 59 72031 gy 72005 5 7015 gy 006 5342057 | gg 1 63.7
MCDropout | 92.4F017 80 7H027 g7 8019 61 74038 g 3E016 57 504 g gEO08 57 5RO gq gRO0S 57 2032 | g73 655
Mixup <> 89_810.62 73_8il.54 89_61().“) 64.0il).39 91_31(“8 55_4ill.42 83_21().“] 61.5il\.25 85_6i().l\7 56.()il).34 87.9 66.5
CutMix <> 9041().26 69‘0il].71 8951()"6 62.4i0’34 9()A9i0.I5 5(]610.4() 82‘61().& 61,3i0’25 8511().22 55.2i0.51 87.7 59.7

information leak. We insert an adapter module (Houlsby et al., 2019) at each transformer layer.
The adapter modules, classifiers and the layer norms are trained using HAT while the transformer
parameters are fixed to prevent forgetting in the pre-trained network.

Evaluation Protocol. We compute AUC for OOD detection on each task model. The classes of the
task are the IND classes while the classes of all other tasks of the dataset are the OOD classes. The
evaluation metric for CIL is accuracy (ACC), which is measured after all tasks are learned. We report
the average AUC value over all the tasks in each dataset, and the ACC of each dataset. Note that as
KNN needs the training data at test time, in the CIL setting, we can only use the saved replay data of
each task for its OOD score computation as the full data of previous tasks are not accessible in CIL.
We also compute TIL accuracy in using difference OOD training-time techniques.

A.3 RESULTS AND ANALYSIS

The experiment results are given in Table 4, which allow us to make some important observations.

(1) OOD detection and CIL performances. The OOD detection results in AUC here have similar
trends as those in Yang et al. (2022) except KNN, which was considered as one of the best methods.
But it is weak here because, as indicated above, in CIL, KNN can only use the replay data (which is
very small) for each task to compute the OOD score. The CIL performances of the top OOD methods
are competitive compared to CIL baselines in Table 1.

(2) Similar TIL Performance. We present the detailed results of TIL accuracy, for the OOD detection
baselines as table 5. It is evident from the results that there is minimal variation in the performance
of OOD detection methods across different datasets, with average values of 99.24+0.02, 95.740.12,
97.6£0.10, 84.31+0.86, 88.14+0.86 for C10-5T, C100-10T, C100-20T, T-5T, and T-10T, respectively.
The observation that the majority of OOD methods exhibit negligible impact on the IND classification
performance aligns with a previous benchmark study on OOD detection conducted by Yang et al.
(2022). Notably, the aforementioned study investigated the finding on ResNet architecture (He
et al., 2016) without pre-training, whereas our experiments involved a pre-trained DeiT model. This
suggests that the finding extends to various model backbones.

(3) Linear relationship between OOD AUC and CIL ACC. We plot the relationship between
OOD AUC and CIL performances in fig. 3. Interestingly, we see a linear relationship with Pearson
correlation coefficients of 0.976, 0.811, 0.941, 0.963, and 0.980 for the 5 datasets, respectively. This
finding suggests that improving OOD AUC can bring about a linear improvement of x1.5 ~ 3.4
(which is the slopes of the fitted linear function) on CIL ACC. Note that we are not conditioning
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Table 5: Average IND classification ACC (TIL accuracy) results of pre-trained DeiT on five datasets with five
random seeds. The baselines are divided into three categories as Table 1 in the main text. The first category
includes post-hoc detectors, the second category includes methods that exploit surrogate OOD data, and the
last category includes methods that employ special training strategies. ©: logit-based OOD scores, #: feature-
based OOD scores, <>: training-time techniques. Note that the post-hoc methods only differ in the OOD score
computation, which means they share the same trained model and thus have the same TIL ACC.

C10-5T C100-10T C100-20T T-5T T-10T | Average
GradNorm ©
KL-Matching ©

OpenMax Q
ODIN ©
MSP ©
MLS ©
EBO © 99.20 95.71 97.50 84.40 88.10 92.98
ReAct ©
KNN &

Residual &
MDS &

L YMOa oo
CMG ¢ 99.20 95.70 97.61 84.52  88.30 93.07
VoS ¢ 99.20 95.66 97.59 84.51 88.30 93.05

OE ¢ 99.17 95.73 97.72 84.46 88.64 93.14
___MxCEQ | 9921 9582 97.80 _ 82.06 8653 | 9228
LogitNorm <) 99.20 95.71 97.56 84.55 87.87 92.98
MCDropout <) 99.20 95.60 97.62 84.51 88.23 93.03

Mixup 99.24 95.57 97.71 85.04 88.47 93.21
CutMix ¢ 99.20 95.40 97.54 84.54 88.40 93.02
90F o crosT 4

C100-10T
® C100-20T
o T5T
T-10T

CIL Results (ACC)
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Figure 3: The correlation between OOD (AUC) and CIL (ACC) results. Each point denotes the AUC and ACC
of one method in table 4 on the same dataset.

on TIL accuracy as (2) above showed the TIL results are similar for different training-time OOD
techniques.
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B OutpPUT CALIBRATION

We used the output calibration technique to balance the scales of task-id prediction scores for different
tasks, which is motivated by Kim et al. (2022a;b). Even if the task-id prediction of each task-model
is perfect, the system can make an incorrect task-id prediction if the magnitudes of the outputs across
different tasks are different. As the task-specific modules are trained separately in HAT, it is useful to
calibrate the outputs of different task modules.

To ensure that the output values are comparable, we calibrate the outputs by scaling agt) and shifting

agt) parameters for each task. The optimal parameters {(ait), O’ét))}g;l € R?T (T is the number of
tasks) can be found by solving optimization problem using samples in the replay buffer Buf.

Specifically, we minimize the cross-entropy loss using SGD optimizer with batch size 64 for 100
epochs to find optimal calibration parameters {(af), aét))}lez

L cativration = _E(w,y) EBuf IOg p(y | w) )

where p(y|x) is computed using eq. (3) and calibration parameters:

p(vl) = o) - [sofimax (f(h(w: 6);01))] - S(@;t) + ol

J

Given the optimal parameters { (6?), &ét))}thl , we make the final prediction as:

. (t)
= argmax p(yj |)
1<t<T,1<5<| V]
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C EVALUATION METRICS

C.1 DEFINITIONS OF AIA. AND LAST ACCURACY

Fllowing (Kim et al., 2022a), we give the formal definitions of average incremental accuracy (AIA
in Table 1 in the main text, denoted as Aa;4) and accuracy after learning the final task (Last in Table 1
in the main text, denoted as A;,). Let the accuracy after learning the task ¢ be:
ASH _ #correctly classified samples in UZ:1 D,(g@
#samples in U};:l D,(elz,)

Let T be the last task. Then, Aj,y = AST) and Ay = Zle AR,

Here D,(EIE,) denotes the test-set for task k, and # denotes “the number of". To put it simply, A
means the accuracy of all the test data from task 1 to task .

C.2 RECTIFIED FORGETTING RATE FOR CIL

Apart from the classification accuracy (ACC), we report another popular CIL evaluation metric
average forgetting rate. The popular definition of average forgetting rate is the following

t—1
FO = 223 - af),

t—li:1

where Agt) is the accuracy of task ¢’s test set on the CL model after task ¢ is learned (Liu et al., 2020b),
which is also referred to as backward transfer in other literature (Lopez-Paz & Ranzato, 2017).

However, this formula is only suitable for TIL but not appropriate for CIL. As the task-id for each
test sample is given in testing for TIL, all the test samples from task ¢ will be classified into one of the

classes of task 4. If there is no forgetting for a TIL model, then Agt) will be equal to Al(-i) (i <t)in
such a within-task classification, where the number of classes is fixed. But in CIL, the task-id is not
provided in testing and we are not doing within-task classification. Even if in the Non-CL setting as

more tasks or classes are learned, the classification accuracy will usually decrease for the same

test set due to the nature of multi-class classification. That is, Agt) < Agi) (i < t) is usually true as
at task ¢ there are fewer learned classes than at task ¢. Their difference is not due to forgetting.

Furthermore, as we discussed in Section 1, forgetting (CF) is not the only issue of CIL. Inter-class
separation (ICS) is another important one. When considering the performance degradation of each
task during continual learning, it is hard to disentangle the effects of these two factors. Our rectified
average forgetting rate metric for CIL considers both forgetting and ICS. Two new average forgetting
rates for CIL are defined, one for the case where we use the Last accuracy as the evaluation metric
and one for the case where we use AIA as the evaluation metric:

t

¢ 1 ¢.NCL ¢
fé&,m = n Z(Ag )~ Az(' ))
i=1

t

o 1 (i)
F CIL AIA = % Z}— CIL, Last’
=1

where NCL means Non-CL, AZ(.t) is the accuracy of task 7’s test set on the CL model after task ¢ is
learned, and Agt’NCL) is the accuracy of task ¢’s test set on the Non-CL model that learns all tasks

from 1 to ¢. If the test dataset sizes are the same across different tasks, then ]-"gz Last 18 €qual to
Alast. NeL — Alast, Where Ay, is defined in appendix C.1 and A, ner is the Ay, of Non-CL. The
intuition of introducing NCL performance is to address the loss of accuracy for each task when more
tasks are learned.
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Table 6: Forgetting rate (%) for CIL on the five datasets of the baselines in Table 1. The lower the rate, the better
the method is.

C10-5T C100-10T C100-20T T-5T T-10T Average
Method | F, (C?L) Last T gL) am T gL) Last T gf an T gL) Last T 1(7712 am T gL) Last T ((“712 an T (CQ Last T gL) amm | T gL) Last T gL) AIA
OWM 54.10 41.01 61.37 47.10 65.78 54.95 47.97 31.85 55.00 41.28 56.84 4324
ADAM 11.87 6.68 21.55 14.65 23.77 16.64 22.41 15.18 22.84 15.59 20.49 13.75
PASS 9.58 7.98 13.86 10.19 15.99 11.11 11.49 9.91 14.18 9.70 13.02 9.78
HAT ¢y 13.39 5.95 19.85 13.21 23.22 18.41 13.30 7.65 18.49 11.40 17.65 11.32
iCaRL 39.46 28.82 57.55 43.37 60.77 51.56 41.99 27.77 50.62 37.45 50.08 37.79
A-GEM 8.24 7.27 13.86 10.70 13.61 10.47 19.39 15.67 20.64 13.47 15.15 11.52
EEIL 13.45 6.51 14.68 6.10 18.97 7.99 19.18 10.40 22.14 10.49 17.68 8.30
GD 6.63 2.79 18.40 6.69 22.66 9.10 19.51 9.52 30.04 13.12 19.45 8.24
DER++ 9.00 4.18 9.46 4.31 10.76 4.74 12.95 6.71 15.34 6.82 11.50 5.35
HAL 11.41 10.01 15.59 9.78 15.39 9.68 19.72 11.72 17.27 12.55 15.88 10.75
DER++ 11.16 8.00 13.03 6.56 12.73 5.81 16.68 10.48 18.32 9.89 14.38 8.15
FOSTER 9.70 5.47 11.07 6.04 9.85 4.51 18.08 7.08 16.82 7.03 13.10 6.03
BEEF 8.69 391 10.67 5.29 10.88 6.08 11.11 5.82 14.36 5.87 11.14 5.39
MORE 6.63 2.78 12.5 5.96 12.2 5.94 7.55 3.00 9.46 4.29 9.68 4.39
ROW 4.82 2.56 8.04 433 8.16 441 741 2.87 9.31 4.12 7.55 3.66

TPL 3.46 1.90 6.23 3.10 6.42 3.07 3.88 0.26 532 1.31 5.06 1.93
TPLpg; 2.04 1.07 1.18 1.44 2.75 1.57 1.49 1.07 1.84 1.26 1.86 1.28

Table 6 shows the average forgetting rates of each system based on the new definitions. We clearly
observe that TPL and TPLpp; have the lowest average forgetting rates on the five datasets among
all systems. SLDA and L2P are not included as they use different architectures and cannot take the
Non-CL results in Table 1 in the main text as the upper bounds or NCL results needed in the proposed
formulas above.

It is important to note that for both TPL and TPLpg, the forgetting rate mainly reflects the performance
loss due to the ICS problem rather than the traditional catastrophic forgetting (CF) caused by network
parameter interference in the incremental learning of different tasks because the TIL method HAT has
effectively eliminated CF in TPL and TPLpg;.
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D ADDITIONAL EXPERIMENTAL RESULTS

D.1 CIL EXPERIMENTS ON A LARGER DATASET

Table 7: The CIL ACC after the final task on ImageNet380-10T. We highlight the best results in bold.

HAT¢ 1 ADAM SLDA PASS L2p iCaRL A-GEM EEIL
71205099 62105091 578005 507%121  4789%320 @) 93066  3() 3gE10.02 g3 39+0.49
DER++ HAL DER FORSTER BEEF MORE ROW TPL

66.53:&2.36 64.83i2'60 69.19i1,36 6807i188 70'07:t1.41 72.]Oi1.44 74.52:&1.38 78‘4910.89

To assess the performance of our proposed TPL on large-scale datasets, we use ImageNet-1k (Rus-
sakovsky et al., 2015), a widely recognized benchmark dataset frequently examined in the CIL
literature. However, due to the nature of our experiments, which involve a DeiT backbone pretrained
on 611 ImageNet classes after excluding 389 classes similar to those in CIFAR and TinyImageNet,
we cannot directly evaluate our model on the original ImageNet dataset to avoid potential information
leak.

To overcome this limitation, we created a new benchmark dataset called ImageNet-380. We ran-
domly selected 380 classes from the remaining 389 classes, excluding those similar to CIFAR and
TinyImageNet, from the original set of 1k classes in the full ImageNet dataset. This new dataset
consists of approximately 1,300 color images per class. For ImageNet-380, we divided the classes
into 10 tasks, with each task comprising 38 classes. We set the replay buffer size to 7600, with 20
samples per class, which is a commonly used number in replay-based methods. We refer to these
experiments as ImageNet380-10T. For other training configurations, we kept them consistent with
the experiments conducted on T-10T.

The CIL Last ACC achieved after the final task on ImageNet380-10T can be found in Table 7.
Notably, the results obtained by TPL still exhibit a significant improvement over the baselines, with a
3.97% higher ACC compared to the best baseline method ROW. The results further provide strong
evidence supporting the effectiveness of our proposed TPL system.
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D.2 CIL EXPERIMENTS WITHOUT PRE-TRAINING

Table 8: CIL accuracy (%) after the final task (last) based on ResNet-18 without pre-training over 5 runs with
random seeds. “-XT”: X number of tasks. The best result in each column is highlighted in bold.

C10-5T C100-10T C100-20T T-5T T-10T | Average

OWM 51.8%005 g gF00 g 1026 1 r0S5 g gH042 24.7
PASS 4737098 33008 95069 9g 4F0ST g £046 30.6
EEIL 64,5503 533083 4g gF0M 38 9H054  9g 7087 | 463
GD 65.5T09% 51 4%083 503088 38 g+10l 9 5HOGE | 47
HAL 63.71091 513122 4g 5071 38 097 30 3H105 46.4
A-GEM | 64.6%972  505%073 4734087 3733089 59 44095 458
HATcrp | 62771 4117099 2561051 38 5%185  9g g+0.65 39.5
iCaRL | 634%N11 51 4%09 47 g+048 37 R041  7g 3018 | 454
DER++ | 66.0T120  537%120 46614 3584077 3054047 | 465
DER 6211097 64,5108 62 5T076 43 6077 3g 34082 54.2
FOSTER | 654%105 3 5%08% 5634071 40y 54092 36 4+0.85 52.2
BEEF 67.3%7 609087 567072 44 1H08 3794095 534
MORE | 70607 5757068 513808 4 7#081 35 44072 51.2
ROW 74,6089 582%067  5p (F091 g5 3069 38 HE134 53.1
TPL 78.4%078 @ pF052 55 QE05T 48 x+064 45 gH045 57.5

The experimental setup and results for CIL baselines without pre-training are presented in this section.

Training details. We follow Kim et al. (2022b) to use ResNet-18 (He et al., 2016) for all the datasets
(CIFAR-10, CIFAR-100, TinyImageNet) and all the baselines excluding OWM. MORE, ROW, and our
TPL are designed for pre-trained models, and we adapt them by applying HAT on ResNet-18. All
other baselines adopted ResNet-18 in their original paper. OWM adopts AlexNet as it is hard to apply
the method to the ResNet. For the replay-based methods, we also use the same buffer size as specified
in Section 5.1. We use the hyper-parameters suggested by their original papers. For MORE, ROW, and
our proposed TPL, we follow the hyper-parameters used in HAT for training.

Experimental Results. The results for CIL Last accuracy (ACC) after the final task are shown
in Table 8. We can observe that the network-expansion-based approaches (DER, FOSTER, BEEF)
and approaches that predict task-id based on TIL+OOD (MORE, ROW) are two competitive groups of
CIL baselines. Our proposed TPL achieves the best performance on C10-5T, T-5T, and T-10T, while
DER achieves the best on C100-10T and C100-20T. Overall, our proposed TPL achieves the best
average accuracy over the 5 datasets (57.5%) while DER ranks the second (with an average ACC of
54.2%).
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D.3 CIL EXPERIMENTS ON SMALLER REPLAY BUFFER SIZE

Table 9: CIL accuracy (%) after the final task (Last) with smaller replay buffer size over 5 runs with random
seeds. “-XT”: X number of tasks. The best result in each column is highlighted in bold. The replay buffer size is
set to 100 for CIFAR-10, and 1000 for CIFAR-100 and TinyImageNet. The pre-trained model is used.

C10-5T C100-10T C100-20T T-5T T-10T Average

iCaRL | 86.08%"1° 6696720  68.16T07" 47277322 49517 | 63.60
A-GEM | 56.64F4%  23.18%%%*  20.76T288  31.44%38  2373%627 | 3115
EEIL | 77.44%3%% 2951068 57 86+074 48 36+138 44 50%1.72 | 5804
GD 85.96T10% 5717100 50301058 46.09F 77 32.41F275 | 5439
DER++ | 80.0973%  64.89%248  g584F146 50 74F241 4924501 | 62 16
HAL 79.16%4%° 62,6508 63.96T!14 481729 47110 | 60.21
DER | 85.11F'# 72311078 7025%09% 58 07+140  5585+1.23 | 6832
FOSTER | 84.99%08 7025058 71 14%076 53 358054 54 584085 | g6 ¢
BEEF | 86.20%"° 70.87t%77  70.44%'%*  60.15%0%  57.02%0%7 | 68.94
MORE | 88.13%F10  71.69%011 7129055 64 178077 619000 | 7144
ROW | 89.70%'* 73631012 7186007 65424055 62874053 | 7270
TPL 91,7604 758302 75,6507 68,0810  66.48T°% | 75.56
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D.4 ABLATION ON 31 AND [33

Table 10: The CIL accuracy (%) after leraning the final task (Last) of our TPL on C10-5T for different 3; and
Ba.

h P2l 150 175 200 225 250

0.5 919 919 918 925 922
0.6 92.1 91.0 922 916 92.0
0.7 91.8 921 923 924 919
0.8 92.0 924 91.7 919 917
0.9 923 925 920 919 0915

£1 and (3o are two scaling hyper-parameters used in the definition of task-id prediction score

S%,)L(a:). Table 10 shows an ablation for different 1 and S on C10-5T, which indicates that 3; and
B2 do not affect results much. For other hyper-parameters used in TPL, see Appendix 1.1 for more
details.
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D.5 EXPERIMENTS BASED ON MORE PRE-TRAINED MODELS

Table 11: Last TIL and CIL accuracy results (after the last task is learned) for TPL based on different pre-trained
visual encoders or models.

Visual C10-5T C100-10T C100-20T T-5T T-10T Average
Encoder Pre-training TIL CIL TIL CIL TIL CIL TIL CIL TIL CIL TIL CIL
 DeiTsmall-IN661 (TPL) | _ supervised _ | 99.20 9233 9571 76.53 9750 7634 8440 6864 8810 67.20 | 9298 7621

ViT-tiny 98.80 91.38 9536 76.79 97.52 7583 8237 71.85 85.10 70.18 | 91.83 77.21
DeiT-tiny supervised 98.85 90.79 9480 74.01 97.67 7321 83.58 7246 86.54 7T1.71 | 9229 76.44
ViT-small supervis 9943 9557 97.51 8452 9876 83.94 89.49 81.80 91.30 8094 | 9530 85.35
DeiT-small (TPLpg;) 99.24 9486 96.79 8243 97.78 80.86 89.78 84.06 92.51 83.87 | 9522 85.22
ViT-small-Dino self-supervised | 98.75 87.82 9451 73.83 9695 7262 80.77 68.78 8249 6597 | 90.69 73.80
ViT-base-MAE self-supervised | 99.09 88.82 9342 6747 96.77 69.52 79.58 6594 81.76 63.10 | 90.12 70.97

In this section, we conduct an ablation study on the visual encoder (pre-trained model/network). To
prevent data contamination or information leak, TPL uses DeiT-S/16 pre-trained with 611 classes of
ImageNet (DeiT-small-IN661) after removing 389 classes that overlap with classes in the continual
learning datasets. Here we dismiss this limitation and experiment on more open-sourced pre-trained
visual encoders trained using the full ImageNet. The results are reported in Table 11, which also
includes the TIL accuracy results if the task-id is provided for each test instance during testing. We
show DeiT-small-IN661, which is our TPL, in the first row of the table. It is the backbone used in
our main experiments (Table 1) (IN: ImageNet). The other visual encoders are open-sourced in the
timm (Wightman, 2019) library. We note that vanilla ViT and DeiT are pre-trained on ImageNet
using supervised training, thereby there exists an information leak for CIFAR and Tiny-ImageNet
datasets used in continual learning. The details of the models are as follows:

* ViT-tiny: The full model name in timm is “vit_tiny_patch16_224". It is trained on ImageNet
(with additional augmentation and regularization) using supervised learning.

* DeiT-tiny: The full model name in timm is “deit_tiny_patch16_224". It is trained on
ImageNet (with additional augmentation and regularization) using supervised learning and
distillation.

* ViT-small: The small version of ViT (“vit_small_patch16_224").
* DeiT-small: The small version of DeiT (“deit_small_patch16_224").

* ViT-small-Dino: The small version of ViT trained with self-supervised DINO method (Caron
et al., 2021).

* ViT-base-MAE: The base version of ViT trained with self-supervised MAE method (He
et al., 2021).

Analysis. We found that different pre-trained visual encoders have varied CIL results. Compared
to DeiT-small-IN661, the pre-trained small ViT and DeiT that use the full ImageNet to conduct
supervised learning have overall better performance, which is not surprising due to the class overlap
as we discussed above. For the self-supervised visual encoders (Dino, MAE), the performances are
worse than the supervised pre-trained visual encoders. We hypothesize that the variance between
different visual encoders is mainly rooted in the learned feature representations during pre-training.
It is an interesting future work to design an optimal pre-training strategy for continual learning that
does not need supervised data.
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E THEORETICAL JUSTIFICATIONS

E.1 PRELIMINARY

In this section, we first give some primary definitions and notations of statistical hypothesis testing,
rejection region and uniformly most powerful (UMP) test.

Definition 1 (statistical hypothesis testing and rejection region) Consider testing a null hypothe-
sis Hy : 0 € ©q against an alternative hypothesis H : 6 € ©1, where ©g and ©1 are subsets of the
parameter space © and ©g N ©1 = (. A test consists of a test statistic T(X), which is a function of
the data x, and a rejection region 'R, which is a subset of the range of T. If the observed value t of T
falls in R, we reject Hy.

Type I error occurs when we reject a true null hypothesis Hy. The probability of making Type I
error is usually denoted by a.. Type II error occurs when we fail to reject a false null hypothesis
Ho. The level of significance « is the probability we are willing to risk rejecting 7o when it is true.
Typically a = 0.1, 0.05,0.01 are used.

Definition 2 (UMP test) Denote the power function Br (0) = Py(T(x) € R), where Py denotes the
probability measure when 0 is the true parameter. A test with a test statistic T and rejection region R
is called a uniformly most powerful (UMP) test at significance level « if it satisfies two conditions:

1. supyeg, Ar(0) < o

2. VO € ©1,Br(0) > Br:(0) for every other test t’ with rejection region R’ satisfying the first
condition.

From the definition we see, the UMP test ensures that the probability of Type I error is less than
« (with the first condition), while achieves the lowest Type II error (with the second condition).
Therefore, UMP is considered an optimal solution in statistical hypothesis testing.

E.2 PROOF OF THEOREM 4.1

Lemma E.1 (Neyman & Pearson, 1933) Let { X1, Xa, ..., X,,} be a random sample with likelihood
Sunction L(6). The UMP test of the simple hypothesis Hy : 0 = 0y against the simple hypothetis
H, : 0 =0, at level a has a rejection region of the form:

where k is chosen so that the probability of a type I error is c.

Now the proof of Theorem 4.1 is straightforward. From Lemma E.1, the UMP test for Equation (4)
in the main text has a rejection region of the form:

pi(x)
pre ()

where )\ is chosen so that the probability of a type I error is a.

E.3 PROOF OF THEOREM 4.2
Note that the AUC is computed as the area under the ROC curve. A ROC curve shows the trade-off

between true positive rate (TPR) and false positive rate (FPR) across different decision thresholds.
Therefore,
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AUC = /O l(TPR) d(FPR) (12)
:/01(1—FPR) d(TPR) (13)
:/Olﬁn(etc)d(l—ﬁn(et)) (14)
_ /O 5 (60) dBr(6)) (15)

where FPR and TPR are false positive rate and true positive rate. Therefore, an optimal AUC requires
UMRP test of any given level & = S (6;) except on a null set.

E.4 DISTANCE-BASED OOD DETECTORS ARE IND DENSITY ESTIMATORS

In this section, we show that Syp(x) (MD: Mahalanobis distance) and Sgyy(x) (KNN: k-nearest
neighbor) defined in Equation (16) and Equation (17) are IND (in-distribution) density estimators
under different assumptions (We omit the superscript (¢) for simplicity):

SMD(:B) = 1/2%131}(z - ”c)Tzil(z - /J’c)v (16)
Sknn(x; D) = —||2* — kNN(2*; D*)||2. a7

In Equation (16), p. is the class centroid for class ¢ and X is the global covariance matrix, which
are estimated on IND training corpus D. In Equation (17), || - ||2 is Euclidean norm, z* = z/||z||2
denotes the normalized feature z, and D* denotes the set of normalized features from training set D.
kNN(z*; D*) denotes the k-nearest neighbor of z* in set D*.

Assume we have a feature encoder ¢ : X — R, and in training time we empirically observe n IND

samples {p(x1), p(x2)...0(xn)}.

Analysis of the MD score. Denote X to be the covariance matrix of ¢(ix). The final feature we
extract from data x is:

z(x) = A7 o()
where AAT = . Note that the covariance of z is Z.

Given a class label ¢, we assume the distribution z(z|c) follows a Gaussian N'(A~ 1., 7). Immedi-
ately we have p. to be the class centroid for class ¢ under the maximum likelihood estimation. We
can now clearly address the relation between MD score and IND density (p()):

Sup(x) =1/(-2 Igleaf(lnp(:dc)) —mln27)

Analysis of KNN score. The normalized feature z(x) = ¢(x)/||¢(x)||2 is used for OOD detection.
The probability density of z can be attained by:

where B(z,r) = {2’ : ||z/ — z||2s <r A||Z/|| =1}

Assuming each sample z(x;) is i.i.d with a probability mass 1/n, the density can be estimated
by KNN distance. Specifically, r = ||z — kNN(2z)||2, p(z' € B(z,r)) = k/n and |B(z,r)| =

(m=1)/2

r(ze=t+1)
small, we have the following equations:

rm=1 4 o(r™=1), where T is Euler’s gamma function. When 7 is large and k/n is

k(™5 +1)

p(m) ~ am=1)/2p,pm—1
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k‘F(Lﬁl +1) 1
Sknn(x) ~ —(W)M (p(x))” ™

Recall that the CIL methods based on the TIL+OOD paradigm (i.e., MORE and ROW) use Syp(x) to
compute the task-prediction probability. As analyzed above, the MD score is in fact IND density
estimator, which means Syp () measures the likelihood of the task distribution P;. Therefore, the
TIL+OOD methods ignores the likelihood of the distribution of other tasks (P;c), which may fail to
make the accurate task prediction. We put the detailed analysis in Appendix H.
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F ADDITIONAL DETAILS ABOUT TPL

F.1 COMPUTATION OF THE MD SCORE

Mabhalanobis distance score (MD) is an OOD score function initially proposed by Lee et al. (2018b),
which is defined as:

Sup() = 1/ mi ((h(z) — o) "= (@) — )

where h(x) is the feature extractor of a tested OOD detection model M, p.. is the centroid for a class
c and X is the covariance matrix. The estimations of p. and X are defined by

> hi=)

xeDS

train

N Z Z (h(x) — pe)(h(x) — Nc)Ta

cED7| xzeDy,

C

train

where D¢, = {z : (%,Y) € Duain,y = ¢}, Dyuin is the training set, N is the total number of
training samples, and NV, is the number of training samples belonging to class c.

In the CIL setting, we have to compute p. and X for each task (assuming all classes in the task have
the same covariance matrix) with trained task-specific model M®). Specifically, after training on the
t-th task dataset D(t), we compute:

p = Ni Y. ha¢), veey® (18)
(:c c)eD®)
=0 = Yoo > (@) — pP)(h(m; W) - pi)T (19)

(t)
|D | ce|lY®| (z,c)eD®)

We put the memory budget analysis of the saved class centroids ugt) and co-variance matrices 3(*)
in Appendix I.3.

F.2 COMPUTATION OF LOGIT-BASED SCORES

In Section 5.3, we compare the performance of TPL with different logit-based scores MSP, EBO, and
MLS. They are defined as follows:

Stidp() = s sofimar ( f(h(z; 90);00)) 20)
i
[V ]
Stpo(@) Z(exp{ (h(a:6);0)} ) @1
Siils() = i £ (bl 60):6)) 22)

In traditional OOD detection works, they are tested effective in estimating the probability of “x
belongs to IND classes". Thus we can adopt them to design our TPL method to estimate the
probability of “ax belongs to task ¢".

F.3 PSEUDO-CODE
To improve reproducibility, we provide the detailed pseudo-code for computing Srpz () (using Equa-

tion (9) in the main text) as Algorithm 1. Then we give the pseudo-code for the CIL training
as Algorithm 2 and testing for TPL as Algorithm 3.
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Algorithm 1 Compute TPL Score with the ¢-th Task-specific Model M (®)

Input: Buf*: replay buffer data without classes of task ¢; x: test sample; ¢: task-id; M®): the
trained ¢-th task model M () with feature extractor h(z; ¢(*)) and classifier f(a;0®)); {p,gt) Feeyw:
pre-computed class centroids for task ¢; £(*): pre-computed covariance matrix for task ¢; k: KNN
hyper-parameter; 1/ B?): pre-computed empirical mean of Sy s(x); 1/ Bét): pre-computed empirical
mean of Syp(x).
Return: TPL Score Srp ()
Surs(x) < max.cyw f(h(x; #1);00),
Sup(@) ¢ 1/ (mingeye (A(@; ¢1) — po) 'S (h(z; 61) — pe)))
SMLs(ﬂi) < SMLS(-'B) * %t)
SMD(ZE) < SMD(a:) * ﬁét)
z < h(z; 0D) /|| h(a; o)
for &; in Buf* do
zi = h(@;0D) /| |h(@5;60) 2
d; HZZ‘ —ZHQ
end for N
{di_j}l,Bl‘f - sorted({di}‘il{ |)

j=1 2

SreL(x) < — loglexp{—Suws(x)} + exp{—Sup(x) — d;, }]

_
TeYRRUN A W R

—_

Algorithm 2 CIL Training with TPL

1: Initialize an empty replay buffer Buf
2: for training data D*) of each task do
3: for each batch (x;,y;) C D) U Buf, until converge do

Minimize Equation (2) (in the main text) and update the parameters with HAT

end for
Compute {ug)}cey(t) using Equation (18)
Compute X*) using Equation (19)
Compute 1/55”, 1/8® using Equation (10)

9:  Update Buf with D(*)
10: end for
11: Train the calibration parameters {(6?), 6;”)}3;1 following Appendix B

AN

Algorithm 3 CIL Testing with TPL

Input: test sample x
Return: predicted class ¢

1: Compute Sypy (x; t) with each task model M®) using Algorithm 1.
2: Preicition with Equation (3): ¢ = arg max, , ot [softmax (f(h(z;¢");01))] ;S )40l
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G DETAILS OF HAT

G.1 TRAINING

For completeness, we briefly describe the hard attention mechanism of HAT (Serra et al., 2018) used
in TPL. In learning the task-specific model M (*) for each task, TPL at the same time trains a mask for
each adapter layer. To protect the shared feature extractor from previous tasks, their masks are used
to block those important neurons so that the new task learning will not interfere with the parameters
learned for previous tasks. The main idea is to use sigmoid to approximate a 0-1 gate function as hard
attention to mask or unmask the information flow to protect parameters learned for each previous
task.

The hard attention at layer [ and task ¢ is defined as:

al(t) = sigmoid(s - el(t)),

where s is a temperature scaling term, sigmoid(-) denotes the sigmoid function, and el(t) is a learnable
embedding for task ¢. The attention is element-wise multiplied to the ouptut h; of layer [ as

h =al"” @ h,

The sigmoid function converges to a 0-1 binary gate as s goes to infinity. Since the binary gate is not
differentiable, a fairly large s is chosen to achieve a differential pseudo gate function. The pseudo
binary value of the attention determines how much information can flow forward and backward
between adjacent layers. Denote h; = ReLU(W h;_1 + b;), where ReLU(") is the rectifier function.
For neurons of attention al(t) with zero values, we can freely change the corresponding parameters in
W, and b; without interfering the output k). The neurons with non-zero mask values are necessary

to perform the task, and thus need a protection for catastrophic forgetting (CF).

Specifically, during learning task ¢, we modify the gradients of parameters that are important in
performing the previous tasks 1,2, ..., — 1 so they are not interfered. Denote the accumulated mask
by

al(<t) l(<t—1)7 al(f,—l))7

= max(a

where max(+, -) is an element-wise maximum and the initial mask al( ) is defined as a zero vector.

al(<t) is a collection of mask values at layer [ where a neuron has value 1 if it has ever been activated

previously. The gradient of parameter w;;; is modified as

vng,l = (1 — min(al(-jt),a;ji)l))vwij7la

where al(jt) is the i-th unit of al(<t). The gradient flow is blocked if both neurons ¢ in the current
layer and j in the previous layer have been activated. We apply the mask for all layers of adapters
except the last layer. The parameters in last layer do not require protection as they are task-specific

parameters.

A regularization is introduced to encourage sparsity in al(t) and parameter sharing with al(<t). The

capacity of a network depletes when al(<t) becomes an all-one vector in all layers. Despite a set of
new neurons can be added in network at any point in training for more capacity, we utilize resources
more efficiently by minimizing the loss:

D2 agfz)(l - az(‘jt))
Zl Zi(l - az(jt))

The intuition of this term is to regularize the number of masked neurons. Then the loss of HAT
defined as the second term from the R.H.S. of Eq (7) in the main text is:

‘Creg =

Luar = M £r€g7

where p is a hyper-parameter to balance the optimization of classification objective and HAT regular-
ization.

33



Published as a conference paper at ICLR 2024

G.2 INFERENCE

In CIL without a task identifier during inference, we are required to forward input data across each
task to derive task-specific features h(*) for each task t = 1,2, --- , 7. This approach can result in
computation overhead, especially with extended task sequences. This section proposes to use parallel
computing (PC) to mitigate this by achieving comparable time efficiency to one-pass CL methods,
albeit with a trade-off of increased memory usage by a factor of 7' compared to the one-pass CL
methods for latent feature storage, a vector of 384 floating point numbers.

Consider the model M comprising two components: a feature extractor h(-) and a classifier f(-). Un-
like the standard model, where both extractor and classifier are universal across tasks, our model uses
a shared feature extractor with task-specific classifiers for each task. We analyze the computational
costs for each component separately.

For the feature extractor, break it down into L layers. Each layer [ involves an affine transformation
(with weight W and bias b;) followed by an activation function, specifically ReLU(-).® In the
standard model, computation at each layer [ follows:

h; = ReLUWh;_1 + b)) (23)

For our model, the computation is extended to:

r) = al" @ ReLUW,RY, + b)), t=1,2,---,T (24)

Here, al(t) denotes the stored hard attention at layer [ for task t. Comparing the equations, the

additional operation in our method is the element-wise product, which is efficiently parallelizable
by vectorizing the sets {h\"}7_,, {h{" 17 and {a{"}7_, into matrices H;, H,_1, and A;. This
parallelization achieves near-equivalent time consumption to the standard model, with the trade-off

of a T'-fold increase in memory usage as our feature H; and H;_; are T times larger compared to h;
and h;_.

For the classifier, each task employs a simple affine transformation (weight W) and bias b(*)). The
standard model uses W € R¥*C and b € R®, where H and C represent the hidden size and class
count, respectively. The standard model’s computation is:

logits = Whyp + b (25)

In contrast, our method involves 7' task-specific classifiers, each with weight W® ¢ RHXF and
bias b() € RT. The task-specific logits are calculated as:

logits(t) = W(t)hg) + b (26)

By vectorizing task-specific weights, features, and biases, time consumption is maintained at levels
comparable to the standard model, and memory consumption remains unaffected.

In conclusion, our approach achieves similar time efficiency as the standard model in CL inference,
at the expense of increased runtime memory for storing task-specific features. This trade-off also
allows flexibility between memory usage and time consumption by adjusting the level of parallelism,
offering a balance between runtime duration and memory requirements. For example, one can reduce
the running time memory by forwarding the input more times to the model with a lower parallelism
level each time.

G.3 REMARKS

It is important to note that our method can also leverage some other TIL methods to prevent CF other
than HAT. The reason we chose HAT is to make it easy to compare with previous techniques (e.g.,

8 This aligns with our adapter implementation approach.
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MORE and ROW) based on the same setting. For example, we can also exploit SupSup (Wortsman
et al., 2020), which has already been applied in Kim et al. (2022b) to construct an effective TIL+OOD
method and the empirical performance are similar to that using HAT. Furthermore, our method
is also compatible with other architecture-based TIL methods such as PNN (Rusu et al., 2016),
PackNet (Mallya & Lazebnik, 2018) or Ternary Masks (Masana et al., 2021).
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H VISUALIZATION OF TASK DISTRIBUTION

The key theoretical analysis behind TPL, theorems 4.1 and 4.2, suggest that an accurate estimate of
P:e (the distribution of the other tasks, i.e., the complement) is important. If we only estimate P; (the
feature distribution of task ¢) when doing task prediction and assume Py to be a uniform distribution
(which was done by existing methods as analyzed in Appendix E.4), there will be potential risks as
shown by the toy example on 1D Gaussian in Section 4.1.

Intuitively, the failure happens when P; and P, have some overlap. A test case 1 may have higher
likelihood in P, than another test case a5, but if it gets even higher likelihood in P;e, then ; will be
less likely to be drawn from P;. In this section, we plot P; and P;. to demonstrate this phenomenon.

Recall that in our CIL scenario, we compute the likelihood ratio for each task to estimate the task
prediction probability. For each task ¢, we compute the likelihood of input data o under the task
distribution P, and use the saved replay data from the other tasks to estimate P;.. Notice that as we
do not conduct task prediction in training, all the discussion here is about inference or test time and
we have the small among of saved data from all the learned tasks in the memory buffer. Our goal is to
analyze whether P; and P, have some overlap.

Specifically, we draw the feature distribution of the five tasks on C10-5T after all tasks are learned
under the pre-training setting. To facilitate an accurate estimation of P; and P, we use the whole
training set of CIFAR-10 to prepare the extracted feature as it contains more data. The vanilla features
are high-dimensional vectors in R3**, and we use Principled Component Analysis (PCA) (Wold et al.,
1987) to project the vectors into R%. We then use Kernel Density Estimation (KDE) (Terrell & Scott,
1992) to visualize the distribution (density) of the data. The figures are shown as follows:

Distribution
mm Distribution of Task 1
Distribution of other tasks

Distribution
mm Distribution of Task 2
Distribution of other tasks

Distribution
== Distribution of Task 3
Distribution of other tasks

Distribution
mm Distribution of Task 5
Distribution of other tasks

Distribution
mm Distribution of Task 4
Distribution of other tasks

Figure 4: Visualization of feature distribution of Task ¢ (t=1,2,3,4,5) data and the other 4 tasks. We use the
trained task-specific feature extractor h(x; qﬁ(t)) to extract features from the the training data that belongs to task
t (which represent P;) and the training data that belongs to the other 4 tasks (which represent Pye).
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Notice that the task distributions {P;} are bimodal as there are two classes in each task in C10-5T.
The most interesting observation is that the distribution of the other tasks {P;. } have overlap with the
task distribution {P; }. This indicates that the failure may happen as we analyzed above. For example,
we draw a demonstrative failure case of the existing TIL+OOD methods (i.e., MORE and ROW) in
Task 1 prediction in Figure 5. In this Figure, TIL+OOD methods will compute the task prediction
probability solely based on the high likelihood of P; (¢t = 1), while our TPL will consider both high
likelihood of P, and low likelihood of P;.. In this case, the red star has higher likelihood in P; than
the green star (0.9 v.s. 0.4). However, the likelihood ratio between P; and Py of the red star is lower
than the green star (3 v.s. 20). Therefore, using likelihood ratio between P; and P;. is crucial in
estimating the task prediction probability.

Distribution
mm Distribution of Task 1
* Distribution of other tasks

Likelihood of Likelihood of Likelihood
Task 1 the other tasks ratio

04 0.02 20
* 0.9 03 3

Figure 5: A failure case of TIL+OOD methods that predict the task based on the likelihood of P; (e.g., MORE and
ROW). In the figure, the red star has higher likelihood in P; (¢ = 1) than the green star. However, the likelihood
ratio between P; and P of the red star is lower than the green star. The correct choice is to accept the green
star to be from Task 1 instead of the red star.

37



Published as a conference paper at ICLR 2024

I IMPLEMENTATION DETAILS, NETWORK SIZE AND RUNNING TIME

I.1 IMPLEMENTATION DETAILS OF BASELINES

Datasets. We use three popular image datasets. (1) CIFAR-10 (Krizhevsky & Hinton, 2010) consists
of images of 10 classes with 50,000 / 10,000 training / testing samples. (2) CIFAR-100 (Krizhevsky
et al., 2009) consists of images with 50,000 / 10,000 training / testing samples. (3) Tiny-ImageNet (L¢
& Yang, 2015) has 120,000 images of 200 classes with 500 / 50 images per class for training / testing.

Implementation of CIL baselines (pre-trained setting). For CIL baselines, we follow the experi-
ment setups as reported in their official papers unless additionally explained in Section 5.1. For the
regularization hyper-parameter y and temperature annealing term s (see Appendix G) used in HAT,
we follow the baseline MORE and use ¢ = 0.75 and s = 400 for all experiments as recommended
in (Serra et al., 2018). For the approaches based on network expansion (DER, BEEF, FOSTER),
we expand the network of adapters when using a pre-trained backbone. For ADAM, we choose the
ADAM (adapter) version in their original paper, which is the best variant of ADAM. As some of the
baselines are proposed to continually learn from scratch, we carefully tune their hyper-parameters
to improve the performance to ensure a fair comparison. The implementation details of baselines
under non-pre-training setting are shown in Appendix D.2.

Hyper-parameter tuning. Apart from (; and 35 discussed in Section 5.3, the only hyper-parameters
used in our method TPL are v, which is the temperature parameter for task-id prediction, and k,
which is the hyper-parameter of dgyy(x, Buf*) in Equation (7). The value of v and k are searched
from {0.01,0.05,0.10,0.50, 1.0, 2.0, 5.0,10.0} and {1, 2,5, 10,50, 100}, respectively. We choose
~v = 0.05, and k£ = 5 for all the experiments as they achieve the overall best results.

Training Details. To compare with the strongest baseline MORE and ROW, we follow their setup (Kim
et al., 2022a; 2023) to set the training epochs as 20, 40, 15, 10 for CIFAR-10, CIFAR-100, T-5T,
T-10T respectively. And we follow them to use SGD optimizer, the momentum of 0.9, the batch size
of 64, the learning rate of 0.005 for C10-5T, T-5T, T-10T, C100-20T, and 0.001 for C100-10T.

1.2 HARDWARE AND SOFTWARE

We run all the experiments on NVIDIA GeForce RTX-2080Ti GPU. Our implementations are based
on Ubuntu Linux 16.04 with Python 3.6.

1.3 COMPUTATIONAL BUDGET ANALYSIS

1.3.1 MEMORY CONSUMPTION

We present the network sizes of the CIL systems (with a pre-trained network) after learning the final
task in Table 12.

With the exception of SLDA and L2P, all the CIL methods we studied utilize trainable adapter
modules. The transformer backbone consumes 21.6 million parameters, while the adapters require
1.2M for CIFAR-10 and 2.4M for other datasets. In the case of SLDA, only the classifier on top of
the fixed pre-trained feature extractor is fine-tuned as it requires a fixed feature extractor for all tasks,
while L2P maintains a prompt pool with 32k parameters. Additionally, each method requires some
specific elements (e.g., task embedding for HAT), resulting in varying parameter requirements for
each method.

As mentioned in Appendix F.1, our method also necessitates the storage of class centroids and
covariance matrices. For each class, we save a centroid of dimension 384, resulting in a total of
3.84k, 38.4k, and 76.8k parameters for CIFAR-10, CIFAR-100, and TinyImageNet, respectively.
The covariance matrix is saved per task, with a size of 384 x 384. Then the parameter count of
covariance matrix can be computed by 7" x 384 x 384 for a dataset with T tasks. Consequently, the
total parameter count is 737.3k, 1.5M, 2.9M, 737.3k, and 1.5M for C10-5T, C100-10T, C100-20T,
T-5T, and T-10T, respectively. It is worth noting that this consumption is relatively small when
compared to certain replay-based methods like i CaRL and HAL, which require a teacher model of
the same size as the training model for knowledge distillation.
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Table 12: Network size measured in the number of parameters (# parameters) for each method without the
memory buffer.

| C€10-5T  C100-10T C100-20T T-5T T-10T

OWM 24.1M 24.4M 24. M 24.3M 24.4M
ADAM 22.9M 24.1IM 24.1IM 24.1M 24.1M
PASS 22.9M 24.2M 24.2M 24.3M 24.4M
HATcrr, 24.1M 24.4M 24.7M 24.3M 24.4M
SLDA 21.6M 21.6M 21.6M 21.7M 21.7M
L2p 21.7M 21.7M 21.7M 21.8M 21.8M
iCaRL 22.9M 24.1M 24.1M 24.1M 24.1M
A-GEM 26.5M 31.4M 31.4M 31.5M 31.5M
EEIL 22.9M 24.1M 24.1M 24.1M 24.1M
GD 22.9M 24.1M 24.1M 24.1M 24.1M
DER++ 22.9M 24.1M 24.1M 24.1M 24.1M
HAL 22.9M 24.1M 24.1M 24.1M 24.1M
DER 27.TM 45.4M 69.1M 33.6M 45.5M
FOSTER 28.9M 46.7M 74.2M 35.8M 48.1M
BEEF 30.4M 48.4M 82.3M 37.7M 50.6M
MORE 23.7M 25.9M 27. 1M 25.1IM 25.9M
ROW 23.7M 26.0M 27.8M 25.2M 26.0M
TPL ‘ 23.7M 25.9M 27. 1M 25.1IM 25.9M

1.3.2 RUNNING TIME

The computation for our method TPL is very efficient. It involves standard classifier training and
likelihood raio score computation, which employed some OOD detection methods. The OOD score
computation only involves mean, covariance computation, and KNN search, which are all very
efficient with the Python packages scikit—-learn’ and faiss'®. We give the comparison in
running time in Table 13. We use HAT as the base as MORE, ROW and TPL all make use of HAT and
MORE and ROW are the strongest baselines.

Table 13: Average running time measured in minutes per task (min/T) for three systems.

| C10-5T C100-10T  C100-20T T-5T T-10T

HATcrr | 17.8 min/T  17.6 min/T 9.4 min/T  28.0 min/T  9.48 min/T
MORE | 20.6 min/T 233 min/T 11.7 min/T 32.8 min/T  11.2 min/T
ROW 21.8 min/T 252 min/T 12.6 min/T 34.1 min/T  11.9 min/T
TPL 20.7 min/T 233 min/T  11.7 min/T  32.5 min/T  11.2 min/T

? https://scikit-learn.org/stable/
1 https://github.com/facebookresearch/faiss
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J  LIMITATIONS

Here we discuss the limitations of our proposed method TP L.

First, our TPL method relies on the saved data in the memory buffer like traditional replay-based
methods, which may have privacy concerns in some situations and also need extra storage. We will
explore how to improve task-id prediction in the CIL setting without saving any previous data in our
future work. Second, TPL uses a naive saving strategy that samples task data randomly to put in the
memory buffer for simplicity. In our future work, we would also like to consider better buffer saving
strategies (Jeeveswaran et al., 2023) and learning algorithm for buffer data (Bhat et al., 2022), which
may enable more accurate likelihood ratio computation. Third, this paper focuses on the traditional
offline CIL problem set-up. In this mode, all the training data for each task is available upfront when
the task arrives and the training can take any number of epochs. Also, the label space J(*) of different
tasks are disjoint. In online CIL (Guo et al., 2022), the data comes in a stream and there may not be
clear boundary between tasks (called Blurry Task Setting (Bang et al., 2022)), where the incoming
data labels may overlap across tasks. It is an interesting direction for our future work to explore how
to adapt our method to exploit the specific information in this setting.
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