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Abstract

Sentiment-controlled text generation aims to generate texts according to the given sentiment. However, most of the existing studies focus only on document- or sentence-level sentiment control, leaving a gap for finer-grained control over the content of generated results. Some previous works attempted to generate reviews conditioned on the aspect-level sentiments, but they usually suffer from low adaptability and the lack of annotated dataset. To alleviate these problems, we propose a pre-trained model extended generative model together with an auxiliary classifier to perform training on both annotated and unannotated datasets. We also propose a query-hint mechanism to further guide the generation process towards the aspect-level sentiments at every time step. Experimental results from real-world datasets demonstrated that our model has excellent adaptability in generating aspect-level sentiment controllable review texts with high sentiment coverage and stable quality.

1 Introduction

In recent years, the Transformer-based pre-trained language models (LMs) have greatly improved the state-of-the-art on natural language processing tasks as well as natural language generation (NLG). Large-scale autoregressive Transformer models (Vaswani et al., 2017) that leverage large amounts of unannotated data and a simple log-likelihood training objective has achieved remarkable results in many text generation tasks such as machine translation, text summarization, text style transfer. Meanwhile, for other real-world text generation applications such as review generation and essay writing, users prefer the generated text to be more controllable. However, since the LMs are trained on unannotated data, controlling attributes of generated text becomes difficult without modifying the model architecture to allow for extra input attributes or fine-tuning with attribute-specific data (Keskar et al., 2019; Ziegler et al., 2019). Therefore, some approaches like PPLM (Dathathri et al., 2019), controls generated text through attribute models without changing the architecture or weights of pre-trained LMs. These models usually regard controllable text generation as generating tasks conditioned on the attributes such as topic and sentiment at the sentence- or document-level, leaving a gap for finer-grained (e.g., aspect-level) control over the content of generated texts.

The fine-grained sentiment conditioned text generation task aims to automatically generate a highly relevant statement when given a series of fine-grained sentiment (e.g., aspect-opinion, aspect-sentiment et.) as input. Zang and Wan (2017) first introduced the aspect-sentiment information to perform aspect-level sentiment-controllable review generation. They conducted a conditional training by adopting a supervised method requiring a large dataset annotated with sentence-level aspect-sentiment labels. However, very few datasets provide such sufficient fine-grained labels, and it is also labor-intensive and time-consuming to conduct annotation on all data instances. Chen et al. (2021) proposed a mutual learning framework leveraging large unlabeled data through interactive learning between generator and classifier. Besides the aspect-sentiment, aspect-opinion pairs also express aspect-level sentiment information. Therefore, inspired by them, in this work, we introduce the aspect-opinion information into the fine-grained sentiment controllable text generation and proposed a conditional generative model based on a pre-trained language model together with an auxiliary fine-grained sentiment classifier.

Our aspect-opinion conditioned generating task aims to generate a review text $X$ that correctly contains the sentiment information from $n$ non-repeated aspect-opinion pairs $⟨a, o⟩^n$. In the generator, we incorporate a GPT-2 345M model (Radford et al., 2019) as the “super generator,”
then by extending this state-of-the-art model with our proposed query-hint mechanism and our sentiment control loss function to guide the generating process toward the given controlling information. Moreover, with the assistance of a classifier, we leveraged a large unlabeled dataset to train the generator.

**Our Contributions:** (1) We propose our conditional generative model by extending a pre-trained state-of-the-art Transformer-based generative model with our introduced query-hint mechanism and sentiment control loss function to further guide the generation at a finer-grained level. (2) We introduce the aspect-opinion pair as the fine-grained sentiment unit into controlling the constrained text generation. (3) Through employing an auxiliary classifier, we leverage a large unannotated dataset to re-train and fine-tune an end-to-end conditioned text generative model.

2 **Related Work**

2.1 **Controlled Text Generation**

Recently, there is a bunch of works that aims to generate text conditioned on input attributes with neural networks. Some of the earlier efforts have studied this controlled text generation by training a conditional generative model (Kikuchi et al., 2016; Fieter and Goldberg, 2017), while fine-tuning pre-trained models with Reinforcement Learning (RL) (Ziegler et al., 2019) and training a Generative Adversarial Network (Yu et al., 2016) have also shown inspiring results. CTRL (Keskar et al., 2019) is a recent approach that trains a language model conditioned on a variety of control codes, which prepended meta-data to the text during generation. Although it uses a GPT-2-like architecture to generate high-quality text, the result is at the cost of fixing the control codes and training a very large model. PPLM (Dathathri et al., 2019) composed a pre-trained LM with attribute controllers guiding text generation towards the desired attribute. At the same time, its flexible design allows it to control the generating process through relatively small “pluggable” attribute models while keeping parameters in the LM fixed. CoCon (Chan et al., 2020) incorporated a pre-trained GPT-2 model with a Content-Conditioner to control the generated text under the guidance of target text content. Different from our “fine-grained sentiment text generation”, these works focus on sentence-based sentiment and topic control in text generating. In the “fine-grained sentiment text generation” task, the text generation process is controlled by a series of fine-grained sentiments (e.g., aspect-opinion or aspect-sentiment et.).

2.2 **Review Generation**

Review generation (Dong et al., 2017; Lipton et al., 2015), a generation task aiming to automatically generate review text, is a related area that generates reviews conditioned on the given information. While most of the previous approaches (Dong et al., 2017; Sharma et al., 2018) have framed review generation as A2T (Attribute-to-Text problem), leaving a gap between attributes (e.g., user, product, and rating) and linguistic data. To tackle this problem, Kim et al. (2020) proposed AT2T (Attribute-matched-Text-to-Text), by augmenting inductive biases of attributes with matching reference reviews to learn the rich representations of attributes.

2.3 **Aspect-level Sentiment Control**

Nevertheless, most of these works only focus on the sentence-level sentiments and ignore the aspect-level sentiment control and very few researchers studied generating reviews from fine-grained sentiments due to the lack of announced data. Zang and Wan (2017) gave the first attempt to generate reviews from aspect-sentiment scores, which requires the reviews with sentence-level aspect sentiment score annotations. This makes it impractical in real-world applications due to the lack of labeled data. To tackle this problem, Chen et al. (2021) proposed a mutual learning framework that enhanced the generation results with the assistance of a classifier.

3 **Method**

In this section, we introduce our fine-grained sentiment controllable text generation task together with a conditional generative model named **Aspect-level Sentiment Conditioner (AlSeCond)**, which trained with both labeled and unlabeled data to learn a fine-grained sentiment review generator with the assistance of a classifier.

Firstly, we give the formalization of our fine-grained sentiment controllable text generation task. Formally, giving a list of review aspect-opinion phrase pairs \( s = \{ \langle a_1, o_1 \rangle, \langle a_2, o_2 \rangle, \ldots, \langle a_n, o_n \rangle \} \), the task aims to generate a review text \( X \) comprising of \( m \) words \( (X = \{ x_1, x_2, \ldots, x_m \}) \), which presents each aspect phrase \( a_i \) and its corresponding opinion
phase \( o_i \) \((i \in \{1, 2, \ldots, n\})\) properly.

In this task, we have a labeled dataset \( L \) and an unlabeled dataset \( U \). In the labeled dataset \( L \), each labeled data \( l \in L \) comrises of a review text and a list of aspect-opinion phrase pairs \( s \), et. \( l=(X,s) \), while in the unlabeled dataset \( U \), each \( u \in U \) only contains a review text, et. \( u=(X) \).

In the following subsections, we first introduce our main framework about how to train a generator on both labeled and unlabeled dataset. Then, we explain our generator and classifier in detail.

### 3.1 Main Framework

To make full use of both limited labeled dataset and large unlabeled dataset, inspired by Chen et al. (2021), our proposed method in the basic of a text generator \( G \) additionally employ a sentiment classifier \( C \). The generator \( G \) generates a review text according to a series of given attributes including a prompt text together with a list of pairs each composed of one aspect phrase and one opinion phrase, representing the fine-grained sentiment. The classifier \( C \) is incorporated to extract all the fine-grained sentiments consisting of aspect and opinion phrases in each sentence through a sequence labeling schema, thus yielding pseudo labels for the unlabeled dataset. We assume that the generator can enhance itself by leveraging a large dataset with pseudo labels predicted by the classifier.

Specifically, following Chen et al. (2021), we adopt three steps to make full use of the large unlabeled dataset:

**Step 1:** We train both our generator and classifier on a limited labeled dataset to get \( G_0 \) and \( C_0 \), respectively.

**Step 2:** The \( C_0 \) is then used to extract the fine-grained sentiments in the large unlabeled dataset, thus yielding the pseudo labels for the next step’s training.

**Step 3:** Again, the generator is trained on the unlabeled dataset that is attached with pseudo labels. Finally, the generator is fine-tuned with the labeled dataset (used in Step 1) to get the final generator \( G_1 \).

As a result, we obtain an enhanced generator \( G_1 \) trained on both the limited labeled dataset and the large unlabeled dataset.

### 3.2 Generator

Unconditional language models (LMs) are trained on the huge amount of unlabeled text data to optimize the probability of \( p(x_1|\cdots|x_{t-1}) \) in an autoregressive manner (Manning and Schütze, 1999; Bengio et al., 2000) where \( x_i \) is the next token, \( x_1:x_{t-1} \) is the previous tokens including prompt text and generated text. While in the controlled text generation, the conditional distribution \( p(x_1|\alpha, x_1 : x_{t-1}) \) is optimized, where \( \alpha \) is the attribute for the model to control the generation.

To make use of the LM pre-trained with large unlabeled datasets, we need to infuse the attribute \( \alpha \) into the unconditional distribution \( p(x_1|\cdots|x_{t-1}) \). What’s more, the pre-trained Transformer-based language model GPT-2 (Radford et al., 2019) in recent years has demonstrated remarkable natural text generation in the auto-regressive manner. Thereby, to improve the generated texts’ quality, our generative model incorporate a pre-trained GPT-2 model as the “super-generator,” and we further use the fine-grained sentiment infusion blocks which are stacked in the AlSeCond to extend this pre-trained state-of-the-art language model’s decoder blocks.

Essentially, the GPT-2 model is stacked with numerous Transformer-Decoder blocks, each consisting of layer normalization (Ba et al., 2016), multi-head self-attention (Vaswani et al., 2017), and position-wise feed-forward operations. There-
fore, our AlSeCond’s block extend this kind of decoder block and incorporate a sentiment infusion operation together with our proposed query-hint mechanism to conditionally infuse the fine-grained sentiments into the next-token prediction process.

The sentiment infusion operation is performed inner the AlSeCond’s blocks. Specifically, the target fine-grained sentiment pairs $s0$ are appended to the head of the regular sequence $s1$ to form the $S$. This special appended sequence $S$ is then encoded to $h (h = [h0; h1])$, $h0$, $h1$ is the hidden representation of $s0$ and $s1$, respectively) through numerous AlSeCond’s blocks, thus $h_l^t$ perform its self-attention with the hidden states of regular sequence $h1$ for previous $t$ time steps and further all time steps of the fine-grained sentiment pairs $h0$. Therefore, the sentiment representation $h0$ is infused into the intermediate representation $h^t$ to control the next token logits ($o$) and hence the generation process.

Our AlSeCond’s block (detailed in the pink block in Figure 1) is a special Transformer-Decoder block that incorporates our proposed query-hint mechanism to guide the controlled generation process. Specifically, for a fine-grained sentiments appended hidden states $h = [h0; h1]$, its key, value, and a special hinted query matrix $(K, V, Q' ∈ R^{(l+x) × d}, l_x, t$ is the length of the appended sentiments and regular sequence, respectively) are computed to perform a query-hinted self-attention. Furthermore, during the computation of the hinted query $(Q')$ matrix, we infuse $K0 ∈ R^{l × d}$, the sentiments’ part of $K$, into $Q1 ∈ R^{t × d}$ at their corresponding time step as the query-hint:

$$Q = [Q0; Q1] = h * W_q^T$$
$$K = [K0; K1] = h * W_k^T$$
$$Q' = [Q0, Q1]$$
$$Q1 = fhint(K0, Q1) * W_q^T$$

$$fhint(K0, Q1) = Q1 + M_h [\begin{array}{c} \text{Mean}(K_{l1}) \\ \text{Mean}(K_{l1:l2}) \\ \vdots \\ \text{Mean}(K_{l1:n}) \end{array}]$$

where $M_h ∈ R^{t × n}$ is an adjacency matrix, representing which sentiment pair should be hinted for each time step in $Q1$, and $n$ is the number of sentiment pair. $l_a (a ∈ \{1, 2, \ldots, n\})$ is the end index of the $a-th$ sentiment pair in $S$. As a result, we guide the text generation by infusing the sentiment information into the generation process through the query-hinted self-attention operation.

### 3.3 Loss functions

**Generation loss function:** Through a LM training objective, we train our conditional generative model with the general generating loss term conditioned on previous $x_{t-1}$ and input sentiment information $s$:

$$L_G = − \sum_t \log[p(x'_t|s, x_{t-1})]|_{I^x(x_t)} \tag{2}$$

where $x'_t$ is the predicted token at time step $t$. $I^x(\cdot)$ is the index function of a vector.

**Sentiment control loss function:** To encourage the generator to output texts incorporating the input sentiment information (phrases), we train the generator additional with our proposed sentiment-control loss function. Specifically, for every aspect phrase $a$ and opinion phrase $o$ presented in the source text, the training loss is defined as:

$$L_{Senti} = L_a + L_o$$

$$L_a = − \sum_a \sum_t \log[p(Q(x'_t, Mask_{a,t})|I^x(x_{a,t})]$$

$$L_o = − \sum_o \sum_t \log[p(Q(x'_t, Mask_{o,t})|I^x(x_{o,t})] \tag{3}$$

$$Q(x, Mask) = Mask ⊕ p_{max}(x) + \phi_{o}$$

$$p_{max}(x) = MaxPooling(p(x))$$

where $L_a$ and $L_o$ are the losses for aspect and opinion term inclusion, respectively. $Mask_{a,t/o,t}$ is a one-hot vector with the size of $V$ (vocabulary size), and only the element in the index of $a_t/o_t$ is 1. $\phi_{o}$ is a hyper-parameter controlling how much the prediction of aspect/opinion terms should be enhanced. $p_{max}(\cdot)$ is a max-pooling operation with a kernel size of $l_t + 1$ ($l_t$ is the length of the target text). $⊕$ and $⊙$ represent element-wise product and XOR, respectively.

As a result, our final loss function comprehensively consider the loss of generation quality and the loss of sentiment control:

$$L_{total} = \lambda_G L_G + \lambda_{Senti} L_{Senti} \tag{4}$$

where $\lambda$ values are hyper-parameters controlling how much the loss terms dominate the training.
3.4 Hint-strategy

As mentioned in 3.2, we introduce a query-hint mechanism to further guide the generation towards sentiment inclusion. The strategy of query-hint is slightly different between the process of generating and training. During the training process, the corresponding time steps in the sentence are provided with query-hint according to the position of each sentiment information presented in the sentence. During the generation process, since the part of the sentence that has not been generated is unknown, query-hint should be allocated according to the generated part of the sentence. Specifically, for each casual sentiment pair, its aspect and opinion phrases have their own corresponding subsequence to provide query-hints. As shown in Figure 2 (e.g., 1 to 1), a sentiment pair’s member starts query-hint at the beginning of the sentence or the end step of the previous sentiment pair and closes before its own full-presenting. The hinted steps form a “hint-unit” (framed in the red dotted line in Figure 2).

In the source sentences, however, there are also some sentiment pairs that share the same phrase either in aspect or opinion (e.g., (food-great), (drinks-great)). Therefore, in order to make query-hint consistent in the training and generation process, given n sentiment pairs that share the same aspect/opinion phrase, their query-hints are merged to one “hint-unit”. As shown in Figure 2 (e.g., 1 to n), inner the “hint-unit”, each aspect/opinion phrase gives the query-hint sequentially.

3.5 Classifier

In this section, we give the task definition of Aspect Opinion Pair Extraction (AOPE) in the first place and then we briefly introduced the model architecture of our sentiment classifier C.

The task of AOPE aims to extract aspect terms and their corresponding opinion terms as pairs (Zhao et al., 2020; Chen et al., 2020). This task can be defined as follows: Given a sentence with m words \( X = \{x_1, x_2, ..., x_m\} \), the goal of this task is to extract all aspect-opinion pairs \( \tau = \{(a, o)\}_{n=1}^{\tau} \) from \( X \), where \( \{(a, o)\}_{n=1}^{\tau} \) is an aspect-opinion pair presented in \( X \) and the notations \( a \) and \( o \) denote an aspect term and an opinion term respectively.

The overall architecture of our classifier: two-dimensional interaction-based multi-task learning framework (2D-IMLF) is shown in Figure 3. Given an input sentence, two high-related work of the extraction task (aspect term extraction and opinion term extraction) are adopted to learn aspect-related and opinion-related features respectively. Then, to capture different interactive features of aspect terms and opinion terms, a 2D interactive represen-
We conduct experiments of aspect-opinion and ASTE-Data-V2 from Xu et al. (2020) and MAMS-ASTA, where ASTE-Data-V2: ASTE-Data-V2 from Xu et al. (2020), is originally come from SemEval Challenges (Pontiki et al., 2014, 2015, 2016), and contain both aspect and opinion labels in each review. Specifically, we union the 14Rest, 15Rest, and 16Rest included in the ASTE-Data-V2 as our labeled dataset. The statistics of the dataset are reported in Table 1.

MAMS-ASTA: From MAMS2 (Multi-Aspect Multi-Sentiment) (Jiang et al., 2019) is an aspect-level sentiment labeled dataset. Wherein, each data instance in MAMS-ASTA is labeled with at least two aspects and different sentiment polarities, while no opinion term is labeled. Therefore, by using our classifier to retrieve opinion phrases according to the original pairs of aspect-polarity, we also conduct aspect-level sentiment controllable text generation on MAMS-ASTA.

4.1.2 Unlabeled dataset

To ensure the training data in the related review domain, we use the Yelp’s review dataset3 as the unlabeled dataset and filtered out the sentences with a length greater than 150. Unlike the labeled datasets, the Yelp dataset did not contain fine-grained sentiment labels. Therefore, we only use the sentences in the unlabeled data and discard other items including user information.

4.1.3 Experimental Settings

Generator: In the experiment, we train our AlSeCond4 model extended from a pre-trained GPT-2 medium 345M model (Radford et al., 2019). The AlSeCond’s blocks clones the GPT-2 Transformer blocks’ parameters and settings. To ensure that the generator can generate any string, we apply Byte Pair Encoding (BPE) (Sennrich et al., 2015) for the inputs. The max generating length is set to 32. We tune the λ_gate together with λ_senti to 1 and 8, respectively. Adam (Kingma and Ba, 2014) is used for optimization, the batch size is set to 16, and the learning rate is set to 5e-5. During the period of G0, the generator is trained with the labeled and pseudo labeled dataset for 4 and 2 epochs, respectively. In the G1, the generator is fine-tuned with the labeled dataset for 24 epochs. The above steps are trained on a RTX A4000 GPU for 24 hours. We ran our model and baselines 5 times to average the scores.

Classifier: Following GTS (Wu et al., 2020), we combine a 300-dimension domain-general embedding from pre-trained GloVe (Pennington et al., 2014) and a 100-dimension domain-specific embedding trained with fastText (Bojanowski et al., 2017).
We conduct fluency evaluation on the generated texts with automatic metrics such as BLEU (Papineni et al., 2002), ROUGE (Lin, 2004), and METEOR (Lavie and Agarwal, 2007) which compare the similarity between the generated text and ground truth based on n-gram matching. Besides, the diversity of generations is also an important indicator. We measure diversity for the generated results with Dist-1,-2,-3 (Brockett et al., 2015) scores and Self-Bleu (Zhu et al., 2018).

### 4.3.2 Sentiment Evaluation:

As to measure the quality of sentiment containment in the generated sentence, we employ two metrics indicating whether the input sentiments are correctly expressed in the generated text.

**Coverage** (Cov): Just like in Lin et al. (2019), is the average rate of input sentiment pairs presented in the generated texts. This metric includes Cov-a, Cov-o, and Cov-ao representing the presenting rate of aspect, opinion, and aspect-opinion pairs, respectively.

**Accuracy** (Acc.): We use the external sentiment classifier (Jiang et al., 2019) trained on MAMS-ASTA to evaluate the rate about how many sentiment pairs are correctly expressed in the generated texts as the sentiment accuracy.

Table 2 shows the fluency and diversity evaluation results. From the results we can observe that: (1) Comparing with baseline models, our AlSeCond model extends from the GPT-2 achieves better performance in fluency evaluations. (2) Comparing results in diversity metrics, it can be observed that our AlSeCond model perform much better than the rest of baselines in the MAMS-ASTA dataset, which means the results generated by our model are less like the template-generated text than that generated by other models.

Table 3 shows the results of sentiment coverage and accuracy for generated texts. It is worth noting to initialize double word embeddings. We use Adam as optimizer and the learning rate is set to 5e-4. The batch size and dropout rate are set to 32 and 0.5, respectively. The number of hidden units in BiLSTM is set to 128.

### 4.2 Baselines

We compare with 5 baselines. **PPLM** (Dathathri et al., 2019) incorporates an attribute model BoW (bag of words) to steer a pre-trained GPT2 model towards increasing the generating probability of the target words. In this baseline, the BoW is formed with the words contained in the target sentiment pairs. Through prepending the task description before the input text, the state-of-the-art text-to-text model **T5** (Liu et al., 2019) is pre-trained with a multitask objective. Following this schema, we append the sentiment pairs into the prompt thus forming: "generate a sentence with $a_1$ is $o_1$, ...,$a_n$ is $o_n$,", and fine-tune the model with the target sentence. Its coverage of the input sentiment pairs in the baselines serves as an upper bound. Moreover, we also fine-tune **UniLM** (Dong et al., 2019), **UniLM-v2** (Piao et al., 2020) and **BERT-Gen** (Piao et al., 2020) in a similar sequence-to-sequence fashion with both the large unlabeled dataset and the limited labeled dataset.

### 4.3 Generated Quality Evaluation

#### 4.3.1 Fluency and Diversity Evaluation:

We conduct fluency evaluation on the generated texts with automatic metrics such as **BLEU** (Papineni et al., 2002), **ROUGE** (Lin, 2004), and **METEOR** (Lavie and Agarwal, 2007) which compare the similarity between the generated text and ground truth based on n-gram matching. Besides, the diversity of generations is also an important indicator. We measure diversity for the generated results with Dist-1,-2,-3 (Brockett et al., 2015) scores and Self-Bleu (Zhu et al., 2018).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Instance</th>
<th>#Positive</th>
<th>#Neutral</th>
<th>#Negative</th>
<th>Sentiment form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASTE-Data-V2-Rest</td>
<td>Train</td>
<td>2728</td>
<td>3400</td>
<td>241</td>
<td>1014</td>
</tr>
<tr>
<td></td>
<td>Val</td>
<td>668</td>
<td>841</td>
<td>76</td>
<td>248</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>1140</td>
<td>1497</td>
<td>120</td>
<td>376</td>
</tr>
<tr>
<td>MAMS-ASTA</td>
<td>Train</td>
<td>4297</td>
<td>3380</td>
<td>5042</td>
<td>2764</td>
</tr>
<tr>
<td></td>
<td>Val</td>
<td>500</td>
<td>403</td>
<td>604</td>
<td>325</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>500</td>
<td>400</td>
<td>607</td>
<td>329</td>
</tr>
<tr>
<td>Yelp</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Statistics of the labeled and unlabeled datasets. Sentence in the ASTE-Data-V2-Rest is labeled with aspect, opinion, and polarity, while in the MAMS-ASTA labeled with only aspect and polarity.

![Learning curves for fine-tuning models with the labeled dataset](image)

Figure 4: Learning curves for fine-tuning models with the labeled dataset. Note that the solid curves and the dotted curves are for the BLEU-4 and the Cov-ao changing with the number of fine-tune steps, respectively.
Table 2: Results for the fluency and diversity evaluation.

Table 3: Results for the sentiment evaluation. Note that Acc. is automatically evaluated by a external classifier.

Figure 5: Generated samples from the generative models.

5 Conclusion and Future work

In this paper, we propose a fine-grained sentiment controllable text generation method based on the pre-trained language model and the auxiliary sentiment classifier which utilizes both the labeled and unlabeled dataset to reach the aspect-level sentiment control in text generation. Our proposed query-hint mechanism and fine-grained sentiment control loss function have greatly enhanced the generator in controlling the sentiment during the text-generating process. Experiments on real-world datasets have demonstrated our generator’s ability to generate aspect-level sentiment controllable review statements with high quality and diverse syntax.

For future works, we will explore the controllable text generation for implicitly expressed fine-grained sentiments, since the query-hint mechanism proposed in this paper is only effective for explicitly expressed fine-grained sentiments.
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