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Abstract. We propose a gaze estimation method not from eye observa-
tion but from head motion. This proposed method is based on physio-
logical studies about the eye-head coordination, and the gaze direction is
estimated from observation of head motion by using the eye-head coor-
dination model trained by preliminarily collected data of gaze direction
and head pose sequence. We collected gaze-head datasets of from people
who walked around under real and VR environments, constructed the
eye-head coordination models from those datasets, and evaluated them
quantitatively. In addition, we confirmed that there was no significant
difference between the models from the real and VR datasets in their
estimation accuracy.
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1 Introduction

When we observe a person at a distance, we can often predict their gaze direction,
regardless of whether their eyes are clearly observed or totally hidden. Thus, we
can estimate gaze direction even without observing the eyes directly. Why is it
possible? What do we observe in fact to do it?

When a person gazes in a particular direction, they rotate both the head and
the eyeballs. Physiological research has revealed several types of coordination
between the eyeballs and head. For example, Fang et al. reported a significant
linear relationship between the rotation angles of the eyeballs and head [1,2].
Besides, in a further study, Okada et al. reported that the same relationship is
present even while walking [3]. The vestibulo-ocular reflex (VOR) [4] is another
well-known type of eye-head coordination. VOR is an unconscious reflex that
enables the stabilization of images on the retinas during head movement by pro-
ducing eye movements in the direction opposite to head movement, maintaining
the image at the center of the visual field. During natural vision, we uncon-
sciously control the eyeballs and head using these coordination functions. Thus,
implicit knowledge about eye-head coordination may also be unconsciously ap-
plied during the estimation of the gaze direction of others, utilizing information
about the position of the head.
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There are several existing methods for estimating gaze, which can be cate-
gorized into the following two approaches: model-based and appearance-based.
The model-based methods use 2-D or 3-D geometric eye models. Studies based
on corneal reflection-based methods [5-8] use 3-D models. In addition, several
methods have been developed for extracting features, including techniques that
extract pupil center or iris edges from 2-D eye images [9-12]. These methods
generally require comparatively high-resolution images, and so are not robust
for lower resolution images like those captured by commonly used surveillance
cameras. On the other hand, appearance-based methods use eye images directly.
Compared with the model-based methods, these approaches tend to be more ro-
bust at lower resolutions. Early appearance-based methods were based on several
assumptions, such as a fixed head position [13-17]. Recently developed methods
have less reliance on such assumptions by simultaneously estimating 3D head
pose [18-21]. All those methods are based on the measurement or estimation of
gaze by observing the eyes. However, the resolution and quality of images cap-
tured by commonly-used surveillance methods are insufficient for appearance-
based methods to process accurately. Thus, to our knowledge, no previous gaze
estimation method is appropriate for use with surveillance images.

In this paper, therefore, we propose a method for estimating gaze not from
eye appearance but from head motion because usually the head pose can be es-
timated more easily than the gaze direction due to a difference in their physical
sizes. Such an approach is valid also when the eyes cannot be observed since a
person wears glasses or is captured by the camera from his/her back. Moreover,
it would be used complementarily even when the eyes can be observed. To realize
such a method, we utilize physiological findings; there is an unconscious coordina-
tion mechanism between the eye and head motions. The proposed method trains
this eye-head coordination by collecting dataset of the eye and head motions and
applying machine learning techniques. More concretely, the gaze direction at a
particular moment is estimated from the head motion around that moment us-
ing the Gradient Boosting Regression [22]. To collect the gaze-head datasets,
we constructed two environments; real and VR environments. The real one is a
corridor-like space, where a participant wore eye-tracker and repeatedly walked
while gazing at several targets. As the VR one, we constructed an eye-tracking
VR system that has a participant wearing a VR goggle feel as if he/she was in
various scenes. We collected the gaze and head motion from multiple participants
to construct datasets, and quantitatively evaluated the gaze estimation accuracy
using the datasets and the proposed method. The experimental results revealed
that the eye-head coordination actually existed and the proposed method relying
on the coordination was effective for the gaze estimation.

2 Eye-Head Coordination

When a person shifts his/her gaze direction, he/she typically moves the head as
well as the eyeballs. Physiological researchers have reported a strong relationship
between head and eyeball motions. Thus, in natural behavior, the head and
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Fig. 1. Eye-head coordination

eyeballs do not move independently, but in a coordinated way, known as human
eye-head coordination [23,24].

Fang et al. reported that the rotation angles of the head and eyes exhibited
a significant linear relation [1,2]. In a further study, Okada et al. reported that
the same relationship was present while subjects walked [3].

The vestibulo-ocular reflex (VOR) [4] is another well-known coordination
system. VOR is an unconscious reflex that stabilizes images on the retinas during
head movement by producing eye movements in the opposite direction to head
movement, maintaining the image at the center of the visual field. Fig. 1 shows
a typical example of VOR. The red and blue curves denote the motion of the
eyeball and head, respectively, and the orange curve denotes the gaze direction,
which corresponds to the summation of the eyeball and head rotation angles.
When a person changes their attention to the right, the eyeballs initially move
quickly to the right. This motion (i.e., a saccade) captures an image of the target
in the center of the retinas. The head then follows the direction of movement,
moving less quickly than the eyeballs. During the head motion to the right, the
eyeballs turn to the left for stabilizing images on the retinas. This phenomenon
can be seen as a crossing of the red (eyeball) and blue (head) curves in the figure.
As a result, the head movement and gaze exhibit sigmoid-like curves.

3 Methods

To estimate gaze from the head movement, we need to define a model that
describes the eye-head coordination. While several studies have described such
models as control diagrams, however, they are too complicated to deduce a
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Fig. 2. The proposed method.

formulation analytically or are solely conceptual. Besides, as a fundamental lim-
itation of this approach, even complicated control diagrams cannot cover every
possible movement of the eyes and head, because of the high degree of variance
within and between participants.

Considering the drawbacks mentioned above of those top-down modeling, it
would be more useful to obtain the eye-head coordination using a bottom-up
approach that does not rely on examining the mechanisms of the eye-head coor-
dination. The proposed method thus trains the coordination as the relationship
between gaze direction at a particular moment T and a sequence of head di-
rection [T+ Ts : T + T¢] around that moment, as shown in Fig. 2. Gradient
Boosting Regression [22] is then applied to construct a model that estimates the
gaze direction from the head motion.

4 Datasets

For evaluation of the proposed method, we collected two types of gaze-head
datasets.

4.1 Real dataset

Considering the aim and expected applications of the proposed method, it would
be appropriate to evaluate our approach using surveillance images. It is difficult
to obtain ground truth information about the gaze direction of a person without
an eye-tracking device. However, if a person is wearing an eye-tracker, surveil-
lance images may look unnatural and affect the estimation of head pose. In this
paper, therefore, for quantitative evaluation we used a wearable eye-tracker, and
head pose was obtained not from surveillance images but using a camera po-
sition estimation technique with a head-mounted camera that was part of the
eye-tracker.



Gaze from Head: Gaze Estimation without Observing Eye 5

ngcC STOG0 121 |ROO O00:19:

Fig. 3. EMR-9 Fig. 4. Sight of EMR-9 camera.

(deg) Horizontal (deg) Vertical
a0

time(sec) time(sec)

Fig. 5. Real dataset. The black lines denote the measured head motion. The red lines
denote the measured gaze.

We collected data of gaze and head motion from people who walk around
under the real environment. We used NAC Inc. EMR-9 eye-tracker [25]. This
device is a binocular eye-tracker based on a pupil corneal reflection method [26].
With this system, binocular eye directions are described as points on the image
plane of the egocentric camera. Details of calibration for this device have been
described by Mitsugami et al. [27]. Fig. 4 shows an image captured by the cam-
era. Each participant walked back and forth along a straight 8m corridor, where
60 AR markers were located at various positions and orientations, enabling us to
obtain positions and poses of the cameras located anywhere in the environment.
There were also several gaze targets, and the participant was asked to repeatedly
gaze at each of them in accord with verbal instructions.
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Fig. 6. Experimental environment using VR system [28].

The camera positions in the global coordinate system were estimated from
captured videos using AR marker-based position estimation. Using the camera
position and its intrinsics, we transformed the gaze directions measured by the
eye-tracker into the global coordinate system. The gaze/head angles in the global
coordinate system were then transformed again into the person coordinate where
Z axis denotes their walking direction, which was obtained as a differential of
the camera trajectory. The videos had a frame-rate of 30 frames per second.

Fig. 5 shows examples of the gaze and head motions captured in this system.
We observed the gaze direction changes faster than head movement. We also
confirmed that this dataset contained more gaze and head changes in the hori-
zontal direction than in the vertical direction due to the locations of the targets.
Using this system, we collected the gaze and head motions from 8 participants.

4.2 VR Dataset

On the other hand, to evaluate our method with more datasets, we collected
data of gaze and head motion from people who walk around under the VR envi-
ronment. We used an eye-tracking VR system that can simultaneously measure
gaze direction and head position/poses from a user who experiences 6-DoF VR
scenes [28]. As shown in Fig. 6, a participant worn an eye-tracking VR goggle and
two controllers. The goggle is connected to a PC, and is calibrated using software
offered by its providers. Once the calibration finished, the position and pose of
the head, positions of both shoulders, and gaze direction were obtained in the
global coordinate system. The gaze and head pose were then transformed again
into the person coordinate system where Z axis denotes their chest direction,
which was obtained from positions of both shoulders.

We designed user experience so as that we could efficiently construct a large
dataset containing frequent gaze shifts and adequately long sequences of gaze
behaviors and head motions of many participants in various scenes. For main-
taining the scene variation, we implemented three realistic CG scenes, as shown
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in Fig. 7, where each participant was able to walk freely within the field of 2m
square. To collect unconstrained and natural data of the gaze and head motion,
we asked each participant to do the spot-the-difference tasks, as shown in Fig. 8.
In the first stage, a participant browsed a base scene walking freely to remember
the scene for a minute. In the second stage, a participant then browsed the same
scene but containing just a difference (e.g., a poster pasted on a wall, or a book
eliminated from a bookshelf), and tried to find the difference as quickly as pos-
sible. Although his/her chest, head, and gaze directions were measured in both
the first scene and the second scene, we used only the first scene data for training
and evaluation of the eye-head coordination modeling. This is because, in the
case of the second scene, the participant tends to move his/her eyeballs and head
faster than usual by the intention to search for a different part quickly, and were
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Fig. 9. VR dataset. The black lines denote the measured head motion. The red lines
denote the measured gaze.

considered unsuitable for acquiring natural coordination. The chest, head, and
gaze directions were measured with a frame-rate of 90 frames per second (fps)
by this system. They were resampled to 30fps to match the real dataset.

Fig. 9 shows examples of the captured gaze-head data in the VR system. In
addition, we confirmed that the VR dataset contained data of greater gaze/head
direction changes in the vertical direction than the real dataset. Thanks to this
system, it is easy to have participants experience various scenes, so that it is
easier to increase the number of participants, which is vital to make the coordi-
nation model more robust and general. We collected data from 16 participants.

5 Experiment

We constructed the eye-head coordination models by applying the proposed
method to the real and VR datasets and evaluated their performances. In this
experiment, T = —30(frame) (i.e., —1(sec)) and T, = 30(frame) (i.e., 1(sec)).

To confirm the gaze estimation performance of those models, we adopted
leave-one-subject-out cross-validation; we selected a participant for testing, and
used the other participants for training. We used Gradient Boosting for the
regression.

5.1 Qualitative evaluation

Fig. 10 show examples of the gaze estimation using the real and VR datasets;
the left and right graphs show the real and VR datasets, respectively. In both
graphs, the dotted blue curves (the estimated gaze direction) are close to the
red curves (the measured (ground truth) gaze direction).
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Fig. 10. Examples of the gaze estimation using the real and VR datasets (Left: real,
Right: VR). The black lines denote head motion. The dotted blue and red lines denote
the estimated gaze and ground truth, respectively.

5.2 Quantitative evaluation

To quantitatively evaluate the gaze estimation performance, we adopted leave-
one-subject-out cross-validation; we used a participant for testing, and the others
for training.

Table 1 and Table 2 show the mean absolute error (MAE) of the estimated
gaze direction. Table 1 and Table 2 show the mean absolute error (MAE) of
the estimated gaze direction using only the real and VR datasets, respectively.
The MAE values in the table are similar among different people, with no ex-
tremely large or small values. Thus, it was not necessary to adjust parameters
for each person, enabling us to use a consistent trained model. Our method was
thus able to estimate gaze direction across different people, which is a favorable
characteristic considering the use in real-world surveillance applications.

In addition, for evaluating the effectiveness of the proposed method, Table 3
and Table 4 show the performance of the case in which head direction was simply
regarded as the estimated gaze direction, referred to as the baseline method. As
shown in both tables, the proposed method outperformed the baseline.

5.3 Compatibility of the real and VR datasets

To confirm compatibility between the real and VR datasets, we used different
datasets for training and testing; estimating the real data using a model trained
by the VR data, and vice versa.

Table 5 shows the results when using the real dataset for testing and the
VR dataset for training, and Table 6 vice versa. We confirmed that the errors in
the vertical direction are larger than those in Table 1 and 2. This fact indicates
that the coordination models in the vertical direction obtained from the real and
VR datasets are not consistent. We consider, however, it is mainly because of
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Table 1. The performance of model using the real dataset.

MAE (deg)
ID |Horizontal|Vertical
01 8.0 8.2
02 6.5 6.6
03 7.4 8.6
04 8.7 8.6
05 6.9 6.9
06 7.6 7.9
07 8.3 8.0
08 6.4 6.4
Average 7.5 7.7

Table 2. The performance of model using the VR dataset.

MAE (deg)
ID  |Horizontal|Vertical
09 7.8 6.6
10 8.0 6.9
11 9.8 7.9
12 8.3 8.6
13 8.5 7.7
14 10.0 8.9
15 8.1 6.7
16 7.7 6.8
17 8.2 7.3
18 7.7 7.6
19 8.4 7.5
20 7.5 5.2
21 7.3 6.5
22 9.1 7.6
23 7.6 9.8
24 8.1 7.5
Average 8.3 74

the difference in location of the gaze targets; in the real environment the targets
were located at similar heights, while in the VR environment the participant saw
widely in the horizontal and vertical directions. As for the horizontal direction,
on the other hand, there is no large difference between the errors in Table 1, 2,
5 and 6, which are summarized in Table 7. We then applied the ¢-test to check
whether there was a significant difference between the real and VR datasets. As
a result, there was no significant difference (p > 0.05).

6 Conclusion

In this paper we proposed a novel approach for gaze estimation from head mo-
tion, by exploiting the eye-head coordination function revealed by physiological
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Table 3. Quantitative evaluation: the model using the real dataset.

MAE (deg)
Methods Horizontal | Vertical
Baseline (Assuming gaze dir. = head dir.) 9.3 9.2
Proposed (Gradient Boosting Machine) 7.5 7.7

Table 4. Quantitative evaluation: the model using the VR dataset.

MAE (deg)
Methods Horizontal| Vertical
Baseline (Assuming gaze dir. = head dir.) 9.9 8.9
Proposed (Gradient Boosting Machine) 8.3 7.4

Table 5. The performance of models. Test data was the real dataset and training data
was the VR dataset.

MAE (deg)
ID  |Horizontal| Vertical
01 8.4 11.2
02 6.4 9.8
03 7.4 9.3
04 8.5 8.8
05 7.0 9.7
06 7.3 12.0
07 6.9 5.5
08 6.5 9.9
Average 7.3 9.5

research. To analyze eye-head coordination, we propose a learning-based method
that implicitly learns the eye-head coordination from collected gaze and head tra-
jectories. By experiments using the datasets collected from people who walked
around under real and VR environments, we quantitatively confirmed that our
approach was effective for gaze estimation. This result indicated that the eye-
head coordination actually existed and thus the proposed method relying on the
coordination was effective for the gaze estimation. It was also important findings
that there was no significant difference between the models from the real and
VR datasets in their estimation accuracy.

As future work, we plan to increase the number of participants and variations
of scenes/tasks to analyze consistency or differences of the eye-head coordina-
tion in order to construct a general coordination model. In addition, we need to
find the optimum values for Ty and T,. It is also an interesting topic to extend
consumer VR goggles to those equipped with gaze estimation function. If the
gaze information can be obtained in those goggles, it gets possible to subjec-
tively present high-quality scenes by allocating resources preferentially to the
scene ahead of his/her gaze direction even in environments with limited graphic
resources, as described in [29].
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Table 6. The performance of models. Test data was the VR dataset and training data

was the real dataset.

MAE (deg)
ID |Horizontal|Vertical
09 8.6 9.8
10 8.2 10.2
11 10.1 10.0
12 8.8 10.7
13 9.1 9.0
14 10.0 10.5
15 8.6 10.8
16 8.3 8.4
17 8.8 10.5
18 8.8 9.0
19 9.0 9.4
20 7.8 10.1
21 7.9 10.1
22 9.6 11.1
23 7.9 10.9
24 8.9 11.2
Average 8.8 10.1

Table 7. Comparison of real and VR datasets (horizontal)

Test data

Real | VR
- Real 7.5 8.8
Training data VR 73 33
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