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Abstract

We find that the best publicly available LLMs001
like GPT-4, Claude, and PaLM 2 currently per-002
form poorly at basic legal text handling. We003
introduce a benchmark consisting of tasks that004
lawyers and paralegals would expect LLMs to005
handle zero-shot, such as looking up the text006
at a line of a witness deposition or at a subsec-007
tion of a contract. LLMs’ poor performance on008
this benchmark casts into doubt their reliability009
as-is for legal practice. However, fine-tuning010
for these tasks brings even a smaller model to011
near-perfect performance on our test set and012
also raises performance on a related legal task.013
These results suggest that many simple behav-014
iors needed for a domain may not be present in015
foundational LLMs, without additional engage-016
ment from subject matter experts.017

1 Introduction018

There has been much excitement about the poten-019

tial of large language models (LLMs) to handle020

complex reasoning tasks out of the box. In the021

legal domain, recent work has focused on LLMs’022

ability to perform self-contained, high-level tasks023

such as passing the bar exam, identifying hearsay024

evidence, or navigating the tax code. These results025

have led to predictions that LLMs will imminently026

revolutionize law practice.027

However, no prior work has investigated LLMs’028

ability to handle the most basic text tasks done in029

daily legal practice. To fill this gap we introduce a030

benchmark for Basic Legal Text (BLT) handling.031

BLT mimics simple tasks done by lawyers and par-032

alegals, including looking up citations to the record,033

finding statutory citations containing particular text034

or definitions, or finding the text in a contract that035

another lawyer has explicitly cited.036

Our code1 can generate nearly unlimited new037

examples. We release static train and test sets for a038

1 https://anonymous.4open.science/r/BLT-6C44

1: straight that I couldn’t do nothing.
2: Q. How did you get to your
3 : girlfriend’s house today?
4: A. She picks me up.
5: Q. How long have you guys been
6: together?
7: A. We’ve been together for four or
8: five years.
9: Q. Okay. Do you currently have
10: any doctors’ appointments scheduled?
11: A. I did yesterday, but not today.
12: Q. Like do you have another one
13: this week?
14: A. I have therapy tomorrow.
15: Q. Tomorrow?

What is the exact text of just line 10 above?

A. I did yesterday, but not today.

Figure 1: GPT-4 incorrectly answering a simple ques-
tion about a page from a line-numbered witness deposi-
tion transcript. Line numbers, exactly as shown above,
are passed to GPT-4, which incorrectly answers 23% of
such one-page, 15-line deposition retrieval prompts.

progression of window sizes (4k, 8k, 16k, 32k, 64k 039

and 128k tokens), as well as code that calls LLM 040

APIs, measures accuracy, and classifies errors. 041

By design, a paralegal, newly-minted lawyer, or 042

even non-subject matter expert could perform the 043

BLT tasks zero-shot at or near 100%. In contrast, 044

we find that even the most advanced publicly avail- 045

able LLMs show poor zero-shot performance out 046

of the box on BLT. But fine-tuning a less-advanced 047

model, GPT-3.5-turbo, on BLT’s training set leads 048

to near-human (i.e., 100%) performance. This in- 049

dicates that (1) LLM training sets have not been 050

designed with essential text manipulation tasks 051

in mind, but (2) one might enumerate such tasks 052

alongside a domain expert to improve LLMs. 053
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2 Background054

2.1 Why Care About Law?055

Law is a largely text-based profession, so it is often056

used to demonstrate advances in natural language057

processing in general and LLMs specifically. For058

example, OpenAI’s GPT-4 technical report (Ope-059

nAI, 2023b) mentioned only a single benchmark in060

the abstract itself: GPT-4 had passed the bar exam,061

with the score in the 90th percentile.062

OpenAI’s developer livestream by co-founder063

Greg Brockman introducing GPT-4 (OpenAI,064

2023a) used four examples to show GPT-4’s ca-065

pabilities. In one, Brockman prompted GPT-4 with066

several sections of U.S. tax law and had it calculate067

the taxes of hypothetical taxpayers Alice and Bob.068

Brockman proclaimed that GPT-4 can “do taxes.”069

Subsequent authors have raised doubts about070

these achievements. Martínez (2023) questions071

the statistics behind GPT-4 getting in the 90th per-072

centile on the bar exam. Tax lawyers noted that073

GPT-4 in the livestream actually got the wrong074

answer for Alice and Bob’s taxes (Zhang, 2023).075

2.2 Legal Use of LLMs076

Legal NLP is concerned with a diverse range of077

tasks, reflecting the diversity of tasks lawyers per-078

form. Examples include legal judgment predic-079

tion (Chalkidis et al., 2019; Xiao et al., 2018;080

Medvedeva and McBride, 2023), contract review081

(Hendrycks et al., 2021), document review (Lewis082

et al., 2023), and retrieving relevant case law (Kim083

et al., 2022). There has been extensive discussion084

of how NLP can benefit the legal system (Zhong085

et al., 2020; Aidid and Alarie, 2023). LLMs have086

been deployed for a wide range of legal tasks, in-087

cluding case analysis (Savelka et al., 2023), dis-088

covery (Pai et al., 2023), and analyzing contracts089

(Roegiest et al., 2023).090

Many legal benchmarks for LLMs have been091

created (Chalkidis et al., 2022; Fei et al., 2023),092

with many incorporated into the broad LegalBench093

project (Guha et al., 2022). These are all much094

higher-level tasks than BLT, including identifying095

testimony to which the hearsay doctrine applies or096

whether contractual terms impose particular restric-097

tions (Hendrycks et al., 2021).098

The SARA (StAtutory Reasoning Assessment)099

dataset is one of the higher-level tasks in Legal-100

Bench (Holzenberger et al., 2020). It consists of101

nine tax-related sections of the U.S. Code, plus102

376 hand-crafted “cases” consisting of facts and103

a question that can be unambiguously answered 104

applying the nine sections to the facts. Because 105

SARA is a higher-level task clearly predicated on 106

lower-level text handling (specificially, finding text 107

at a citation), we use it to measure the effectiveness 108

of fine tuning with BLT, discussed in Section 5. 109

LLMs have seen much of the internet during 110

their training. To evaluate LLMs’ ability to handle 111

novel legal questions, Nay et al. (2023) generate 112

synthetic multiple-choice legal questions. Simi- 113

larly, to test whether LLMs can handle truly novel 114

legal texts, Blair-Stanek et al. (2023) generate 115

synthetic sections constructed with nonces (pho- 116

netically plausible nonsense words) and probed 117

GPT-3’s ability to reason over these synthetic sec- 118

tions. BLT incorporates such synthetic sections, 119

albeit for simpler tasks than statutory reasoning. 120

2.3 LLMs in Practice 121

Several LLM-testing benchmarks like BigBench 122

(Srivastava et al., 2023) have included basic word 123

handling tasks like word sorting and returning spec- 124

ified sentences from passages. LLMs can solve 125

quite complicated tasks by being prompted to pro- 126

vide a chain of thought (Kojima et al., 2022), in- 127

cluding in the legal domain (Yu et al., 2022). More 128

generally, choosing the appropriate way to prompt 129

LLMs, called prompt engineering, often has a sub- 130

stantial impact on LLM performance (White et al., 131

2023; Liu et al., 2023b). A complementary ap- 132

proach has been to decompose the task at hand into 133

tasks the LLM can handle (Dua et al., 2022; Khot 134

et al., 2023). This involves appropriate prompting. 135

LLMs have been trained or otherwise induced to 136

use “Tools” (Schick et al., 2023; Paranjape et al., 137

2023). For example, an LLM might detect that 138

it needs to call a calculator tool to handle a math 139

problem posed to it in text form. In theory, tools 140

could be written to handle the BLT tasks and then 141

be integrated into LLMs. But the BLT prompts 142

are oversimplified versions of tasks lawyers need 143

LLMs to do seamlessly. A lawyer will not ask 144

an LLM for the citation to the record where the 145

plaintiff says “I have therapy tomorrow.” But a 146

lawyer might expect an LLM to insert a citation to 147

the record that proves a plaintiff receives care for 148

psychological problems, and a basic text-matching 149

tool would not handle that. 150

Some of BLT’s prompts are quite long, which is 151

realistic because lawyers often handle long texts. 152

Liu et al. (2023a) investigated how LLMs handle 153

long prompts. They found that LLMs’ accuracy 154
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followed a U-curve with respect to the informa-155

tion’s position, with information in the middle of156

the prompt used much less than if it were at the start157

or end. They connected this to the “serial-position”158

effect exhibited by humans, who best remember159

material presented near the beginning or end.160

3 The BLT Benchmark161

The BLT benchmark involves three different types162

of legal text, each of which has between two and163

five different tasks run on it.164

3.1 Deposition Transcripts165

In litigation in the U.S., depositions of witnesses166

under oath are a key factfinding tool.2 The deposi-167

tions typically occur in lawyers’ offices and allow168

lawyers to ask witnesses questions on virtually any169

topic. Professional court reporters transcribe the170

depositions into transcripts, typically with 25 num-171

bered lines per page,3 often running over 100 pages172

for a single witness deposition. Attorneys must cite173

relevant portions of the resulting transcripts in sub-174

sequent motions, such as those asking the court to175

grant their side summary judgment.4 Portions of176

transcripts are cited by page and line number.5177

One basic legal text-handling task a lawyer must178

do, in constructing a motion, is finding the page179

and line of a transcript where particular text ap-180

pears. This motivates the text→cite task, where181

the prompt consists of one or more pages of ac-182

tual deposition transcript followed by the question,183

“What are the page number and line number of the184

line above with the text "__"?” To ensure there is185

only one clearly correct answer, prompts are never186

constructed asking about lines with less than four187

words, that are subsets of another line, or that are188

too similar to other lines (defined as Levenshtein189

distance under four (Levenshtein et al., 1966)).190

The converse is another basic text-handling task:191

given a citation to a transcript, find the text at the192

cited location. Lawyers must do this basic task193

in order to evaluate the opposing side’s motions.194

Paralegals do it on their side’s own motions before195

submitting them (ProParalegal, 2017). This moti-196

vates the cite→text task, where the prompt consists197

of one or more pages of a deposition transcript fol-198

lowed by the question “What is the exact text of199

2Federal Rule of Civil Procedure 30.
3U.S. Court Reporters Association Manual, Section 18.8
4Federal Rule of Civil Procedure 56(c)(1)(A).
5See Bluebook Rule B17.1.2 (Bluebook, 2020).

just line __ of page __ above?” An example of 200

GPT-4 failing this task appears in Figure 1. 201

BLT’s deposition transcript tests are built from 202

a novel corpus we constructed of 33,176 lines of 203

actual deposition transcripts filed with federal dis- 204

trict courts and downloaded via Bloomberg Law 205

from the Public Access to Court Electronic Records 206

(PACER) system. They are from a variety of 207

cases; our main criterion was that the transcripts 208

be cleanly OCR’ed and could be fully cleaned with 209

regular expressions. This corpus can be extended 210

ad infinitum by others by downloading further tran- 211

scripts and cleaning them, as deposition transcripts 212

are likely not copyrightable.6 The existing page 213

and line numbers are stripped out, and random 214

spans of appropriate length are selected, with new 215

page numbers and line numbers, in case the LLM 216

saw the original numbering during training. 217

The size of the prompt is scalable, which was a 218

key goal of BLT. For BLT-4k (the version fitting 219

within a 4,000 token window), we use a mix of 220

1 and 2 page subsets of depositions.7 Larger ver- 221

sions have larger subsets. For BLT-128k, we use 222

a mix of 120 and 140-page subsets of depositions. 223

Appendix B details the sizes used. 224

3.2 Synthetic Sections 225

Lawyers regularly work with hierarchical text, in- 226

cluding statutes, contracts, regulations, treaties, 227

court rules, and corporate charters. Hierarchical 228

text is often organized into sections, subsections, 229

paragraphs, subparagraphs, etc. Being able to nav- 230

igate such hierarchical text is a basic legal text- 231

handling task required of all lawyers, whether they 232

are litigators arguing that a statute applies to their 233

case or are transactional lawyers negotiating the 234

terms of a contract. 235

We generate synthetic hierarchical sections, fol- 236

lowing the approach of Blair-Stanek et al. (2023). 237

They use repeated application of the logical form 238

A ⇒ B, with two parameters: depth, the max- 239

imum number of times it is applied; and width, 240

the number of times it is applied to each B. The 241

terms defined are nonces that are not real words 242

but are pronounceable. These synthetic sections 243

6Lipman v. Massachusetts, 311 F. Supp. 593 (D. Mass.
1970); 1 Nimmer on Copyright §5.12[C] (2023 ed.). Even in
the unlikely event transcripts are copyrightable, this use of
them is likely fair use. 17 U.S.C. §107.

7For the 1-page subsets, only the line number is involved
(i.e., not any page number). The 1-page subsets are followed
by “What is the line number of the line above with the text
"__"?” and “What is the exact text of just line __ above?”
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Section 5217. Definition of cleight.
(a) General rule. The term "cleight" means any
baitisolist or any roussiont.
(b) The term "baitisolist" means any ballinated or
any caset.
(c) The term "roussiont" means any dicemercu or
any accodpoileare.

What is the exact citation above where the term
"roussiont" is defined? (Use standard legal format-
ting like section 1001(b)(2)).

Section 5217(b)

Figure 2: Example of GPT-4 incorrectly answering
defined→cite question with a 2-deep, 2-wide synthetic
section. The correct answer is “section 5217(c)”.

can be arbitrarily large, by adjusting the width and244

depth, thus making tasks based on them scalable245

to different-sized token windows. For example,246

BLT-4k has synthetic sections ranging from 2-wide,247

2-deep, as in Figure 2, which are very short, up to248

3-wide, 4-deep, which takes up much of the 4k249

token window. At the highest end, BLT-128k has250

a variety ranging from 60-wide, 2-deep to 5-wide,251

5-deep, which (because size is exponential with re-252

spect to depth) takes up much of the 128,000-token253

window. For the full list of sizes in each BLT-*,254

see Appendix A. Being synthetic ensures they are255

novel and not seen by LLMs during training. This256

simulates the challenges faced by lawyers in han-257

dling newly drafted contracts, legislation, or other258

hierarchical text. Nearly unlimited quantities of259

synthetic sections of any size can be generated.8260

A basic legal text-processing skill is finding the261

citation, in a hierarchical text, of the text to which262

you are pointing a court or another lawyer. This263

motivates applying the text→cite task on synthetic264

sections, where the prompt consists of one syn-265

thetic section followed by the question “What is266

the exact citation above of the text "__"? (Use267

standard legal formatting like section 1001(b)(2)).”268

The code to generate synthetic sections guarantees269

there is only a single correct answer.270

The converse legal skill is, given a hierarchical271

citation, finding the text at it. Hence we apply272

the cite→text task to synthetic sections, with the273

prompt consisting of one synthetic section followed274

by the question “What is the exact text of just sec-275

8There are 9000 nonces available, so, for example, there
are approximately 10197 possible unique synthetic statutes
with 50 nonces.

tion __ above?” 276

We ask this question only of “leaves” in the 277

statute, meaning they have no subsections under- 278

neath them. This ensures there is only a single 279

correct answer. For example, suppose that section 280

573(a) was not a leaf, perhaps with paragraphs 281

573(a)(1) and 573(a)(2) underneath it. If you asked 282

for the text of section 573(a), it is ambiguous 283

whether you should also return the text of 573(a)(1) 284

and 573(a)(2) as well. Such ambiguity is avoided 285

by considering only leaves. 286

We also include two other basic legal text- 287

handling tasks on the synthetic sections. Terms are 288

defined in hierarchical texts and often referenced 289

elsewhere in the same hierarchical text. Lawyers 290

must be able to cite a term’s precise definition. 291

With defined→cite, the prompt is one synthetic 292

section followed by the question “What is the exact 293

citation above where the term "__" is defined? (Use 294

standard legal formatting like section 1001(b)(2)).” 295

Conversely, when given such a citation by another 296

lawyer, a lawyer must be able to find the term, 297

which motivates cite→define. There, the prompt 298

is one synthetic section followed by the question 299

“What is the term defined at section __?” An exam- 300

ple of GPT-4 incorrectly answering a defined→cite 301

problem appears in Figure 2. 302

3.3 U.S. Code 303

The U.S. Code is the official compilation of gen- 304

eral and permanent U.S. federal statutes.9 The U.S. 305

Code is a large corpus of hierarchical text. We 306

apply to the U.S. Code all four tasks that we ap- 307

plied to synthetic sections: text→cite, cite→text, 308

defined→cite, and cite→defined. For these four 309

tasks on the U.S. Code, the prompt is the same as 310

for synthetic sections. 311

During training, LLMs have doubtless seen all 312

of the U.S. Code, which is not copyrighted10 and 313

is publicly available on multiple websites. To test 314

whether LLMs’ familiarity with U.S. Code sections 315

causes errors, we add a fifth test for U.S. Code 316

sections: cite→amended. In all but one respect, 317

this test is identical to cite→text, in that it has the 318

text of one or more sections and asks “What is the 319

exact text of just section __ above?” about a leaf. 320

The sole difference is that we make a small but 321

semantically-important change to the text in that 322

leaf to see if the LLM returns the original text or the 323

9Congress makes it available in XML form at https://
uscode.house.gov/download/download.shtml.

1017 U.S.C. §105
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changed text (which is the correct answer). This324

tests a basic legal skill: applying a given newly-325

amended statute, rather than its old version. If the326

leaf contains any numbers, we add or subtract one327

from the last appearing number.11 Otherwise, we328

tweak the last appearing citation from, say, “(D)”329

to “(A)”. Otherwise, we toggle the last “and” to330

“or” or vice versa. Otherwise, we toggle the last331

“shall” to “may” or vice versa.12 If none of these332

changes are available, we insert “unless otherwise333

provided by section 101,” at the start of the leaf.334

For all tasks on the U.S. Code, we do not use sec-335

tions containing tables, which are not purely text.13336

We do not use sections with quoted hierarchical337

text such as model contracts, which are hard for338

even a human lawyer to read.14339

For text→cite, we do the same test as with tran-340

scripts, not using lines that are under four words341

long, are subsets of any line appearing elsewhere342

in the prompt, or that have a Levenshtein distance343

under four from another line in the prompt. For344

defined→cite, we do not use terms defined in more345

than one place in the prompt. We never use any of346

the cites that Congress has sloppily added twice.15347

Unlike synthetic sections, which can be gener-348

ated in unlimited quantities in arbitrarily large sizes,349

there are a limited number of U.S. Code sections.350

But it is a huge corpus, with 43,916 sections that351

meet the criteria discussed above, 447,037 leaves,352

and 23,562 unique definitions. Although 94% of353

sections are under 2,000 GPT-4 tokens, that still354

leaves 2,602 sections over 2,000 tokens, including355

813 sections over 4,000 tokens and 196 sections356

over 8,000 tokens. When there are insufficient357

numbers of large enough sections, we can generate358

prompts of any desired size ad infinitum by adding359

randomly selected other sections of approximately360

the same size. We randomly shuffle the order of the361

sections in the prompt so that the target section’s362

position is not a cue to the model.363

Having multiple sections in a prompt resembles364

how Brockman pasted nine tax-related sections365

into GPT-4 during his livestream. This is realis-366

tic: lawyers handling real-world issues often must367

11We never move from 1 to 2 or from 2 to 1 since that would
also require changing singular nouns to plural or vice versa.

12In legal phrasing, the distinction between “may” and
“shall” is extremely important (Garner, 2019).

13For example, 26 U.S.C. §1 containing income tax tables
is not used. 5,946 sections are excluded for this reason.

14Examples include 5 U.S.C. §9507 and 25 U.S.C. §5329.
15E.g., there are two subsection (e)’s in 42 U.S.C. §1397hh.

apply several statutes in conjunction, not just one.16 368

3.4 General Considerations 369

For each of the 11 tests, and for each possible size 370

(ranging from BLT-4k to BLT-128k), we generate 371

a training/test split of 1000/100 prompts.17 372

Why only 100 test prompts for each test split? 373

Three reasons. First, there are 11 tests, thus 1,100 374

test prompts for each size of BLT-*. Second, 375

the cost of calling GPT-4 with just 1,100 BLT- 376

8k prompts with around 5,000 tokens per prompt 377

is already nontrivial. Third, any LLM deployed 378

for real-world legal practice really should be at or 379

near 100%, and as accuracy approaches 100% the 380

t-statistic goes to zero. 381

We have publicly released all test and train 382

files.18 We retain no “held out” additional test 383

splits, because our code can generate nearly un- 384

limited additional test data simply by changing the 385

random seed and by adding further OCR’ed depo- 386

sition transcripts. 387

4 Results and Discussion 388

We tested three models from OpenAI: GPT-3.5- 389

turbo, GPT-4, and GPT-4-turbo.19 From Google, 390

we tested two variants of PaLM 2: chat-bison-001 391

and chat-bison-32k. From Anthropic, we tested 392

Claude-2.1. 393

Table 1 contains the results on all sizes of BLT-* 394

that each model can handle. All tests were by API 395

call, with temperature set to 0. Each number in Ta- 396

ble 1 (other than the mean and numbers in parenthe- 397

ses) corresponds to 100 calls to the relevant LLM’s 398

API. Our code measures accuracy with forgiving 399

rules, ignoring case and whitespace. Our code uses 400

handwritten rules to classify errors, a feature we 401

draw on in the discussion below. 402

Every model achieves lower accuracy on larger 403

sizes of BLT-*. GPT-4 and GPT-4-turbo generally 404

outperformed others, although Claude-2.1 slightly 405

outperforms GPT-4-turbo on BLT-64k and -128k. 406

16E.g., Home Depot U.S.A., Inc. v. Jackson, 139 S.Ct. 1743
(2019), involved the interplay of 28 U.S.C. §§1441, 1446, and
1453.

17Thus on BLT-4k there are 11×100 = 1, 100 test prompts,
spread across 11 JSONL files, as well as 11 × 1, 000 =
11, 000 training prompts across 11 JSONL files.

18BLT-4k fits on Anonymous Github: https:
//anonymous.4open.science/r/BLT-6C44/Data/BLT4k/.
Links to all versions will be added upon acceptance.

19Specifically, GPT-3.5-turbo-1106, GPT-4-0613, and GPT-
4-1106-preview respectively.
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mean

BLT-4k

GPT-3.5-turbo 53 32 72 38 83 79 89 52 56 (0) 77 98 66.3
GPT-4 82 78 88 97 90 100 98 93 93 (0) 98 100 92.5
GPT-4-turbo 87 88 85 63 76 95 98 84 77 (7) 96 99 86.2
chat-bison-001 82 18 61 48 95 78 22 61 63 (1) 7 95 57.3
chat-bison-32k 84 29 7 77 37 92 83 90 89 (1) 81 97 69.6
Claude-2.1 54 38 74 71 78 85 97 87 87 (1) 96 95 78.4

BLT-8k

GPT-3.5-turbo 24 17 19 20 65 52 63 58 56 (1) 69 89 48.4
GPT-4 44 26 64 49 82 83 94 74 76 (0) 88 97 70.6
GPT-4-turbo 57 53 66 45 75 74 94 80 71 (3) 98 99 73.8
chat-bison-001 36 7 1 2 2 41 15 35 35 (1) 10 66 22.7
chat-bison-32k 59 6 9 29 48 59 70 83 86 (1) 80 89 56.2
Claude-2.1 35 11 58 51 70 54 91 81 79 (4) 94 92 65.1

BLT-16k

GPT-3.5-turbo 7 5 25 12 67 57 38 36 36 (1) 50 77 37.3
GPT-4-turbo 30 20 78 36 83 83 90 64 58 (5) 93 95 66.4
chat-bison-32k 42 6 36 30 69 57 25 54 52 (2) 43 58 42.9
Claude-2.1 21 5 64 48 76 61 82 66 65 (4) 85 85 59.8

BLT-32k
GPT-4-turbo 23 11 42 7 64 63 77 38 36 (1) 82 85 48.0
chat-bison-32k 13 0 8 10 39 32 12 32 36 (0) 30 36 22.5
Claude-2.1 20 3 45 24 54 38 76 45 43 (3) 71 70 44.5

BLT-64k
GPT-4-turbo 17 4 27 10 60 54 51 19 16 (4) 55 66 34.5
Claude-2.1 5 1 52 26 56 35 58 31 29 (4) 55 66 37.6

BLT-128k
GPT-4-turbo 9 3 3 0 20 17 34 12 12 (0) 51 56 19.7
Claude-2.1 10 0 11 3 16 21 47 21 18 (1) 45 60 22.9

Table 1: Accuracy in percent of several models against all the different sizes of BLT. Since each size’s test split
consists of 100 prompts (with answers) for each of the 11 tests, all numbers other than the mean are both the number
correct and the percent accuracy. Under cite→amended, the number in parentheses is how often the model erred by
returning the unamended U.S. Code text rather than the amended text provided to the model in the prompt, results
that Subsection 4.5 discusses further.

4.1 GPT-4 on transcript text→cite407

GPT-4 got only 82 of the 100 transcript text→cite408

test cases correct for BLT-4k. To further inves-409

tigate this poor performance, we generate 1,000410

new prompts in the same format (25-lines per page,411

with half being one-page and half being two-page).412

GPT-4 achieves 87.5% on these 1,000. Qualita-413

tively, most errors are either identifying the line414

after the correct one or before the correct one. The415

full error breakdowns are in Appendix D.416

The biggest determinant of performance is417

whether the transcript was a single page or two418

pages. GPT-4 correctly answered 91% of single-419

page transcript prompts, but just 84% of 2-page 420

transcript prompts. This makes sense, since 2-page 421

transcripts have 50 lines of text, whereas 1-page 422

transcripts have just 25 lines of text. (An exam- 423

ple of GPT-4 getting a wrong answer on a 2-page 424

transcript appears in Appendix C.) 425

To see whether GPT-4 is confused solely by the 426

greater number of lines or by having the text split 427

into two pages, we generate 500 new prompts with 428

single pages but with 50 lines per page. (In other 429

words, the transcript quotation is all one page, but 430

with line numbers starting at "1:" and ending at 431

"50:", followed by the question). We find GPT-4 432

achieves 84.8% accuracy, nearly identical to the 433
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Figure 3: Graph of location of relevant line versus ac-
curacy on both transcript cite→text and text→cite on
5,000 prompts to GPT-4.

two-page transcripts, indicating the problem with434

them is length, not being split into two pages.435

To investigate how the location, within the tran-436

scripts, of the text impacts accuracy, we generate437

5,000 new two-page prompts, and run against GPT-438

4. The results are the red dashed line in Figure 3.439

We see a generally downwards trend.440

We also perform a sensitivity analysis, trying441

four question formats other than the standard442

“What are the page number and line number of443

the line above with the text "__"?” after the quota-444

tions. (Details in Appendix E.) We find the biggest445

improvement (from 82% to 99%) simply by swap-446

ping the question from the end to the beginning and447

changing “above” to “below”. We tried the same448

switch – moving the question from the bottom to449

the top – for all of BLT-4k and re-ran against GPT-450

4. The results are in Appendix F. It seems the huge451

improvement in transcript text→cite was anoma-452

lous; moving the question from the end to the start453

actually hurt performance in 7 of 11 tasks. But we454

do see that GPT-4 is quite sensitive to whether the455

question is at the start or end of the prompt.456

4.2 GPT-4 on transcript cite→text457

GPT-4 also performed poorly (78%) on transcript458

cite→text for BLT-4k. To further investigate, we459

created 1,000 new prompts in the same format.460

GPT-4 got 75.7% accuracy on these 1,000. We461

found little difference between one-page and two-462

page transcripts, on which GPT-4 got 76.6% and463

74.8% respectively. We also created 1,000 new464

prompts that were one page, with just 15 lines on465

the page (as opposed to the normal 25). GPT-4466

got 77.5% on those shorter transcripts, suggesting467

(b
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Figure 4: Graph of location of requested cite versus ac-
curacy for 5,000 cite→text prompts, all using 3-wide, 4-
deep synthetic sections, which are 127 lines long. Note
that each first subdivision (e.g., (a), (1)) is used for a
"General Rule" that has few lines, so such subdivisions
are not included in this graph.

a slight accuracy improvement as the number of 468

lines decreases, an intuitive result. 469

To investigate how accuracy varies with the lo- 470

cation of the requested cite, within the transcripts, 471

we generate 5,000 new two-page prompts, and pass 472

them to GPT-4. The results are the solid blue line 473

in Figure 3. We see a trend towards lower accuracy 474

further into the transcript, with higher accuracy 475

near the beginning and end of each page. 476

4.3 Poor Performance on synthetic cite→text 477

Several models have their worst performance, 478

among synthetic section tasks, on cite→text. Each 479

BLT-* has a variety of different size sections, 480

shown in Appendix A. Some of the worst BLT-4k 481

performance is on 3-wide, 4-deep synthetic sec- 482

tions. To see if location within the section plays a 483

role in accuracy, we generated 5,000 prompts using 484

3-wide, 4-deep synthetic sections, and we ran all 485

against three models with particular problems on 486

this task. The results are in Figure 4. There is no U- 487

pattern or other discernable pattern. We found the 488

same lack of discernable pattern in accuracy ver- 489

sus location with all models and all tasks involving 490

either synthetic sections or the U.S. Code. 491

4.4 GPT-4 on synthetic text→cite 492

GPT-4 has lackluster performance on synthetic 493

text→cite. The most common error20 is getting 494

a single portion of the hierarchical citation wrong. 495

For example, when the correct answer was “sec- 496

tion 2553(b)(2)(B)(i)”, GPT-4 returned “section 497

20See Appendix H for more detail.
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2553(b)(1)(B)(i)”. In the legal context, such mis-498

takes are serious, as these two citations refer to499

entirely different portions of section 2553.500

4.5 Problem Revealed by cite→amended501

Recall that for cite→amended we make a minimal502

but semantically-important change to the subsec-503

tion of the U.S. Code section being requested. The504

correct answer is returning the subsection’s text505

with this amendment. Many of the errors involve506

returning the text of the wrong subsection. But one507

type of error is particularly concerning: an LLM508

returning the subsection without the amendment,509

presumably relying on the original U.S. Code text510

seen during training. In practice, this error means511

that, even if a lawyer or paralegal fully pastes in512

the new version of legislation, the LLM ignores it,513

giving inaccurate help with the amended text.514

The occurrence of this error is in parentheses515

under the cite→amended column in Table 1, show-516

ing that several LLMs make this error a nontrivial517

number of times. To investigate further, we gener-518

ated 1,000 new cite→amended prompts. On these,519

GPT-4-turbo returned the original text 44 times520

(4.4%), Claude-2.1 did so 17 times (1.7%), and521

chat-bison-32k did so 4 times (0.4%).522

5 Fine-Tuning523

We fine-tune the 4,000-token version of GPT-3.5-524

turbo, since we have not been granted fine-tuning525

access to more powerful models. Because we are526

limited to 4,000 tokens, we naturally do fine-tuning527

with BLT-4k’s training set. For each of the 11 task528

types, BLT-4k has a training set with 1,000 prompts529

and answers, for a total of 11,000. Of these, we use530

90% for training. We train for two epochs with the531

default learning rate. The results of the fine tuning532

are in Table 2. We find that fine-tuning brings GPT-533

3.5-turbo, which is not OpenAI’s most advanced534

model, to near the 100% performance expected of535

lawyers and paralegals.536

We tested how this fine-tuned GPT-3.5-turbo per-537

forms on SARA, using the 276 cases where the538

answer is entail/contradict. Each prompt consists539

of each U.S. Code section(s) mentioned in the case,540

plus the facts (i.e., the premise) and the hypothesis541

(i.e., the question). Without fine-tuning, GPT-3.5-542

turbo’s accuracy was 54.3% (150 / 276), but with543

our fine-tuning it rises to 60.9% (168 / 276). Quali-544

tatively, the fine-tuned model’s answers focus more545

clearly on applying just the relevant statutory pro-546

text and task
not

tuned fine-tuned

transcript text→cite 53 100
transcript cite→text 32 99
synthetic text→cite 72 98
synthetic cite→text 38 100
synthetic defined→cite 83 100
synthetic cite→defined 79 100
uscode text→cite 89 100
uscode cite→text 52 100
uscode cite→amendedtext 56 100
uscode defined→cite 77 100
uscode cite→defined 98 100

Table 2: Results of fine-tuning GPT-3.5-turbo on 9,900
training samples from BLT-4k. Both numerical columns
contain percent accuracy on BLT-4k’s test prompts.
Fine-tuning GPT-3.5-turbo improves it to near perfect.

visions, which leads it to answer more questions 547

correctly. An example is in Appendix I. 548

6 Conclusion 549

We demonstrate that the best currently available 550

LLMs perform very poorly at many basic legal 551

text-handling tasks when used out of the box. The 552

chief innovation officer at a large international law 553

firm observed to the New York Times of LLMs, “At 554

its best, the technology seems like a very smart 555

paralegal.” (Lohr, 2023). We find LLMs are like 556

very sloppy paralegals. 557

We find poor performance from GPT-3.5-turbo, 558

PaLM 2, and Claude-2.1 on BLT-4k (our small- 559

est test set) and find poor performance from even 560

GPT-4 on finding the text on one or two pages of 561

deposition transcript. But fine-tuning on BLT-4k’s 562

training set brings performance of GPT-3.5-turbo 563

up to the expected human level of performance. 564

While we focus on law, the BLT tasks are low- 565

level enough that we would expect these findings to 566

be relevant to anyone, regardless of domain. More- 567

over, the LLMs’ poor performance shows that foun- 568

dational models cannot be relied on to perform 569

basic domain tasks without fine-tuning. 570

Our code for BLT allows for the creation of near 571

infinite amounts of training data, but we do not 572

anticipate this benchmark primarily being used to 573

fine-tune. Rather, BLT serves as a representative 574

example of what professionals would expect a ca- 575

pable LLM to handle without examples, in-depth 576

instruction, or expertise in prompt design. 577
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A Synthetic Section Sizes 748

Larger versions of BLT have longer and more 749

complicated prompts. Below are the size of syn- 750

thetic sections in each size of BLT. The generated 751

prompts are distributed uniformly among these sec- 752

tion sizes. For example, one-quarter of BLT-16k’s 753

synthetic statutes are 5-wide, 4-deep; one-quarter 754

are 8-wide, 3-deep; and so on. 755

Version Sizes

BLT-4k 2 wide, 2 deep
2 wide, 3 deep
2 wide, 4 deep
2 wide, 5 deep
3 wide, 2 deep
3 wide, 3 deep
3 wide, 4 deep
4 wide, 2 deep
4 wide, 3 deep

BLT-8k 2 wide, 6 deep
3 wide, 5 deep
4 wide, 4 deep
7 wide, 3 deep
20 wide, 2 deep

BLT-16k 5 wide, 4 deep
8 wide, 3 deep
9 wide, 3 deep
30 wide, 2 deep

BLT-32k 3 wide, 6 deep
4 wide, 5 deep
6 wide, 4 deep
12 wide, 3 deep
11 wide, 3 deep
44 wide, 2 deep
40 wide, 2 deep

BLT-64k 7 wide, 4 deep
16 wide, 3 deep
15 wide, 3 deep
14 wide, 3 deep
13 wide, 3 deep
60 wide, 2 deep
65 wide, 2 deep

BLT-128k 4 wide, 6 deep
5 wide, 5 deep
8 wide, 4 deep
9 wide, 4 deep
20 wide, 3 deep
80 wide, 2 deep
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B Transcript Quotation Sizes757

Larger versions of BLT have longer prompts. Be-758

low are the number of pages of deposition transcript759

quotation used in each size BLT model.760

Version Transcript Pages

BLT-4k 1, 2
BLT-8k 5, 10, 15
BLT-16k 25, 40
BLT-32k 30, 60, 80
BLT-64k 100, 130
BLT-128k 120, 140

761

The generated prompts are distributed uniformly762

among these page sizes. For example, half of BLT-763

4k’s prompts have one-page deposition quotations764

and the other half have two-page deposition quota-765

tions.766

C Example GPT-4 failing on a 2-page767

transcript text→cite Prompt768

Page 68:769
1: after the accident?770
2: A. He called me – that same day,771
3: he called me at nighttime and asked me how772
4: I was.773
5: Q. He called you and asked you how774
6: you were?775
7: A. Yes.776
8: Q. What did you tell him?777
9: A. I just told him that I wasn’t778
10: feeling good, that I was just laying in779
11: bed.780
12: Q. And what did he say?781
13: A. He said take the pills I gave782
14: you, you’ll be ready and better by next783
15: week. He was just giving me something like784
16: a fast way for me to feel up, to cheer up.785
17: It wasn’t helping.786
18: Q. Going back to your primary care787
19: physician. You said she wanted to send you788
20: to a specialist?789
21: A. Yes.790
22: Q. But then you called workers’791
23: comp?792
24: A. Yeah, that’s when the issue793
25: happened and I called workers’ comp.794

Page 69:795
1: Q. Then who did you treat with796
2: next?797
3: A. I treated with CityMD.798
4: Q. You said CityMD?799
5: A. Yes.800
6: Q. Was the place that you went to801
7: the first time the same place that you went802
8: like after you went to your primary care803
9: physician?804
10: A. Excuse me again?805
11: MR. GROSSMAN: You said you806
12: went to CityMD. She thinks you went807
13: twice, did you go twice?808
14: THE WITNESS: No.809
15: MR. GROSSMAN: Then you’re not810

16: listening to the question. You went 811
17: to CityMD first, then you went to 812
18: your primary physician. Now, she 813
19: wants to know where you went next. 814
20: THE WITNESS: No, first I went 815
21: to the primary. 816
22: MR. GROSSMAN: First primary, 817
23: and then CityMD and then where did 818
24: you go? 819
25: THE WITNESS: I was in CityMD 820

What are the page number and line number of the line above 821
with the text "your primary physician. Now, she"? 822

823
The page number is 69 and the line number 824
is 19. 825

826

Note that GPT-4’s answer above is wrong, since 827

the requested text is on line 18, not 19. 828

D GPT-4 Errors on Transcripts 829

GPT-4 performs surprisingly poorly on transcripts, 830

even the 1- and 2-page transcripts in BLT-4k. Be- 831

low are GPT-4’s errors on the large runs used to 832

investigate the problem. Our API-calling code au- 833

tomatically categorizes the errors. 834

D.1 GPT-4’s errors on transcript text→cite 835

from BLT-4k 836

Recall that we generated 1,000 new BLT-4k style 837

transcripts with text→cite prompts to investigate 838

GPT-4’s poor performance. Below is a tabulation 839

of the lines returned by GPT-4 relative to the correct 840

ones. We see that the overwhelming majority of 841

errors are returning the line before or line after the 842

correct one. 843

# Relative Error
3 prior page
1 19 before
1 3 before
1 2 before

12 1 before (i.e. prior line)
76 1 after (i.e. next line)
1 2 after
1 3 after
1 next page

844

D.2 GPT-4’s errors on transcript cite→text 845

from BLT-4k 846

Recall that we generated 1,000 new BLT-4k style 847

transcripts with cite→text prompts to investigate 848

GPT-4’s poor performance on that task. Below is a 849

tabulation of the errors. 850
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# Type of Error
166 wrong line
48 superset
10 not found
9 subset wrong line
7 multiple wrong lines
3 subset

851

There was a difference in the type of errors on852

one-page versus two-page. Almost all (84%) the er-853

rors on two-page transcripts was returning the text854

from the wrong line (almost always the line before855

or after the correct one). But one-page transcripts856

were only 51% wrong-line errors, with 35% being857

superset errors, where GPT-4 returned not only the858

text of the requested line, but also part of adjacent859

lines. Here is an example of a superset error that860

occurred on this dataset:861

...862

22: MS. WOLVERTON: Objection. Vague. Whose863

23: e-mail records?864

24: Q Ms. Abedin’s e-mail records located. I865

25: apologize.866

What is the exact text of just line 25 above?867

GPT-4 returned “Q Ms. Abedin’s e-mail records868

located. I apologize.” which is actually lines 24869

and 25, whereas the prompt asks for “the exact text870

of just line 25 above”. These superset errors are871

much more understandable from a human perspec-872

tive than an entirely wrong line, but they still fail873

according to the clear instructions in the prompt,874

with the word ‘just’.875

Of the 1,000 prompts, 166 were “wrong line”876

errors. Below shows the position, relative to the877

correct one, from which the text was incorrectly878

drawn:879

# Relative Error
2 prior page
4 same page, >3 lines before
1 3 lines before
6 2 lines before
81 prior line
39 next line
10 2 lines after
7 3 lines after
6 4 lines after
15 same page, >4 lines after
3 next page

880

As with text→cite, here we see the overwhelming881

majority of wrong line errors are returning either882

the prior line or next line. 883

E Sensitivity analysis on GPT-4’s 884

transcript text→cite errors 885

Recall that GPT-4 performs poorly on text→cite, 886

so we attempted a sensitivity analysis, seeing how 887

performance on the 100 test prompts for the task 888

in BLT-4k changed with changes in the phrasing 889

within the prompt. The results are below. 890

BLT-4k default What are the page number
and line number of the line above with the
text "__"?

82/100

Move question from end to beginning, so
question is What are the page number
and line number of the line below with
the text "__"?

99/100

Keep question at end, adding “exact” so
question is What are the exact page num-
ber and the exact line number of the line
above with the text "__"?

84/100

Keep question at end, adding “precise” so
question is What are the precise page num-
ber and the precise line number of the line
above with the text "__"?

84/100

Keep default question at end, but add the
following introduction at the start: Below is
a portion of a transcript, with each line
starting with a number that is important
for referring to that line.

93/100

891

The improvement from moving the question to the 892

start motivated further experimentation, below. 893

F Question at Start versus End 894

Because transcript text→cite against GPT-4 saw 895

large improvements from moving the question from 896

the bottom (which is the standard for all of BLT-* 897

for all tasks) to the top, we attempted the same 898

change for all BLT-4k, running against GPT-4: 899

text and task
question at...
end start

transcript text→cite 82 99
transcript cite→text 78 85
synthetic text→cite 88 91
synthetic cite→text 97 82
synthetic defined→cite 90 82
synthetic cite→defined 100 98
uscode text→cite 98 96
uscode cite→text 93 82
uscode cite→amendedtext 93 82
uscode defined→cite 98 71
uscode cite→defined 100 100

900

We see that GPT-4 is quite sensitive to whether 901

the question is at the top or bottom. But moving 902
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the question to the start actually produced worse903

results for 7 of the 11 tasks. This indicates that the904

improvement in transcript text→cite by moving the905

question to the top was an outlier.906

G Sensitivity analysis on GPT-4’s907

transcript cite→text errors908

Recall that GPT-4 did poorly on transcript909

text→cite and that we performed a sensitivity anal-910

ysis, discussed in Appendix E. Since GPT-4 also911

did pooorly on cite→text, we also do a sensitivity912

analysis on that.913

BLT-4k default What is the exact text of
just line _ of page _ above?

78/100

Move question from end to beginning, so
question is What is the exact text of just
line _ of page _ below?

85/100

Rephase as Return the exact text of just
line 4 of page 59 above?

74/100

Change “exact” to “precise”, so question is
What is the precise text of just line _ of
page _ above?

79/100

Add clarification, so question is What is the
exact text of just line _ of page _ above?
Return just the text on that line and re-
turn none of the text on the line before or
after, even if necessary for a full sentence.

62/100

Keep default question at end, but add the
following introduction at the start: Below is
a portion of a transcript, with each line
starting with a number that is important
for referring to that line.

90/100

914

H GPT-4’s errors on synthetic text→cite915

GPT-4 got 12 of 100 wrong on the synthetic916

text→cite of BLT-4k, which is GPT-4’s worst917

performance on a non-transcript task. Those er-918

rors are in the table below. An actual exam-919

ple of a wrong paragraph is returning “section920

2553(b)(1)(B)(i)” when the correct answer is “sec-921

tion 2553(b)(2)(B)(i)”. The first part of a statute is922

the subsection (e.g. the “(b)” in section 2553(b)),923

the next part is a paragraph (e.g. the “(1)” in sec-924

tion 2553(b)(1)), then a subparagraph, a clause, a925

subclause, an item, and a subitem.926

# Type of Error

3 wrong subparagraph
3 wrong paragraph

2 wrong paragraph, subparagraph, & clause
1 wrong subsection, paragraph, & subclause

1 wrong subsection, paragraph,
subparagraph, clause

2 not parallel

927

Above, we see six errors are just one part of the 928

citation wrong, four involve multiple parts wrong 929

(but the correct structure), and two were totally not 930

parallel. An actual answer that is “not parallel” is 931

returning “section 9680(a)(1)(B)(2)(C)(i)(I)” when 932

the correct answer is “section 9680(b)(2)(C)(i)(I)”. 933

GPT-4 got 36 of 100 wrong on the same task 934

in BLT-8k, and those errors are tabulated below. 935

An actual example of a wrong item is returning 936

“section 3632(c)(2)(B)(ii)(II)(aa)” when the correct 937

answer is “section 3632(c)(2)(B)(ii)(II)(bb)”. 938

# Type of Error

7 wrong paragraph
5 wrong subclause
5 wrong subparagraph
5 wrong clause
2 wrong item
2 wrong subsection

3 wrong subsection,wrong paragraph
1 wrong paragraph,wrong subparagraph

2 wrong paragraph, subparagraph, & clause
1 wrong paragraph, clause, & subclause

3 not parallel

939

Above we again see most errors are just getting the 940

citation wrong in a single component. 941

I Example of fine-tuned GPT-3.5-turbo 942

performing better 943

Recall that fine-tuning GPT-3.5-turbo on part of 944

BLT-4k’s training set improved its performance on 945

the SARA dataset (Holzenberger et al., 2020). Be- 946

low we have an example SARA prompt used, plus 947

both non-tuned GPT-3.5-turbo’s answer and the 948

fine-tuned version’s answer. We see the fine-tuned 949

version sticks much more closely to the relevant 950

statutory text and thus comes to the correct answer. 951

The prompt (edited with ellipses for brevity): 952
We are going to be doing Entailment/Contradiction reasoning 953
applying the statute(s) below: 954
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§2. Definitions and special rules955
(a) Definition of surviving spouse956

(1) In general957
For purposes of section 1, the term "surviving spouse" means958

a taxpayer-959
(A) whose spouse died during either of the two years im-960

mediately preceding the taxable year, and961
(B) who maintains as his home a household which consti-962

tutes for the taxable year the principal place of abode (as a963
member of such household) of a dependent (i) who (within964
the meaning of section 152) is a son, stepson, daughter, or965
stepdaughter of the taxpayer, and (ii) with respect to whom the966
taxpayer is entitled to a deduction for the taxable year under967
section 151.968

***969
(b) Definition of head of household970

(1) In general971
***972

(2) Determination of status973
Notwithstanding paragraph (1),974
(A) an individual who is legally separated from his spouse975

under a decree of divorce or of separate maintenance shall not976
be considered as married;977

(B) a taxpayer shall be considered as not married at the978
close of his taxable year if at any time during the taxable year979
his spouse is a nonresident alien; and980

(C) a taxpayer shall be considered as married at the close981
of his taxable year if his spouse (other than a spouse described982
in subparagraph (B)) died during the taxable year.983

***984
Premise: Alice and Bob got married on Feb 3rd, 1992. Alice985
died on July 9th, 2014.986
Hypothesis: Section 2(b)(2)(C) applies to Bob in 2014.987
Answer:988

Non-tuned GPT-3.5-turbo’s incorrect answer:989

To determine whether Section 2(b)(2)(C) applies to Bob in990
2014, we need to analyze the relevant provisions of the tax991
code.992

Section 2(b)(2)(C) states that a taxpayer shall be considered993
as married at the close of his taxable year if his spouse (other994
than a spouse described in subparagraph (B)) died during the995
taxable year.996

In this case, Alice, Bob’s spouse, died on July 9th, 2014. To997
determine if Section 2(b)(2)(C) applies to Bob in 2014, we998
need to consider whether Alice’s death during the taxable year999
qualifies Bob as a surviving spouse.1000

According to Section 2(a)(1)(A), a surviving spouse is defined1001
as a taxpayer whose spouse died during either of the two1002
years immediately preceding the taxable year. In this case,1003
Alice died in 2014, which is within the two years immediately1004
preceding the taxable year.1005

Next, we need to consider Section 2(a)(1)(B), which states that1006
a surviving spouse must maintain as his home a household that1007
constitutes the principal place of abode of a dependent. The1008
dependent must be a son, stepson, daughter, or stepdaughter of1009
the taxpayer, and the taxpayer must be entitled to a deduction1010
for the taxable year under Section 151.1011

In this case, we don’t have information about whether Bob has1012
a dependent who meets the criteria mentioned above. There-1013
fore, we cannot determine if Bob meets the requirements of a1014
surviving spouse under Section 2(a)(1)(B).1015

Since we cannot determine if Bob meets the requirements1016
of a surviving spouse, we cannot conclude whether Section1017
2(b)(2)(C) applies to Bob in 2014.1018

Fine-tuned GPT-3.5-turbo’s correct answer: 1019

To determine if Section 2(b)(2)(C) applies to Bob in 2014, we 1020
need to consider the marital status of Bob and whether his 1021
spouse died during the taxable year. 1022

According to the premise, Alice died on July 9th, 2014, and 1023
she was married to Bob. Therefore, we need to determine 1024
Bob’s marital status at the close of the taxable year 2014. 1025

Since Bob and Alice got married on Feb 3rd, 1992, and Alice 1026
died in 2014, Bob was married to Alice at the close of 2014. 1027

Therefore, Section 2(b)(2)(C) applies to Bob in 2014 because 1028
his spouse (Alice) died during the taxable year. 1029
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