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Abstract

As language models evolve to tackle complex,001
multifaceted tasks, their evaluation must adapt002
to capture this intricacy. A granular, skill-003
specific understanding of model capabilities004
can empower researchers to make informed005
model development plans. In this paper, we006
introduce SKILLVERSE, an unsupervised tree-007
structured diagnosis framework for understand-008
ing model proficiency in specific abilities. With009
LLM as a judge, SKILLVERSE first critiques010
the model responses, and then organizes them011
into a hierarchical structure termed dendrogram.012
Given proficiency at arbitrary levels of granu-013
larity, SKILLVERSE is flexible to produce in-014
sights of behaviors of modern large models.015
We also demonstrate its efficacy in two down-016
stream tasks: 1) improving model in-context017
learning by 25% using a tree-search algorithm018
to select more informative few shots, and 2)019
accurately predicting new model weaknesses020
with a 55% success rate, 22% higher than the021
baseline.022

1 Introduction023

In recent years, leaderboard and benchmark results024

such as ChatbotArena (Chiang et al., 2024) and025

MMLU (Hendrycks et al., 2020) have become the026

dominant practice for evaluating the potency of027

language models. While these results provide a028

high-level snapshot of a model’s rank, their limited029

interpretability makes it difficult to identify sub-030

tle behavioral traits and derive actionable insights031

(Murahari et al., 2023; Moayeri et al., 2024).032

The limited interpretability of the current evalua-033

tion paradigm makes it hard to compare the relative034

strengths and weaknesses of different models. For035

instance, does a higher-ranked model consistently036

outperform lower-ranked counterparts across the037

entire benchmark? Do comparable scores trans-038

fer to equivalent model performance on all sub-039

domains? Addressing such questions typically040
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Figure 1: Up: The input-output flow of SKILLVERSE.
Skill-specific critiques are extracted, structured into a
dendrogram, and sliced at varying granularities to reveal
nested clusters of skills and model proficiency. Bottom:
Versatile applications of SKILLVERSE, from selecting
informative few-shot demonstrations to uncovering hid-
den model weaknesses.

requires manual inspections, which is both time- 041

consuming and costly. These challenges highlight 042

the need for automatic, granular analyses that pro- 043

vide valuable insights to enrich our understanding 044

of model behavior, which paves the road for tar- 045

geted model improvement of specific capabilities. 046

Lately, LLM-based evaluations (Li et al., 2023; 047

Zheng et al., 2023), where LLMs critique and 048

judge model responses, have emerged as a scal- 049

able approach to approximate human preferences 050

(Wang et al., 2023; Yuan et al., 2024). These meth- 051

ods enable detailed analysis with rich contextual 052

feedback, forming the foundation of our diagnosis 053

framework, SKILLVERSE. Orthogonal to develop- 054

ing more reliable auto-raters, this paper contributes 055

to structuring contextual feedback to generate ac- 056

tionable insights for model model evaluation, com- 057

parison, debugging, and improvement. 058

As shown in Figure 1 and Figure 2, SKILL- 059

1



[User Request]
Please provide a 10-day itinerary for a family trip to 

2-5 cities in Eastern Europe, with a paragraph for 
each city in the order of visit. … The tone should be 

engaging for teenagers, ... Then, return only the 
names of these cities in JSON format.

[Model Response] …

… Model A made a factual error because Germany 
is considered part of Central Europe, not Eastern 
Europe. … Model B failed to provide a reasonable 
itinerary by suggesting to travel to 5 countries, and 
wrote in a more formal tone…

1.  Number ✅❌
2.  Format  ✅❌

Checkable Rubrics

Hierarchical 
Clustering 

Dendrogram

Atomic Judgment
Claim 1: Both models + successfully + suggested the requested 

number of cities.

Claim 2: Model A + succeeded in + providing a practical and 

balanced itinerary suitable for a 10-day trip.
…

Claim N-1: Model B + failed to + write in an engaging tone.

Claim N: Model A + failed to + identify cities in Eastern Europe.

Nested Clusters

Free-form Critique

Text
Embedding

Writing 
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Coding
Model A: 80%

Math
Model A: 70%

Format 
75%

Anchor Clusters

Model B: 65%
Format’

Figure 2: The overall framework of SKILLVERSE. A set of critiques on model responses is parsed into atomic
judgments and organized using bottom-up clustering into a dendrogram, which is then unfolded at varying levels of
granularity to form nested clusters, allowing for detailed analysis of model proficiency. Thanks to the hierarchical
structure, this novel pipeline is highly flexible in interpreting model capabilities.

VERSE generates personalized insights through a060

tree-structured model assessment, tailored to the061

level of detail preferred by human scientists. To062

quantify and extract actionable insights from cri-063

tiques to diverse real-world data, we introduce064

atomic judgment: an assessment of an indivisible065

aspect of model capability. Next, we conduct ag-066

glomerative clustering on these atomic judgments067

based on their semantic distance, resulting in a068

dendrogram. This tree can be chopped at differ-069

ent levels, resulting into clusters of varying sizes070

or granularities. Each cluster represents a specific071

skill, for which we calculate success rates to evalu-072

ate model performance (§2).073

SKILLVERSE produces insights of current model074

behaviors, such as Gemini, Claude, and GPT-4075

(§3). For instance, on Arena-Hard benchmark (Li076

et al., 2024) where Claude-3.5-Sonnet (Anthropic,077

2024) ranks 2nd and Gemini-1.5-Pro (Google,078

2024a) ranks 6th,1 SKILLVERSE finds out Gem-079

ini needs improvement in debugging, writing com-080

mand lines, and business analysis. On the other081

hand, the higher-ranked Claude, falls short in pro-082

viding analogical examples, debate, and evaluate083

arguments. Notably, by comparing different sized084

models within the same family, we also identify085

instances of inverse scaling, where larger models086

underperform smaller ones due to strong parame-087

terized knowledge (McKenzie et al.). Such tasks088

include handling word inclusion/exclusion, word089

counts, and adherence to specific formats.090

To validate SKILLVERSE’s ability to identify091

true model errors and its potential values for model092

1Under Arena-Hard-Auto on https://lmarena.ai, as
of Nov 18th, 2024.

improvement, we design a few extended improve- 093

ment explorations that lead to promising gains. 094

In §4, we show that the dendrogram enhances in- 095

context learning by enabling a tree search algorithm 096

that adaptively selects challenging and relevant 097

examples as contrastive few-shot demonstrations. 098

This approach achieves a 25% relative improve- 099

ment over the standard contrastive in-context learn- 100

ing method (C-ICL, Yan et al. (2021)). In §5, we 101

demonstrate that a strong reasoner such as GPT-4o 102

can digest the model proficiency report generated 103

from SKILLVERSE to predict weaknesses in un- 104

seen scenarios. For example, the model proficiency 105

on ten hypothesized tasks is only 55%, 22% lower 106

than uninformed predictions by the same reasoner. 107

We showcase that SKILLVERSE can serve as a 108

powerful tool for providing fine-grained interpre- 109

tation of model behaviors and developing targeted 110

improvement of discovered model deficiencies dur- 111

ing inference. Future research could also leverage 112

the actionable feedback derived from SKILLVERSE 113

to a wide range tasks: such as model routing, curati- 114

ing targeted training data for specific subdomains 115

where the current model underperforms, and etc. 116

2 SKILLVERSE : Diagnosis Framework 117

2.1 Overview 118

Figure 2 presents the overall framework of SKILL- 119

VERSE. Starting with a large set of user prompts 120

and model responses, we collect critiques that eval- 121

uate model responses in detail (§2.2). These cri- 122

tiques are then parsed into atomic judgments, en- 123

abling efficient organization and large-scale quan- 124

tification. Using bottom-up clustering algorithms, 125

2

https://lmarena.ai


STEM 

Non-Technical

AI and machine 
learning

Implement 
Recursive Logic

…
use CSS, HTML, 

to create UI 
elements

Implement 
interactive 

features with 
event listeners.

use pattern 
matching 
(Haskell)

Use higher-
order 

functions 
like map

Functional prog. 

User Interface

Data proc.

Calculate & explain financial 
concepts

Formula
Tax Investment

Mathe
matical 
proofMusic-related 

items

Joke Rap

Riddle

Science & Tech Concepts Writing Assistance

Coding

…

Format 
response

Follow Length 
Constraint

word sent-
ence

…

Email

… …

…

…

(80%)

(78%)

(Proficiency: 74%)

(77%)

(73%)

(Proficiency: 77%)

(49%)

Model’s Skill Tree Dendrogram

Figure 3: Upper right: A dendrogram produced by SKILLVERSE on a combination of two datasets: ChatbotArena
(Chiang et al., 2024) and IF Eval (Zhou et al., 2023). Main figure: Multiple layers of nested clusters that represent
model proficiencies from coarse-grained to fine-grained, by horizontally slicing the dendrogram at different levels.
For each group, we can then calculate skill-level model proficiency based on the atomic judgments, as demonstrated
in the parenthesis. An LLM summarizes all members in the same cluster and generate the skill-level description.

the atomic judgments are structured into a dendro-126

gram. To interpret the results, the dendrogram is127

unfolded at varying levels of granularity based on128

the detail preferred by engineers and researchers129

(§2.3 and Figure 3). Finally, clusters derived in-130

dependently are anchored to support multi-party131

analyses (§2.4).132

2.2 Collecting Accurate Critiques133

A straightforward way to collect critiques is adopt-134

ing language models off-the-shelf or finetune them135

on domain specific data—a reliable approach for136

evaluating content relevance, style. etc. However,137

recent studies (Murugadoss et al., 2024; Son et al.;138

Jing et al., 2024) highlight limitations of LLMs-as-139

a-Judge in domains like factual verification, format140

checking, and calculations. Fortunately, aspects141

like format and calculation are programmatically142

checkable, eliminating the need to rely solely on143

language models for feedback.144

To enhance accuracy, we first identify the check-145

able components of a user request and leverage146

programs to evaluate these metrics. These results147

are then provided as input to the critique model,148

alongside the original user prompt and model re-149

sponse, resulting in a more robust evaluation.150

2.3 Structuring Diverse Critiques151

Converting to Atomic Judgments To efficiently152

organize thousands of free-form critiques, we intro-153

duce the concept of atomic judgments, which serve154

as act as the building blocks for systematically or-155

ganizing these critiques. An atomic claim is a state-156

ment that addresses a single, non-decomposable157

aspect of model ability (e.g., “Model A + failed to158

+ identify cities in Easter Europe.” as is illustrated 159

in Figure 2). We enforce all atomic judgments to 160

follow a strict syntax with three components: Sub- 161

ject (i.e., the model name) + Verb (i.e., succeed, 162

partially succeed, or fail) + Object (i.e., a specific 163

task), which provides the necessary certainty and 164

precision to quantify large volumes of critiques and 165

calculate model proficiency. 166

As a preparation step for clustering, we leverage 167

Google’s Text Embedding API (Google, 2024b) to 168

vectorize these atomic judgments. Since the both 169

the subject and verb are deterministic, we focus 170

exclusively on embedding and clustering the third 171

component, the specific task. 172

Hierarchical Clustering We perform agglom- 173

erative (i.e, bottom-up) clustering on the atomic 174

judgments based on their semantic distance. The 175

algorithm begins by treating each claim as an in- 176

dividual cluster. It then identifies the two closest 177

clusters and merges them. This unsupervised pro- 178

cess is repeated until all the clusters are merged into 179

a single one, resulting in a tree of nested clusters, 180

also known as a dendrogram. 181

Interpreting the Dendrogram To analyze 182

model behavior, we horizontally slice the dendro- 183

gram at a preferred level. Next, to obtain a descrip- 184

tion for each resulting cluster, we prompt an LLM 185

to summarize the group members. 186

Figure 3 illustrates a dendrogram produced in 187

one of our experiments on the ChatbotArena (Chi- 188

ang et al., 2024) and the IF Eval dataset (Zhou et al., 189

2023). This hierarchy captures relations among 190

all data points. A horizontal cut at the highest 191

level yields two primary branches: a left, technical 192
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branch and a right, non-STEM branch. Further slic-193

ing these two branches reveals subclusters: 1) cod-194

ing, 2) calculating formulas and explaining STEM195

concepts for the left and 1) format output, 2) pro-196

viding helpful information, 3) writing assistance197

and other content creation for the right one. Each198

cluster is further nested into smaller subclusters199

(refer to Figure 3 for details). Model proficiency200

can be computed by calculating the ratio of positive201

atomic judgments within these clusters.202

2.4 Anchoring Clusters203

As different models often generate varying re-204

sponses, the corresponding dendrograms produced205

by clustering may differ slightly. Additionally, re-206

running the clustering process with all existing207

model responses every time a new model is added208

is inefficient. To support multi-party analyses, it is209

essential to merge or anchor clusters derived inde-210

pendently and ensure consistency across models.211

Our algorithm merge two clusters only if two212

key conditions are satisfied. First, the centroids213

of the clusters must be close to each other in the214

feature space. Let µi and µj denote the centroids215

of clusters Ci and Cj . The clusters can be merged216

if their similarity exceeds a threshold τ :217

sim(µi, µj) =
µi · µj

∥µi∥∥µj∥
≥ τ (1)218

Second, there must be significant overlap be-219

tween the clusters. For instance, consider a coun-220

terexample where cluster Ci is a large circle with221

1,000 members, and Cj is a single point at the cen-222

ter, merging would be inappropriate despite cen-223

troid proximity due to minimal overlap. Overlap224

is quantified as the intersection of cluster regions225

Area(Ci∩Cj) relative to their union Area(Ci∪Cj),226

satisfying:227

Area(Ci ∩ Cj)

Area(Ci ∪ Cj)
≥ ϵ. (2)228

Both conditions ensure the merged cluster repre-229

sents the data accurately without adding ambiguity230

or excessive variance.231

3 Results232

3.1 Verifying SKILLVERSE Reliability233

Assuming the critiques are reliable and given that234

the success rates are algorithmically calculated, the235

only potential source of error in our framework236

arises from the unsupervised clustering process.2237

2SKILLVERSE works with any critiques or rationales,
whether human-provided or automatically generated. While

Predicted Neg. Predicted Pos.

Actual Neg. TN = 0.883 FP = 0.084
Actual Pos. FN = 0.117 TP = 0.916

Table 1: The performance of our clustering algorithm.

We judged the accuracy of our unsupervised clus- 238

ter with human evaluation, as reported below: 239

Accuracy of Clustering We recruit human an- 240

notators to evaluate the similarity between pairs of 241

user requests sampled from atomic claims (e.g., 242

<writing lyrics that are less cliché, calculating 243

RAM occupation>), rating similarity on a scale 244

from 1 (completely different) to 5 (highly similar). 245

Each input is rated by 3 annotators, resulting in 246

1,590 annotations. Detailed guidelines are shown 247

in Figures 13 and 14 in Appendix B.3. Compar- 248

ing these human annotations with our embedding 249

similarity produces a Pearson correlation of 0.643 250

(p<0.0001), indicating substantial agreement. 251

Next, we converted the human-provided 5-point 252

scale scores into binary categories, where scores of 253

4 and 5 indicate the same cluster and 1 and 2 indi- 254

cate the opposite. Ambiguous pairs with a score of 255

3 were excluded, leaving 993 cases. These remain- 256

ing cases were then divided into validation (for 257

optimal slicing threshold) and test sets (for evalu- 258

ation). Table 1 shows that hierarchical clustering 259

achieved a true positive rate of 0.916 and a true 260

negative rate of 0.88. 261

Accuracy of Anchoring We evaluated our an- 262

choring procedure using dendrograms from three 263

independently derived model sets (Llama3, Gem- 264

ini1.5, Claude3). Slicing these dendrograms at the 265

same threshold yielded 54, 58, and 55 clusters, re- 266

spectively. Human annotators reviewed 30 random 267

members from each cluster to decide on merging, 268

establishing a gold standard. These clusters were 269

split into validation and test sets. We apply grid 270

search to optimize thresholds τ and ϵ on the valida- 271

tion set. Test results show our merging algorithm 272

achieved a precision of 0.926 and a recall of 0.980. 273

In summary, both confirm the effectiveness of 274

our approach in constructing and merging clusters. 275

3.2 Insights of Fine-Grained Model Behavior 276

While our framework is generic and can be applied 277

to any {prompt, response} pairs, we showcase a 278

improving LLM evaluators is beyond the scope of this paper,
advancements in neural evaluators will naturally enhance the
framework’s reliability.
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Use CSS, HTML, and JavaScript to create UI
elements
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Read and process files in various formats (JSON,
CSV, PDF, txt)
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considerations

Write code for machine learning tasks (model
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Write functional program in Python and Haskell
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(a) Performance of GPT-4-turbo and GPT-4o on coding.
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Connect 4)
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terms
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56% 67%

93%91%
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(b) Results on other STEM areas.

Figure 4: Comparing the strengths and weaknesses of
two proprietary models that were release consecutively.

few exemplars: 1) comparison of two proprietary279

models that were release consecutively by the same280

company(i.e., GPT-4o vs GPT-4-turbo), 2) com-281

parisons across different model families, and 3)282

comparison between large and small models within283

the same family.284

Comparison within the same model family Fig-285

ure 4 illustrates the performance comparison be-286

tween GPT-4o and GPT-4-turbo on STEM tasks.287

Despite GPT-4o being a more recent and ostensibly288

stronger release, SKILLVERSE reveals that GPT-4-289

turbo outperforms GPT-4o in specific areas, includ-290

ing writing SQL queries (6.1% improvement), read-291

ing and processing files (9.1% improvement), and292

handling music-related tasks (2% improvement).293

Comparison across different families Similarly,294

we compare the best-performing models (as of295

November 1, 2024) across three families: Claude296

3.5-Sonnet, Gemini-1.5-pro, and GPT-4o. SKIL-297

LVERSE reveals that Claude excels in coding and298

analytical tasks such as visualization (e.g., 85.5%299

vs 76.8%-79.5%), creating or using AI models,300

handling edge cases, and writing shell commands;301

Gemini performs best in developing contents for302

educational purposes, game creation, and text303

formatting; while GPT-4o is superior at produc-304

ing mathematical proofs, and it is exceptional305

at inferring the user’s precise intent from vague306

instructions (83.7% vs 63.2%). We provide a com-307

prehensive view of the wins and losses of these308

models in Figures 11 and 12 in the Appendix.309

Identified Capabilities that Follow Inverse Scaling

Wrap the entire response in double quotes
Format text using markdown
Output in JSON format
End the response with a specific phrase
Following format of limericks and rhyme scheme
Include/exclude specific phrases
Comply with the word count requirement

Table 2: SKILLVERSE identified capabilities that follow
inverse scaling, where increasing model size deterio-
rates performance.

Are larger models always better than its 310

smaller counterparts? Another interesting find- 311

ing emerges when comparing large and small 312

models within the same family: Gemini-1.5 (Pro 313

vs. Flash), Llama3.1 (405B, 70B, and 8B), and 314

Claude3 (Opus, Sonnet, Haiku). On average, 315

larger models outperform smaller ones across over 316

95% of identified capabilities, including STEM, 317

problem-solving, and writing tasks. However, 318

there are a few exceptions that demonstrate inverse 319

scaling, where increasing model size deteriorates 320

performance (McKenzie et al.). SKILLVERSE dis- 321

covers inverse scaling on tasks with fine-grained 322

constraints, such as keyword inclusion/exclusion 323

and strict formatting, as detailed in Table 2. 324

4 SKILLVERSE Enhances Model 325

Performance at Inference Time 326

The remainder of this paper explores two extended 327

tasks. In this section, we illustrate how SKILL- 328

VERSE serves as a knowledge base of model pro- 329

ficiency and helps improve inference-time perfor- 330

mance by providing better few-shot demonstrations 331

that considers both relevance and challenges posed 332

to the target language model. In Section 5, we 333

demonstrate how the the uncovered model profi- 334

ciency can serve as a foundation to predict model 335

failures in previously unseen scenarios. 336

4.1 Approach 337

Motivation Contrastive in-context learning (C- 338

ICL), which presents an LLM with both correct and 339

incorrect examples as demonstration, have been 340

shown to effectively guide the models in distin- 341

guishing between desired and undesired outputs 342

across various tasks such as information extrac- 343

tion (Chao et al., 2024) and reasoning (Chia et al., 344

2023a; Zhang et al., 2024). 345

However, a typical method to construct con- 346

trastive examples involves synthetically generating 347
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Figure 5: The dendrogram produced by SKILLVERSE
helps to selects more informative few-shot demonstra-
tions by considering both relevance and challenges
posed to the target model. In contrast, previous methods
selected ‘...output a Python script in OOP for a bandit-
inspired approach to optimize hyper-parameters across
3 models.’ which is semantically most similar but helped
less as an in-context example.

negative responses by introducing hand-crafted er-348

ror types, which may not best reflect a model’s own349

distribution. Moreover, errors in C-ICL may arise350

from models “over-reflecting” on simple prompts351

that LLMs already know how to answer. We hy-352

pothesize that SKILLVERSE mitigates the first is-353

sue by naturally storing pairs of good and bad re-354

sponses, thereby facilitating an LLM’s ability to355

learn from its own mistakes. Additionally, access356

to detailed model proficiency helps resolve the sec-357

ond issue, as it allows us to dynamically determine358

whether—and which part of—an inference prompt359

poses more challenge to the target model.360

Method Figure 5 illustrates the three steps to361

select few-shot examples with SKILLVERSE:362

Step 1: Skill Identification. Given an inference363

prompt, an LLM analyzes and predicts the individ-364

ual skills required to solve the task365

Step 2: Mapping and Pruning. The identified366

skills are located within an existing dendrogram,367

where simpler branches (e.g., those with a success368

rate ≥ T ) are pruned.369

Step 3: Selecting Few-Shot Demonstrations.370

The remaining candidate pairs are re-ranked based371

on two factors: (1) content relevance and (2) the372

benefit provided by the current contrastive pair.373
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Figure 6: Improvement of different in-context learning
approaches, compared to direct generation on IF Eval
(top) and Chatbot Arena (bottom). We posit that the
performance gain is smaller for GPT-4o because of the
strong performance of direct generation.

Here, the benefit is defined as C(r1) − C(r2), 374

where C(·) denotes the scaler score labeled by the 375

critique model, r1 refers to the correct response 376

generated by another model and r2 refers to incor- 377

rect response generated by the target model. 378

4.2 Experiments 379

Compared models We compare with principle 380

learning from mistakes (Zhang et al., 2024), which 381

prompts the model to learn from the distilled prin- 382

ciples derived from self-made mistakes. We also 383

ran two ablations for selecting few-shot examples: 384

similarity-only that selects semantically similar in- 385

stances (Mo et al., 2024), with or without incorpo- 386

rating self-generated errors as negative responses. 387

Additional details about the experimental setup can 388

be found in § B. 389

Results We present the performance under dif- 390

ferent ICL settings in Figure 5. Interestingly, we 391

find that ‘learning from principles’ works well with 392

smaller models such as Gemini-1.5-flash. One pos- 393

sible explanation is that smaller models have lim- 394

ited capacity for reasoning about correct and incor- 395

rect answers in long contexts. Therefore, directly 396

providing high-level principles might be a more ef- 397

fective strategy. Overall, SKILLVERSE consistently 398

outperforms or performs on par with all baseline 399

models. This indicates that it successfully serves 400

as a knowledge base of granular model proficien- 401

cies, enabling the selection of more informative 402

in-context examples to guide the target model. 403
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Figure 8: The performance of Gemini-1.5-flash under
different settings. The success rate of SKILLVERSE-
informed hypothesized weakness is only 55%, 22%
lower than the uninformed hypothesis. We also list
exemplar hypothesized weakness and the corresponding
model performance in Table 3.

5 Auto-Discovery: Extrapolating Model404

Weakness to Unseen Scenarios405

5.1 Approach406

We explore the feasibility of automatically extrap-407

olating to unseen error types where models may408

underperform. As is shown in Figure 7, we first409

provide the target model’s capabilities on existing410

data and to a reasoning LLM3 to uncover the un-411

derlying connections between areas where models412

perform well and poorly. Based on this analysis, we413

ask the reasoning model to hypothesize potential414

deficiencies of the target model, based on which415

humans curate prompts to test these hypothesized416

weaknesses individually.417

5.2 Experimental Setup418

We conduct experiments under two settings: 1)419

identify new weaknesses in a single model, e.g.,420

Gemini-1.5-flash, and 2) predict inverse scaling„421

where a larger model underperforms its smaller422

counterpart. e.g., Claude-3-Opus underperform-423

ing Claude-3-Sonnet on certain skills. We ask the424

3A different reasoning LLM is deliberately chosen to mini-
mize inherent biases in the target model. Specifically, we use
GPT-4o as it had the strongest reasoning capabilities when our
experiments were conducted.
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Figure 9: Ten hypothesized tasks that are likely to fol-
low inverse scaling, and the actual performance gain
of scaling up. These hypotheses include formatting a
bibliography in APA style, and inserting hyperlinks into
a document, as listed in Table 4. Positive values show
larger models outperforming smaller ones; negative val-
ues show underperformance. We show the average gain
from existing data as a horizontal reference line.

reasoning model to hypothesize 50 tasks for the 425

first setting and 20 for the second. To filter out 426

less significant predicted tasks, such as “writing a 427

paragraph in alternating capital and small letters”, 428

we re-ranked them by practical relevance and se- 429

lected the top half. For each selected task, we then 430

collected 150 user prompts to test model capability 431

solely on this task, gathered model responses, and 432

evaluated model success rates. 433

As an uninformed baseline, we test the reason- 434

ing model’s ability to predict weaknesses without 435

performance data. Specifically, we give it a ran- 436

dom subset of skills and prompt it to propose new 437

tasks where the model may fail. Comparing these 438

uninformed predictions to informed ones reveals 439

whether meaningful extrapolations arise from the 440

reasoning model inherently or from SKILLVERSE. 441

5.3 Result 442

We visualize Gemini-1.5-flash’s success rate on 443

SKILLVERSE-informed predicted weaknesses in 444

Figure 8. These predicted tasks are, on average, 445

14.2% more challenging than existing tasks and 446

22% more challenging than uninformed predic- 447

tions. As shown in Table 3, the reasoning model 448

successfully predicted weaknesses in following 449

logical relations (14.8%) and avoiding specific 450

phonemes (27.1%). In contrast, without the con- 451

trastive insights provided by SKILLVERSE, the 452

same reasoner wrongly predicted weaknesses in 453

presenting opposing opinions (98.2%) and contra- 454

dicting physical realities (100%)–—tasks where 455

the model actually excelled. 456

Moreover, as is shown in Figure 9, the reasoner 457
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ID SKILLVERSE-Informed Hypothesis Succ. Uninformed Hypothesis Succ.

1 Multilingual Code Switching: Seamlessly al-
ternating between two or more languages.

0.607 Opposing Opinions: Present two opposing
opinions with equal depth and justification.

0.982

2 Logical Relations: Avoid or include words
based on logical rules (e.g., AND, XOR, con-
ditional).

0.148 Encode Hidden Information: Insert a hidden
message using techniques like acrostics or
word placements.

0.622

3 Avoid Specific Phonemes: Write text ex-
cluding words with selected phonemes (e.g.,
"th").

0.271 Physical Uncommonsense: Write a story
where physical laws are broken (e.g., objects
floating, time moving backward).

1.00

4 Argument Construction: Develop a three-part
argument (premise, reasoning, conclusion).

0.506 Speech Impediments: Create dialogue with a
specific impediment or linguistic quirk.

0.704

5 Dynamic Math Puzzles: Create riddles where
each solution depends on the previous one.

0.460 Rhyming with Meaning: Write a poem where
rhyming words form a meaningful phrase.

0.966

Table 3: Comparison of SKILLVERSE-informed and uninformed predicted model weaknesses, with Gemini-1.5-flash
success rates. The Kolmogorov-Smirnov test confirms statistically different distributions (p-value = 0.02).

also succeeds in identifying capabilities where458

stronger models may underperform their weaker459

counterparts. Appendix B lists the predicted tasks460

for inverse scaling, both with (Table 4) and with-461

out (Table 5) the findings by SKILLVERSE. Un-462

der the informed setting, the average performance463

gain of scaling up is merely 0.5%, which is statis-464

tically different from the 10.6% gain observed in465

uninformed predictions. Both results highlight the466

value of SKILLVERSE in predicting unseen model467

weaknesses, enabling proactive identification of po-468

tential limitations before deployment, rather than469

merely fixing issues after they arise.470

6 Related works471

Interpreting Model Behaviors. Shifting focus472

from aggregated leaderboard metrics, researchers473

have been striving to interpret model losses more474

effectively. For instance, LLMSys (Chiang et al.,475

2024) uses BERTopic to embed prompts, reduce476

dimensionality, and cluster them into a predefined477

number of groups. QualEval (Murahari et al., 2023)478

and a concurrent work, SkillIndex (Moayeri et al.,479

2024), identify attributes like subtasks and domains480

from evaluation data and then assign them to in-481

dividual data points. In contrast, SKILLVERSE482

derives hierarchical clusters entirely unsupervised.483

Its tree structure enables efficient tracing of seman-484

tically similar prompts for downstream tasks while485

giving users control over granularity—chopping486

the tree at lower levels provides finer-grained loss487

categories for model capabilities.488

LLM as Evaluator. Recently, LLM-based eval-489

uation (Li et al., 2023) that requires the LLM to490

provide critiques to responses across a wide range491

of domains have emerged a scalable method for492

approximating human preferences (Zheng et al.,493

2023; Chang et al., 2024). Vu et al. (2024) and494

Wang et al. (2023, 2024) have demonstrated that 495

critique models improve agreement with human 496

judgment and reduce bias of the assessments when 497

supervised multi-task fine-tuning is used. As a re- 498

sult, LLM-as-a-judge offers a practical alternative 499

to traditional, labor-intensive methods of human 500

preference collection and reward modeling (Wang 501

et al., 2023; Yuan et al., 2024). 502

Learning from Mistakes. With discovered 503

losses, how can we further improve the model? 504

Extensive research has explored both training-time 505

correction and inference-time improvement from 506

mistakes or feedback (Pan et al., 2024) (LLM- 507

Refine (Xu et al., 2024), SelfRefine (Madaan 508

et al., 2023), etc.). SKILLVERSE enhances 509

model performance during inference. Among 510

prior works, contrastive chain-of-thought prompt- 511

ing (Chia et al., 2023b) and principle learning from 512

mistakes (Zhang et al., 2024) are most relevant 513

as both leverage model mistakes via in-context 514

learning. However, the few-shot demonstration 515

examples are fixed and predefined in these works, 516

whereas SKILLVERSE adaptively selects examples 517

for in-context learning through its dendrogram, bal- 518

ancing semantic relevance and potential benefit. 519

7 Conclusion 520

We developed a hierarchical diagnosis framework 521

that distills a tree of fine-grained model capabil- 522

ities from unstructured traffic data. Our frame- 523

work offers the following key benefits: 1) it pro- 524

vides flexible insights into nuanced model abilities 525

that are not captured by existing leaderboards or 526

benchmarks, 2) SKILLVERSE serves as a knowl- 527

edge base of model proficiency and helps enhance 528

the model at inference-time by providing better 529

few-shot demonstrations, and 3) it can be used to 530

predict unseen error types before deployment. 531
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Limitation532

As pointed out by Murahari et al. (2023), fine-533

grained model analysis does not reject the use of534

benchmark metrics but uses them as one of the535

parts of a more actionable evaluation.536

One limitation of SKILLVERSE is that we use537

LLMs as judges to generate critiques of model re-538

sponses to user prompts, which might introduce539

errors. Although out-of-scope of this work, de-540

veloping more robust and accurate automatic cri-541

tique models can definitely improve the utility of542

SKILLVERSE. Inspired by the conclusion from543

prior works that large language models are better544

at evaluating model capabilities from comparison545

than evaluating the single model’s response in iso-546

lation (Liusie et al., 2024a,b), we always compare547

responses from a pair of models and generate cri-548

tiques. However, as recent work suggested, pair-549

wise comparisons can sometimes amplify biases550

present in LLM evaluators (Kawabata and Sug-551

awara, 2024). Therefore, it is crucial to be aware552

of potential biases that may arise during the evalua-553

tion process. In addition, as a framework designed554

to systematically assess model capabilities and en-555

hance performance, we emphasize the importance556

of preventing the misuse of SKILLVERSE.557
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Appendix726

A Full Analysis Result727

Figure 10 is an example of the Gemini-1.5-flash’s728

capability report generated by our framework. It729

consists of a high-level summary, descriptions of730

fine-grained capabilities along with the model suc-731

cess rates. Overall, it is good at text formatting, and732

needs improvement in subdomains such as follow-733

ing length constraints, writing riddles, and assisting734

STEM tasks.735

Figures 11 and 12 present a comprehensive capa-736

bility report comparing Gemini-1.5-pro, Claude3.5-737

Sonnet, and GPT-4o on the ChatbotArena bench-738

mark (Chiang et al., 2024). The report includes a739

high-level summary, detailed descriptions of fine-740

grained capabilities, and the models’ success rates.741

SKILLVERSE reveals that Claude excels in cod-742

ing and analytical tasks, such as visualization (e.g.,743

85.5% vs. 76.8%-79.5%), creating or using AI744

models, handling edge cases, and writing shell com-745

mands. Gemini performs best in creating content746

for educational purposes, game development, and747

text formatting. Meanwhile, GPT-4o stands out748

in producing mathematical proofs and is excep-749

tional at inferring user intent from vague instruc-750

tions (83.7% vs. 63.2%).751

B Experimental Details752

B.1 Data Used in In-Context Learning753

We evaluated our approach to select few-shot754

demonstrations on GPT-4o, Gemini-1.5-pro, and755

Gemini-1.5-flash using two datasets: a well-756

structured IF-Eval dataset that involves instruction757

following such as format (Zhou et al., 2023), and758

the less structured ChatbotArena that involves rea-759

soning tasks (Chiang et al., 2024). We conduct760

the diagnosis process of SKILLVERSE using 450761

prompts from the first dataset and 2,500 prompts762

from the second, with inference performed on 150763

held-out prompts for each dataset.764

B.2 Detailed Results of Auto-Discovery765

Table 4 and Table 5 lists the predicted inverse scal-766

ing tasks with or without the insights produced by767

SKILLVERSE. A positive value indicates that the768

larger model outperforms its smaller counterpart,769

while a negative value indicates underperformance.770

On average, the larger models outperform their771

smaller siblings by only 0.5%, compared to 10.6%772

in the uninformed predictions.773

High-Level 
Summary Fine-Grained Description

Success 
Rate

Creative 
writing in 
multiple 
forms.

write jokes 87.8%
write a riddle 70.0%
write a song (rap or jazz) 82.6%
write a poem (limerick, haiku) 72.9%

follow length 
constraint

write within word limit 64.8%
follow request on sentence count 69.1%

Text 
formatting

format and use bullet points 73.7%
format the title (double angular 
brackets) 90.7%
separate items with six asterisks 79.4%
separate paragraphs with special 
characters 92.9%
add a postscript starting with e.g., 
"P.S." 78.6%
format and highlight sections in the 
text 85.5%

Code-related 
tasks, 

including 
providing 

visualization, 
comments, 

documentati
on.

generate visualization 78.3%
write command-line script (for 
variable replacement, synchronize 
folders, etc.) 71.3%
add correct comments for functions 76.7%
identify and handle errors, 
troubleshooting 75.0%
format output in JSON format 64.2%

Providing 
technical 

assistance

provide technical instructions on a 
wide range of technologies 76.3%
calculate or estimate (range, 
confidence interval, ambiguity, CPU 
usage) 87.0%
work with time and date (calculate, 
provide, explain) 59.3%

Figure 10: An example of the Gemini-1.5-flash’s capa-
bility report generated by our framework. It consists
of a high-level summary, descriptions of fine-grained
capabilities along with the model success rates. We
highlight model weaknesses in red.

B.3 Human Annotation 774

We present the complete annotation guideline used 775

in Section 3 to verify the accuracy of our clustering 776

algorithm in Figure 13 and 14 The inter-annotator 777

agreement is 0.88 as measured by Pearson correla- 778

tion. 779
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High-Level 
Summary Detailed description

Gemini-
1.5-pro

Claude3.5-
Sonnet GPT-4o

Write 
functional and 

specific-
purpose code, 

focusing on 
implementatio

n and 
problem-
solving.

write code for visualization purpose (e.g., scattered 
plot, bar chart) 79.49% 85.53% 76.83%
implement a feature or write code for game 
development (e.g., terrain generation, sprite editor) 71.25% 69.03% 74.04%
create or use AI/ML model/chatbot 87.61% 94.56% 90.70%
write SQL queries,containing specific techniques like 
CTEs, joins, window functions 84.92% 89.92% 85.42%
improve code quality (organization, efficiency, 
conciseness, functionality) 62.51% 58.81% 70.44%
comment on code quality (efficiency, readability) 90.93% 84.87% 92.44%
translate into first-order logic (FOL) and conjunctive 
normal form (CNF), 83.85% 78.09% 80.44%
write test cases, handling edge cases and generating 
the expected output 88.99% 97.26% 93.86%
provide detailed instructions for package installation, 
configuration, and setup 96.31% 89.28% 91.83%
write code for games/chess/elo, create card decks, 
solve rubiks cube 76.79% 73.57% 80.78%
write code or script for  shell commands (file 
operations, automation, configuration) 80.40% 90.11% 96.43%
write code or function about network, stack, TCP, IP 
address 74.99% 65.23% 70.44%
Fixing bugs or troubleshooting 86.14% 77.92% 94.48%
write code for data processing (e.g., scrape data, 
convert/generate files, save files, extract content) 79.78% 85.14% 86.43%

Compose clear 
and 

comprehensiv
e explanations 
for algorithms

provide explanations of algorithms including aspects 
like steps, examples, details, and target audiences 96.97% 90.63% 89.54%
use examples (analogy, specific, real-world, illustrative) 89.18% 62.06% 81.98%
compare (pros/cons of) methods/strategies/options 93.90% 82.99% 89.55%
provide explanation (sentiment analysis, chatbot, LLM, 
Langchain, AutoGen) 88.05% 88.55% 91.07%
complexity analysis for algorithm 86.93% 87.89% 82.83%
provide helpful, correct and relevant suggestions and 
advice 100.00% 97.96% 98.15%
write documentation including comments and 
docstrings 94.87% 90.70% 83.86%

Provide 
mathematical 

analysis, 
calculations, or 

proofs.

provide or write mathematical proofs 62.00% 75.73% 83.77%
calculate financial terms (interest rate, future value, 
present value, profit/loss, etc) or analyze (options, 
hedging, market behavior, etc) 79.56% 75.63% 82.63%
solve a (math, physics) problem 82.35% 88.25% 78.46%
perform calculation or derive formula 77.42% 70.25% 75.46%

Create and 
analyze 

technical 
content with 

practical 
details.

create game related content like character sheet or 
game session outline 89.20% 70.74% 86.51%
analyze and advise on security vulnerabilities and best 
practices 89.20% 79.41% 85.68%
write music-related items (song, melody, chord 
progression) using formats like ABC notation and MIDI 85.73% 81.59% 71.26%
provide detailed business analysis like strategy, model, 
SWOT, market, and finance 92.20% 96.60% 91.86%
design on a topic like software, schema, or engineering 
process 87.29% 85.19% 80.65%

Develop, 
evaluate, and 
refine diverse 

content 
(creative, 

educational)

debate or evaluate arguments 90.90% 69.11% 74.95%

Figure 11: The capability report comparing Gemini-1.5-pro, Claude3.5-Sonnet, and GPT-4o on ChatbotArena
(Chiang et al., 2024). It consists of a high-level summary, descriptions of fine-grained capabilities along with the
model success rates.
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High-Level 
Summary Detailed description

Gemini-
1.5-pro

Claude3.5-
Sonnet GPT-4o

Develop, 
evaluate, and 
refine diverse 

content 
(creative, 

educational)

provide comprehensive recipe (ingredient, flavor, 
nutrition, instruction) 93.29% 92.97% 85.72%
create a structured and well-organized curriculum or 
outline for a course (covering topics, levels, titles) 95.22% 97.31% 88.28%
write creative content like story, script, lyrics, article 79.55% 81.85% 70.26%
translate or analyze (grammar, meaning, usage) of 
language and write in a specific style (tone, format) 84.50% 86.47% 82.01%
create a detailed training plan with time estimates and 
specific workouts 80.48% 76.45% 66.69%
categorize, extract, and identify entities, relationships, 
from long context 78.81% 82.65% 75.01%

Focus on 
clarity, 

conciseness, 
and formatting 

in writing.

structure text using headings, (numbered) bullet points, 
and bolding 91.65% 80.00% 88.72%
write in a clear, well-organized, easy to understand, and 
readable format (e.g., formatting, structure, clarity) 92.37% 89.20% 88.72%
provide relevant explanation 96.64% 90.01% 95.81%
be concise and to the point (instead of overly verbose, 
repetitive) 95.21% 97.00% 91.32%
write concisely, balancing the level of detail (using 
examples, visual aids) 84.85% 72.74% 91.50%

Understand 
and address 
user intent 
with clear, 
structured 
responses.

address vague requests and identify the user's actual 
ntent 63.18% 63.18% 83.68%
understand and fulfill the prompt, addressing 
requirements, instructions, and questions 91.53% 89.50% 89.99%
provide help on ethical related issues 97.81% 92.74% 97.32%
not refuse too many requests due to ethical concerns 63.34% 83.77% 87.26%
provide resources (links, references) 72.02% 69.39% 78.28%
provide truthful, relevant, accurate, and factual 
information 77.38% 80.97% 80.52%
write about comprehensive details (scope, limitations, 
potential issues) 89.29% 83.78% 87.42%

Figure 12: Figure 11 continued.

ID Description Gemini-
1.5

Llama-
3

Claude-
3 Avg.

1 Format a bibliography in APA style based on a list of references -13.2% 7.7% -13.6% -6.4%
2 Insert a hyperlink for every occurrence of a specific word 4.7% 0.4% 2.3% 2.5%
3 Write all numbers in words instead of numerals -3.4% -3.5% 29.0% 7.4%
4 Write a response where every second sentence starts with the same word -8.7% 6.5% 7.7% 1.8%
5 Use exactly one comma per sentence, placed in a specified position 2.9% -1.7% 0.1% 0.4%

6 End each sentence with a specific punctuation mark (e.g., every sentence
must end with an exclamation point) -20.0% 14.6% -6.3% -3.9%

7 Format a table using LaTeX syntax -9.0% 5.2% 5.2% 0.5%
8 Replace every occurrence of the word ’the’ with ’a’ 13.7% 12.6% -6.5% 6.6%
9 Enclose the entire response in an HTML <p> and </p> tag 1.8% 1.8% -8.8% -1.8%

10 Write a strict-structure sonnet while maintaining a particular rhyme
scheme (e.g., iambic pentameter) -0.2% 5.3% 1.6% 2.2%

11 Wrap conversations and individual sentences in parentheses -10.9% 5.9% -7.3% -4.1%

Table 4: Predicted inverse scaling tasks (SKILLVERSE-informed) and the performance gap between larger and
smaller models. We evaluated Gemini-1.5 (pro vs. flash), Llama3 (405b vs. 70b), and Claude3 (Opus vs. Sonnet).
A positive value indicates that the larger model outperforms its smaller counterpart, while a negative value indicates
underperformance. On average, the larger models outperform their smaller siblings by only 0.5%, compared to
10.6% in the uninformed predictions (Table 5 in the Appendix).
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Index Description Gemini-
1.5 Llama3 Claude-3 Average

1 Respond to a question using only questions 13.2% 15.8% -7.6% 7.1%
2 Recommend a Playlist Based on Mood 17.8% 4.0% 9.0% 10.3%
3 Describe something as if it were a recipe 16.7% 15.0% -3.0% 9.6%
4 Suggest a Weekly Meal Plan 28.7% 2.1% 10.7% 13.8%
5 Create a riddle for technical concepts 29.4% 23.8% 16.4% 23.2%
6 Describe a process, but only using the future tense 4.4% -3.4% 1.3% 0.8%
7 Reverse Word Order -3.4% 20.9% 26.8% 14.8%
8 Generate Advice for Improving Public Speaking Skills 5.1% 28.9% 8.1% 14.0%
9 Write a song chorus and bridge 7.1% 14.7% 5.0% 8.9%
10 Generate Rhyming Words -0.6% 7.9% 1.2% 2.8%
11 Alliteration Generation 10.2% 2.1% 22.3% 11.5%

Table 5: Predicted inverse scaling tasks (uninformed predictions) and the performance gap between larger and
smaller models. We evaluated Gemini-1.5 (pro vs. flash), Llama3 (405b vs. 70b), and Claude3 (Opus vs. Sonnet).
A positive value indicates that the larger model outperforms its smaller counterpart, while a negative value indicates
underperformance. On average, the larger models outperform their smaller siblings by 10.6%, with a distribution
that is statistically different from those predicted with the performance data as input.
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Introduction of Tasks

Welcome to the phrase similarity annotation task! The objective of this task is to annotate the similarity between two 
phrases that describe user requests. As a rater, you will be provided with pairs of short phrases sourced from various 
user requests or feedback. Some requests are extremely similar, while others are not. Your task is to label their 
similarity on a scale from 1 to 5. 

Rater Instructions

To ensure the quality of the annotation, please follow these detailed instructions:

1. Review the given phrases carefully
a. The phrases you will annotate come from various user requests or feedback to these requests
b. Ignore the sentiment of the feedback (e.g., positive or negative), and focus solely on the similarity of the 

user request parts. 
c. For more details, please refer to examples 01 and 03

2. Choose a similarity rating from a 1-5 scale
● : The phrases are highly similar and should belong to the same group.5-Highly similar (same group)
● : The phrases are relevant and should belong to related groups (sister 4- Relevant (sister groups)

groups).
● : Choose this when the similarity is ambiguous or you are not sure. 3-Neutral
● : The phrases are leaning towards unrelated, but you can 2-Weakly related (leaning towards unrelated)

see how they might be distantly related.
● : The phrases have no similarity and should never be in the 1-Totally unrelated (never be sister groups)

same group

Examples:

Please ignore the sentiment of the feedback (e.g., succeed or fail), and only focus on the similarity between the user 
request parts.

ID Input Pairs Expected Annotation

01 A-write a poem about playing video games,
B-wrote a haiku about missing class, failing to follow the 
poem structure

5-Highly similar (same gro…

02 A-used the word "peace" at least 10 times,
B-Include the keyword “resume” for 3 times

5-Highly similar (same gro…

Comment: Both pairs involve specific instructions on word usage within text. The two phrases should belong to the 
same group – 01 on avoiding capitalization, while 02 on repeating specific words.

P.S. Following the instruction to ignore the sentiment of the feedback, wrote a haiku about missing classes, failing to follow 
the poem structure  is reduced to wrote a haiku about missing classes

ID Input Pairs Expected Annotation

03 A-avoid using commas 4- Relevant (sister groups)

Figure 13: Annotation Guideline: Phrase Similarity Annotation Instructions Page 1
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ID Input Pairs Expected Annotation

B-exclude the words "can" and "ride" in the written 
response, but ”ride” appeared twice

04 A-write 3 to 5 paragraphs
B - (not) stay within the 100-word limit, going 122 words 
over

4- Relevant (sister groups)

Comment: Both pairs involve specific instructions to restrict certain elements in writing — 03 avoiding punctuation or 
keywords and 04 limiting paragraph or word count. These user requests are highly relevant but not identical, hence 
"sister groups."

P.S. Following the instruction to ignore the sentiment of the feedback, exclude the words "can" and "ride" in the written 
response, but ”ride” appeared twice in the response is reduced to exclude the words "can" and "ride" in the written response

ID Input Pairs Expected Annotation

05 A-wrote the poem without capitalization
B-writing lyrics that are less cliche

3-Neutral

06 A-finished writing the email
B-wrote the entire response in English

3-Neutral

Comment: Both pairs contain instructions related to style or language use, but lack clear connections. The tasks are 
broadly related, resulting in a “neutral” rating.

ID Input Pairs Expected Annotation

07 A-write an academic proposal, 
B-explain the calorie content of almonds

2-Weakly related (leaning …

08 A-focus on making the tone of statements sound more 
like a formal announcement,
B-included more information, such as a product image 
and name

2-Weakly related (leaning …

Comment: Both tasks demand distinct content and presentation approaches. However, they are distantly related 
because ID 07 involves the concept of preparation, and ID 08 focuses on enhancing information delivery.

ID Input Pairs Expected Annotation

09 A-exclude commas from the output, 
B-explain the calorie content of almonds

1-Totally unrelated (never …

10 A-writing quality that is repetitive and clunky 
B-use the proper markdown syntax for italics

1-Totally unrelated (never …

Comment: Both pairs involve completely different writing elements—one addresses content or style, while the other 
focuses on format or syntax. These tasks are unrelated in their objectives and techniques.

Figure 14: Annotation Guideline: Phrase Similarity Annotation Instructions Page 2
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