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Abstract

In recent years, the successor representation (SR) has attracted increasing attention
in reinforcement learning (RL), and it has been used to address some of its key
challenges, such as exploration, credit assignment, and generalization. The SR
can be seen as representing the underlying credit assignment structure of the
environment by implicitly encoding its induced transition dynamics. However,
the SR is reward-agnostic. In this paper, we discuss a similar representation that
also takes into account the reward dynamics of the problem. We study the default
representation (DR), a recently proposed representation with limited theoretical
(and empirical) analysis. Here, we lay some of the theoretical foundation underlying
the DR in the tabular case by (1) deriving dynamic programming and (2) temporal-
difference methods to learn the DR, (3) characterizing the basis for the vector space
of the DR, and (4) formally extending the DR to the function approximation case
through default features. Empirically, we analyze the benefits of the DR in many
of the settings in which the SR has been applied, including (1) reward shaping,
(2) option discovery, (3) exploration, and (4) transfer learning. Our results show
that, compared to the SR, the DR gives rise to qualitatively different, reward-aware
behaviour and quantitatively better performance in several settings.

1 Introduction

Learning appropriate representations is a key challenge in reinforcement learning (RL). The successor
representation (SR) [[10], which represents states as the expected discounted number of visits to
successor states, is a particularly promising idea. It has been shown to be an effective distance metric
for reward shaping [54}49]], a promising inductive bias for temporally-extended exploration [21} 23],
and an effective representation for credit assignment [27), 23]], generalization [20], and zero-shot
RL [47, 48} 16, 144, [1]]. Furthermore, recent evidence suggests that the SR is a good computational
model for explaining decision-making [28]] and neural activity in the brain [41}40].

The underlying idea behind the SR is to incorporate the temporal aspect of the problem into the
representation so that two states are considered similar if they lead to similar future outcomes.
Similar ideas permeate other concepts such as proto-value functions [27, [26] and slow feature
analysis [39,153]]. In this work, we use the term proto-representations to refer to such temporal
representations that implicitly capture the environment dynamics, with the SR the most prominent
of them. However, the SR (and others [29, 30, 5} 12} 152]]) only captures the transition dynamics of
the environment, and does not take rewards into account. In this paper, we demonstrate the benefits
of learning a proto-representation that also takes rewards into account.

One candidate for reward-aware proto-representations is the default representation (DR) [34].
Piray and Daw, in a neuroscience study, applied the DR mainly to replanning tasks and explaining
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different cognitive phenomena, such as habits and cognitive control. Nevertheless, we claim that
the DR is an interesting concept beyond neuroscience, due to its relationship with the SR and its
reward-awareness. In this context, many aspects of the DR have yet to be explored. There are no
efficient, general algorithms for learning the DR incrementally and online with a linear cost, akin
to temporal-difference (TD) learning [42]. Additionally, given the successful applications of the
eigenvectors of the SR for reward shaping [54}149], and temporally-extended exploration [25], the
eigenvectors of the DR have seen limited investigation. Finally, the behavior of the DR for a reward
function not constant over non-terminal states is underexplored.

In this paper, we (1) derive methods for learning the DR using dynamic programming (DP)
and temporal-difference (TD) learning [42], and prove the convergence for the DP method,
(2) characterize the basis for the vector space of the DR, also describing the settings in which the
DR and the SR have the same eigenvectors, and (3) define default features, taking a first step towards
using the DR with function approximation.

Furthermore, we empirically investigate whether the DR provides benefits over the SR. While
prior work [34 3] has mainly focused on applying the DR to explain phenomena in neuroscience,
here we consider applications more common in computational RL. We demonstrate that: (1) in
environments with low-reward regions to be avoided, using the DR for reward shaping achieves
superior performance over the SR, (2) using the DR for online eigenoption discovery [25], the DR
exhibits reward-aware exploratory behavior and obtains higher rewards than the SR over the course
of exploration, (3) the DR, similar to the SR, can be used for count-based exploration, and (4) default
features enable efficient transfer learning when the rewards at terminal states change.

2 Background

In this paper, we use lowercase symbols (e.g., r, p) to denote functions, calligraphic font (e.g, S, .A)
to denote sets, bold lowercase symbols (e.g., r, ) to denote vectors, and bold uppercase symbols
(e.g., ¥, Z) to denote matrices. We index the (4, j)-th entry of a matrix A by A (3, j).

2.1 Reinforcement Learning and the Successor Representation

In the standard RL framework, the environment is formulated as an MDP (S, A, r, p, ), where 8 is the
state space, A is the action space, 7 : § — R (or 7 : § x A — R) is the reward function, p : § x A —
A(8) is the transition function, and y € [0, 1) is the discount factor. At every time step ¢, the agent
observes a state, .S, and selects an action, A;. The environment then transitions to a next state, S1 ~
p(+|St, At), and the agent receives a reward, Ry = 7(St) (or Ry = r(St, At)). The agent’s goal is
to learn a policy 7 : § — A(A) that maximizes the expected discounted return E,[>",~ 7' R;].

In this framework, the successor representation [SR;[10] represents states as the expected discounted
number of visits to their successor states. Given a policy 7, the SR, ¥ € RISI*I8| is defined as

oo
U (s,8') =Bx | > 7'lis,—ey]S0 = 5|, (1)
t=0

where 1 is the indicator function. Furthermore, denoting the transition probability matrix induced by
p and 7 by P™, the SR can be computed in closed form by Y.~ 7*(P™)" = (I — vP™)~!. Note
that in this work, we set the rows corresponding to terminal states to be all zeros for P™. Denoting
the set of trajectories from s to s’ by T,_,,/, we can express the entries of the SR [3]] as

T(s,8)= > PT(r)y"7, 2)

TET 4 o
where P™(7) is the probability of following 7 under 7, and 7(7) denotes the number of steps in 7.
Finally, the SR can be learned using temporal-difference learning [42| [10], for all j € S:
WT(Sy,7) «— OT(Sy,5) + a[lis,—jy +7¥(S41,5) — ¥T(S, )] 3

2.2 Linearly Solvable Markov Decision Processes

The default representation (DR) is defined in the framework of linearly solvable MDPs [45] 46]], a
simplification of MDPs in which the optimal value function can be expressed by a linear equation.
In this work, building on the work by Piray and Daw [34], we define linearly solvable MDPs as



(8, A,r,p,mq), where 8 is the state space, A is the action space, 7 : § — R is the reward function, p :
8x A — A(8) is the transition function, and 7 is the default policy that assigns non-zero probabilities
to all state-action pairs. It is standard in linearly solvable MDPs to assume no discounting of rewards,
i.e.,y = 1. We also make the assumption that r(s) < 0 for all non-terminal s. In order to make MDPs
linearly solvable, the agent is tasked not only with maximizing the rewards, but also with not deviating
too much from the default policy. Deviating from the default policy incurs a cost to the agent, causing
the agent to also receive a penalty A KL(p™(-|S¢)|lp™(:|S;)) at every time step ¢, where KL (uljv)
denotes Kullback-Leibler (KL) divergence between u and v, p™ (s’|s) denotes the probability of transi-
tioning to s’ from s under policy 7, and A > 0 determines the relative importance of the deviation cost.

The DR, introduced under this formulation, is a reward-aware proto-representation that encodes the
expected rewards for visiting successor states. Let r € RIS! be the vector of rewards at all states, and
P74 be the transition probability matrix induced by 74 (i.e., P™ (s, s’) is the probability of transition
from s to s’ under 7,), the DR, denoted by Z, can be computed in closed form by

-1
Z = |diag(exp(—r/A) — P™| )
where exp denotes element-wise exponentiation.

Importantly, the DR can be used to retrieve the optimal value function with a set of linear equations
[34]. Let N, T be the set of indices of non-terminal and terminal states, and 8 ;y and 87 denote the
set of non-terminal and terminal states. We have

exp(viy/A) = ZnnP R exp(rr/N), 5)

where v} is the vector of optimal values for non-terminal states, and P}T\,dT € RISNIXISTI denotes the
matrix of transition probabilities. Note that after learning the DR, assuming access to the transition
dynamics, it is possible to directly compute the optimal values for any new configurations of terminal
state rewards, a fact that has been used in the past to perform transfer learning [34} 13]].

3 Reward-Aware Proto-Representations

In the previous section, we presented the DR in a much more limited way than when discussing the
SR. This is not by accident; up to this point, the DR has not been that well developed. Little is written
about the impact of environment rewards on the DR, how those impact the space the DR spans, and
we still do not have a state-action formulation of the DR. We address these issues in this section.

3.1 The Default Representation as a Generalization of the Successor Representation

In problems in which the reward signal is the same across the
whole state space, the DR spans the same space spanned by
the SR. However, in settings in which the rewards received by
the agent vary throughout an episode (see Figure [I)), the DR
captures the expected rewards obtained when traveling between
two states, instead of the number of transitions required to
travel between states, as in the SR.

We first formalize the idea that the DR and SR span the same
space in Theorem [3.1]in settings in which the agent does not
have access to a reward signal. Prior work had been limited to
comparing the analytical form of the SR and DR [3]].

Theorem 3.1. Suppose both the SR and DR are computed with  Figyre 1: Episodic envs. adapted
respect to the same policy, i.e., m = w4. When the reward func- (o incorporate negative rewards.
tion is constant and negative, i.e., 7(s) = r(s') <0Vs,s' €8, Clockwise: 1) grid task [I0],
the SR and DR share the same set of eigenvectors. Furthermore, 2y four rooms [43), 3) grid
when the SR and DR are symmetric, the i-th eigenvectors of the oo [49], and 4) grid maze [49].
SR and DR are equivalent, and the i-th eigenvalues of the SR Start state is in blue. The agent re-
(tusr,i) and DR (ppg i) are related as follows: ceives —1 reward at every time step
-1 unless it steps on red tiles (—20 re-
HSR,G = {7 (ME;%J- —exp (—7r(s)/A) + 7_1)} , (6) ward) or reaches the goal in green
' (0 reward).
where v € (0,1) is the discount factor of the SR, r(s) is the
state reward, and X is the relative importance of the deviation cost of the DR.
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Figure 2: Top eigenvectors of the SR and the DR in the environments shown in Figure[T] We report
the logarithm of the DR for better visualization due to very different magnitudes.

Proof sketch. We write the DR as [fI — P™]~!, where 7 = exp(—r(s)/)), and perform algebraic
manipulations on the expression Ze = \e to obtain the eigenvectors of [I — yP™]~1. Then, we show
that the eigenvalues of the SR and DR are related by a function that is monotonically increasing over
the range of DR eigenvalues. The complete proof is available in Appendix [B2]

This result is particularly interesting because the eigenvectors of the SR have been shown to be useful
in settings such as reward shaping and option discovery. The top eigenvector of the SR captures
temporal distance between states, and such distance has been used for reward shaping as it leads
to better performance than distances that are based on the coordinates of states [54]]. In option
discovery, it has been shown that eigenoptions, which are obtained by training a policy to maximize a
reward signal induced by the eigenvectors of the SR, allow the agent to reach less explored areas of
the state space, facilitating exploration [25]]. We will revisit these applications in Section [6]

In problems in which the reward function is not constant, the DR is able to capture such information.
While this is evident by the reward vector, r, in Equation EL we can re-write the DR to match the
closed-form of the SR (Equation [2) to make such a relationship clearer:

Z(s,s') = Y P™(r)exp(r(r)/A), )

TET,

where r(7) is the sum of rewards obtained along trajectory 7 (see derivation in Appendix B.1J).

By writing Equation [7] similarly to the SR’s, we see that both the SR and the DR compute a
weighted average of a statistic over all trajectories from s to s’, where the weights correspond to
the probabilities of the trajectories under the policies w.r.t. which the SR and DR are computed. For
the SR, the statistic captures the number of transitions required to travel between states, while for
the DR, it captures the rewards obtained when travelling between states.

Figure [2] illustrates the eigenvectors of the DR and SR in the environments depicted in Figure [T]
to help the reader develop an intuition of the similarities and differences between these two proto-
representations. While the top eigenvectors of the SR reflect the proximity of states in terms of
transitions, the top eigenvectors of the DR not only capture the transition dynamics of the environment,
but they also accurately reflect the positions of low-reward regions in the environment.

3.2 State-Action-Dependent Rewards
The form of the DR discussed so far is defined for reward functions that depend only on the state, and
cannot be applied when the reward function depends on state-action pairs, which is prevalent in RL.

To extend the DR to state-action pairs, we need to extend linearly solvable MDPs to state-action
pairs, which was first presented in the work by Ringstrom et al. [37]. However, the DR was not
discussed in this work, so we provide our derivation in Appendix [B3] Interestingly, the resulting
equation looks similar to Equation[d] Using the overbar for vectors and matrices in the state-action
setting, e.g., P instead of P, the DR for state-action-dependent rewards is:

_ _ 91

7= [diag (exp(—t/N)) — P”} , 8)
where and ¥ € RISIMI i the vector of state-action rewards, and P™¢ € RISIAIXISIAL the matrix
of transition probabilities between state-action pairs under 7.

By learning the DR for the state-action space, the optimal Q-values can now be computed by

exp(qN/)\) = ZNNIB;VT eXp(f'T/)\), (9)



where q € RIS/ is the vector of optimal state-action values. Furthermore, the optimal policy can
be computed simply as

ma(als) exp(q* (s, a)/A)
> ma(a'[s) exp(q(s,a’)/N)
As we show in Section@ the DR under this formulation, combined with default features, unlike prior

work, allows direct computation of optimal policies when terminal rewards change, enabling efficient
transfer without assuming access to transition dynamics [34, [3]].

7" (als) = (10)

4 General Algorithms for Estimating the Default Representation

We now introduce efficient and general algorithms for learning the DR through dynamic programming
and TD learning. Before the results we outline below, there were two update mechanisms for the
DR: one based on the Woodbury matrix identity [34], which is limited to the tabular case; and a
TD learning method recently introduced in a pre-print that is limited to settings in which the reward
function is constant over non-terminal states [3]]. We refer the reader back to the previous section
to emphasize how different the DR is in more general settings, with rewards that vary across states.

4.1 Dynamic Programming

We first present a method to learn the DR by dynamic programming (DP), and we prove it converges.

The update rule for the DP algorithm and the convergence result are presented in the theorem below.

Theorem 4.1. Let Sy denote the set of non-terminal states. Assume r(s) < 0Vs € Sy. Let

R = diag (exp(fr/)\)), where r is the vector of all state rewards. Let Zo = R™'. The update rule
Zii =R+ RIP™Z, (11)

converges to the DR, that is, limy_, o Zy = Z.

Proof sketch. We recursively expand the RHS of Equation[TT]and look at its closed-form in the limit,

which we show is a Neumann series. We conclude the proof by leveraging the convergence of the
Neumann series and plugging it back into the derived limit. The complete proof is in Appendix

4.2 Temporal Difference Learning

To learn the DR by TD learning, we build on the DP method and start with Equation[TT} For any
state s, for all 7, Z(s, j) can be learned using DP as

Z(s5,5) = exb (r(5)/A) (Lomsy + Bompra(oio) [2(5,)] ) (12)
which requires access to the transition probabilities under the default policy.

In TD learning, we do not assume access to these probabilities, but we can approximate the above
equation using samples, estimating the expectation over next states s’ with a sampled next state. Then,
given a transition (s, a,r, ) sampled under the default policy, we can update Z(s, j) as

Z(s,§) — Z(s,j)—i—a[Y—Z(s,j)}, (13)

where « is the step size and Y the bootstrapping target. For non-terminal states,
Y = exp(r/A)(1{s=j} + Z(s',4)), while for terminal states, Y = exp(r/A)1,—;}. Naturally, we
can leverage importance sampling [36] if the default policy is different from the behaviour policy.

S Extending The DR Beyond Classical Tabular RL

We have been using the tabular case to formalize the ideas we are introducing; now we extend them be-
yond this setting. Given Equation[I3] it is trivial to formalize the parameterization of the DR such that
Z(s,s';0) = Z(s, s"), for some parameters . In this section, we go beyond that, defining the concept
of default features, which is more semantically meaningful when talking about the DR in terms of fea-
tures. We also define a proto-representation for the maximum entropy RL framework. However, since
this paper focuses on the DR, we defer the discussion of this proto-representation to Appendix [B.5]



Similar to successor features [SFs; 2], we derive here a decomposition of the value function into
features and weights such that these features capture the dynamics of the environment. Different
from SFs, default features also consider non-terminal rewards as part of the environment dynamics.

Recall we can use the DR to obtain the optimal value function with a set of linear equations (Eq. [5):
exp(Vy/A) = ZnNP R exp(rr/N). (14)

Inspired by the decomposition performed with SFs, we define default features (DFs) by decomposing
the terminal rewards in this equation. We assume that the exponential of the terminal state rewards
can be computed as exp (r(s)/\) = ¢(s) " w, where ¢(s), w € R? are the features of a terminal
state, s, and the weights of the reward function, respectively. Note that this decomposition is not
restrictive, since we can fully recover any terminal state rewards if ¢(s) = exp (r(s)/A).

Under this decomposition, the above equation can be written as
exp(Vy/A) = ZnNP R exp(rr/A) = ZynPR,®w, (15)

where ® € RI971% i5 the matrix of terminal state features. We define the product Z y x P3¢, ® as
the DFs matrix, and each row ¢(s) = (ZynyP 3% ®)s,. to be the DFs of a non-terminal state. Then,
the optimal value for each non-terminal state can be computed as ¢(s) ' w. Note that such a form of
optimal value computation is only possible when only the rewards at terminal states change. The
reason is that, when only the terminal state rewards change, {(s) stays the same for all non-terminal s.
However, when the rewards for non-terminal states change, ((s) changes since ((s) = ZynyP3/ P
and Z yn depends on non-terminal state rewards.

Building on Theorem [4.1} we can learn the DFs using TD learning from a transition (s, a,r, s’)
sampled under the default policy:

¢(s) ¢ ¢(s) + a(exp(r/A)¢(s") = ((s)), (16)

where « is the step size, and we define ¢(s) := ¢(s) for terminal states, s. DFs can be thought of
as features propagating from the terminal states to all non-terminal states in a manner that respects
the reward and transition dynamics. The definition of DFs can be easily extended to the case of
state-action-dependent rewards, following the formulation in Section[3.2]

Apart from enabling function approximation, another benefit of learning the DFs over the DR is
that it does not require access to the transition dynamics, P3¢, to retrieve optimal values. This is
especially useful when learning the DFs for state-action-dependent rewards, since we can directly
retrieve the optimal policy using the corresponding state-action values (see Equation [T0). After
learning the DFs in this setting, even without access to environment dynamics, we can efficiently
compute the optimal policy under any terminal state reward configuration, enabling transfer learning,
as shown in Section[6] Note that while DFs enable directly computing the optimal policy, they are
limited to the scenario where only the terminal state rewards change. On the other hand, while SFs
can only compute a policy as good as the ones used to compute the SFs, they can be applied when
any state rewards change, allowing more flexibility than DFs.

6 Experiments

Proto-representations, like the SR, have been used in RL for reward shaping [54} 49|, option
discovery [22} [25]], count-based exploration [24]], and transfer [2], among others. We now revisit
these settings to assess the impact of using reward-aware representations.

6.1 Reward Shaping

Drawing inspiration from results with the SR [54,49], we first evaluate the effectiveness of the DR
as a distance metric. In reward shaping experiments, our goal is to assess whether the DR can serve
as a useful shaping signal, capturing the geometry of the state space, and whether it not only guides
the agent toward the goal state but also helps it avoid negative rewards.

Assuming e is the top eigenvector of the SR, prior work [54} 49] has used the shaping reward

. 2 .
7y = —(e(sgoal) — €(s141)) ", where e(s) denotes the entry for state s. Here, we instead use the
top eigenvector e of the DR for potential-based reward shaping [31]], defining the shaping reward as
7+ = ye(s¢1+1) — e(sy). We compare our approach (DR-pot) with three baselines: 1) potential-based
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Figure 3: The avg. undiscounted return over 50 runs for potential-based reward shaping using the
DR (DR-pot), the SR (SR-pot), the prior approach using the SR (SR-prior) [49]], and no shaping
(ns) in the environments shown in Figure[T] The shaded area indicates 95% confidence interval.

shaping with the SR’s top eigenvector (SR-pot), 2) the distance-based SR method from [49] (SR-pri),
and 3) no shaping (ns). Both the SR and DR are computed with respect to the uniform random policy.

We carry out the experiments in the environments shown in Figure[I} Importantly, the shortest path
from the start state to the goal state passes through low-reward regions and is sub-optimal, so the
agent needs to learn to avoid low-reward regions in the environment to achieve the optimal return.
For the reward shaping approaches, we train a Q-learning [51]] agent using a convex combination
of the original environment reward, r;, and the shaping reward, 7, resulting in the expression
(1—=B)r,+ B, where 8 € [0, 1] is a hyperparameter. Note that we assume access to the eigenvectors
of the SR and DR prior to training the agent with the potential-based reward. Future work can explore
learning the eigenvectors and the policy simultaneously. For the no shaping baseline, we simply
train the Q-learning agent using the original environment reward. We use v = 0.99, ¢ = 0.05 for
e-greedy exploration, A = 1.3 for the DR, and perform a grid search over the Q-learning’s step size
([0.1,0.3,1.0])) and 5 ([0.25,0.5,0.75, 1.0]). We run 20 seeds for each hyperparameter setting, and
after identifying the best hyperparameters, re-run 50 seeds to avoid maximization bias.

Figure[3|shows the undiscounted returns of our approach and the baselines in the environments shown
in Figure[T] First, we observe that compared to prior methods, potential-based reward shaping is a
better way of utilizing the eigenvectors of the proto-representations. Second, we observe that DR-pot
performs significantly better than any of the baselines, including the SR-based approaches. This
is because, as shown in Figure 2] the top eigenvector of the DR captures the location of low-reward
regions, and is capable of guiding the agent along the optimal path that does not cross them, whereas
the top eigenvector of the SR fails to do so, and simply leads the agent along the shortest sub-optimal
path to the goal. As per our result in Section [3.1} the performance using the SR and the DR is very
similar in the absence of low-reward regions (see Appendix[C.2).

6.2 Option Discovery

The options framework [35 |43]] allows the agent to interact with the environment in a temporally-
extended manner. Prior work [25] demonstrated that the SR can be used for discovering options.
In particular, their iterative online eigenoption discovery method using the SR, called covering
eigenoptions (CEQ), greatly reduces the average number of steps required to visit every state,
and enables exploring the state space more uniformly. Furthermore, CEO combined with deep
learning has shown promising results and outperformed state-of-the-art baselines in a wide variety
of settings [18]]. Here, we consider using the DR for iterative online eigenoption discovery.

Our approach, reward-aware covering eigenoptions (RACE), is similar to CEO but learns the DR
instead of the SR, using its top eigenvector to define the intrinsic reward. In RACE, at every iteration,
the agent collects samples to learn the DR, the eigenvector of which is then used to compute an
eigenoption. The eigenoption will be used in the next RACE iteration to collect samples. This forms a
cycle of using eigenoptions to improve the learned representation, and using the learned representation
to then refine eigenoptions. The full algorithm and hyperparameters are in Appendix We compare
RACE with CEO and a uniform random walk in the environments from Figure |1} using 100-step
episodes with no terminal states. To evaluate exploration, we measure the percentage of states visited;
to assess risk awareness, we track the average reward per time step. Our goal is to test whether RACE
enables reward-aware exploration. The results are depicted in Figure [ where each point represents
the average performance of one hyperparameter setting over 10 seeds.
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Figure 4: Top row: Average reward vs. state visitation percentage for various hyperparameter
settings of iterative online eigenoption discovery via CEO, RACE, and random walk (RW) in the
environments from Figure |1} For reference, solid dots mark settings with the highest visitation.
Bottom row: Undiscounted return of RACE+Q, CEO+Q, and QL (baseline), averaged over 50 seeds.
Rightmost environments are shown in Figure [I0} Shaded areas indicate 95% confidence intervals.

RACE is better than CEO at avoiding low-reward regions. Interestingly, because of its reward-
awareness, RACE has a slightly lower average state visitation percentage than CEO. The agent
sometimes needs to take detours to visit states that are obstructed by low-reward regions, thus
requiring a larger number of steps to visit other states (see Figure[9} in Appendix [C.3). Again, a
consequence of our Theorem [3.1]is that CEO and RACE behave very similarly in environments with
constant rewards across the whole state space (see Figure[8] in Appendix [C.3). Finally, RACE’s
exploratory behaviour also leads to faster learning when accumulating rewards. Results combining
iterative online eigenoption discovery with Q-learning [51]] are shown in Figure [d] Appendix [C.3|
provides details about these experiments. Interestingly, RACE+Q performs much better than CEO+Q
because CEO does not distinguish between high-reward and low-reward paths, and can reach the goal
state following a sub-optimal one, causing offline Q-learning to first learn the sub-optimal path.

6.3 Count-Based Exploration

Machado et al. [24] have shown that  Taple 1: Model-free count-based exploration. Values in

the norm of the SR, while it is being  thousands (x10%). 95% conf. intervals shown in parentheses.
learned, encodes state-visitation

counts. While reward-aware rep-
resentations are somewhat at odds

with pure exploration, given their  Riyprswim  25(0.8) 1,206 (566) 2,964 (252)

risk-averse nature, we can still ask
whether the norm of the DR can be SIXARMS 265 (157) 1,066 (2,708) 3,518 (4,571)

used as a density model for pseudo-
counts [4]. Here, we evaluate the use of the £5 norm of the DR as an exploration bonus. Specifically,
the intrinsic reward is defined as rin. (s, a) = 5 - 10g(||Zsq..||2), where 3 is a scaling factor.

Environment Sarsa +SR +DR

We follow Machado et al.’s [24] experimental setup, and we consider two traditional exploration
problems: Riverswim and SixArms. In Table[T} we report the performance (total undiscounted return)
of Sarsa [38] with e-greedy exploration, Sarsa + SR [24], and Sarsa + DR. Details about hyperameters
are available in Appendix [C.4] All results are averaged over 100 independent runs.

Our results suggest that the norm of the DR can indeed work as a density function since its use has led
to performance orders of magnitude better than random exploration. Maybe surprisingly, Sarsa+DR
even outperforms, with statistical significance, Sarsa+SR in RiverSwim. This is an interesting result,
as, to learn the optimal policy, the agent needs to overcome its aversion to negative rewards, which
it is encoding in its representation; but maybe this is precisely why it is somewhat more effective,
as such a representation allows it to learn faster. This interplay is an interesting topic of future work.



6.4 Transfer Learning

The DR has been applied in the transfer learning setting to compute the optimal policy when the
rewards at terminal states change [3}134]. However, such computations require access to the transition
dynamics of the environment. With our extension of the DR to state-action-dependent rewards
and default features, it is now possible to compute the optimal policy without requiring access to
the transition dynamics. We compare our approach with successor features [SFs; 2], which allow
efficient transfer when the rewards of any states change. Note, however, that in this work we only
consider the setting when only the rewards at terminal states change, since this is the setting that
DFs can be applied to. The comparison of DFs and SFs under this setting does not serve as evidence
that SFs is not effective for the setting it is designed for.

We perform experiments in the environment
shown in Figure [5] consisting of four goal
states. We describe our procedure for learning
and using the SFs and DFs for transfer in
Appendix [C.5] as well as the features ¢ used.
Figure 5] shows the performance of the DFs, the
SFs computed with respect to different numbers
of policies, and the optimal performance
obtained by training an optimal policy under 0 25 s0 75 100
each new terminal state reward configuration Terminal Reward Configuration
using Q-learning [S1]. As previously mentioned

in Section [3} in this setting, DFs is extremely ~Figure 5: Left: Four rooms with multiple goals.
effective because it directly computes the Right: Cumulative return across new terminal
optimal policy for new terminal state reward state reward configurations. Curves are averaged
conﬁgurations, while SFs on]y computes a OVer 50 runs. The shaded area shows 95% conf.
policy that is at least as good as the policies interval.

used to compute the SFs. Note, however, that

DFs computes an optimal policy in the linearly solvable MDP setting that balances the reward
function and the cost of deviating from the default policy.

7 Related Work

Optimal

Cumulative Return (x103)

Throughout this paper, we have discussed the relevant related work for both the theoretical
development and the empirical evaluation of our work. A line of work we did not discuss that might
appear relevant for learning representations that capture both reward and transition dynamics is
based on bisimulation metrics [[13}[7]], which quantify behavioural similarity between pairs of states
by comparing their immediate rewards and distributions over the following states. These works
enforce the bisimulation metric structure on the representation space by encouraging the difference
between state representations to approximate the bisimulation metric [56} 8} 55} [17]. However, such
approaches learn a distance-preserving mapping, where behaviorally similar states are mapped to
nearby representations. This is in contrast to the DR or the SR, which encodes the environment
dynamics directly in a semantically meaningful manner (see Eq.[7and2). As an immediate result,
the DR supports planning (see Eq.[5) as well as other use cases discussed here, such as exploration
and option discovery, in a manner not possible with bisimulation-metric-based representations.

8 Conclusion

In this work, we advance the theoretical foundation of the default representation (DR), a reward-aware
proto-representation. Our contributions include: (1) deriving dynamic programming and TD methods
to learn the DR, (2) analyzing its eigenspectrum, and (3) extending it to function approximation
via default features. Empirically, we show that the DR, by incorporating reward structure, yields
qualitatively different behavior than the SR across tasks such as reward shaping, option discovery,
exploration, and transfer.

While the DR provides benefits in environments where being reward-aware is important, there are
some limitations. First, naively computing the DR and its eigendecomposition can lead to numerical
instabilities due to taking the exponential of negative rewards, as discussed in Appendix [C.1] This
could be problematic, especially in more complicated environments with long horizons. Second, as
we show in Figures[6and [8]in Appendix [C] in environments in which all non-terminal state rewards



are the same, the DR will perform as well as the SR. Given the numerical issues associated with
the DR, the SR may be a better choice in these environments. Third, while the DR captures the
environment dynamics more fully, this comes at the expense of flexibility. While the SR, which
is reward-agnostic, can allow transfer learning when any state rewards change, the DR, which is
reward-aware, can only perform transfer in settings where only the terminal state rewards change.

Finally, this work lays a foundation for the DR as a potential middle ground between reward-agnostic
and risk-sensitive approaches. While we focused on the tabular case for clarity and to be able to
evaluate the DR across a range of use cases where reward-agnostic proto-representations have been
applied, restricting the scope to this setting remains a limitation of this work. Future work should
explore the use of the DR in more complex settings, starting with adapting neural network methods
developed for approximating the SR [e.g., 19,14} 9]
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction are supported by
theoretical or empirical evidence.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations in the Conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide complete proofs or derivation for our theoretical results in Ap-
pendix

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide sufficient details of our algorithms and baselines for reproduction
in Appendix
Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide source code in the supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide description of experimental settings sufficient for understanding
in the main text, and provide additional details, e.g., hyperparameters and hyperparameter
search procedures, in Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report 95% confidence intervals or visualize all independent runs wherever
possible, and discuss statistical significance in Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We discuss compute resources in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This paper conforms with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: As explained in Appendix |A] this paper does not have direct societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the creators of the code used in the paper are properly credited, and license
information is mentioned.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We follow the NeurIPS code submission guidelines for our submitted code.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs have only been used for editing and formatting purposes.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Broader Impact

This work investigates a novel form of representation in reinforcement learning—a foundational area
within the field of artificial intelligence. Given the fundamental and theoretical nature of this research,
it does not pose any foreseeable negative societal impacts. As with most projects focused on core
scientific inquiry in Al, the associated risks are minimal, and no significant mitigation strategies
are required.

B Theory

In this section, we present the detailed derivation of the theoretical results in the main text.

B.1 Derivation of Equations2]and

We present the full derivation of Equations [2]and [7]

B.1.1 Derivation of Equation|[7]

Equation |7|states that the (s;, s;)-th entry of the DR can be written as:
Z(s;,s5) = Z P (1) exp (r(1)/A). (17)

TETs,iae;j

-1
Proof. Recall that the analytical form of the DR [34] is Z = [diag (exp(—r/N)) — P’”} . To
simplify notation, let R = diag (exp(—r/\)). We then have

Z=R-P™)! (18)
(R-—P™)Z =1 (19)
RZ -P™Z =1 (20)
RZ=1+P™Z 21
Z=R !4+R'P™Z. (22)
From the above equation, we know that
Z(s;,s;) = exp (r(si)/)\)]l{si:sj} + Z P™(s;,s") exp (r(si)/)\)Z(s’, i) (23)

the right-hand side of which can be repeatedly expanded to give
Z(5i7 Sj) =exXp (T(57)/>‘) ]]‘{S'i:Sj}
+ Z P™(s;,8") exp ((r(sv) + T(S'))/)\) Tig—s,}

+ Z P74 (s;,5") Z P (s, ") exp ((r(si) +r(s') + T(S”))/)\) Ligr—s;y

s

+.... (24)

In the above equation, it can be seen that the expression enumerates over trajectories from state
s; to state s; with different lengths. The first row corresponds to a single trajectory with length 1
(containing one state), which is the simple case when the agent starts and ends in s; without taking
an action. The second row enumerates all trajectories from s; to s; with length 2, and so on.

The above equation can be written in the following more compact form:
Z(s;,s5) = Z P™(7)exp (r(1)/A), (25)
TETs. s
iS5
where T, s, is the set of trajectories from state s; to state s;, P™ (7) is the probability of following
trajectory 7 under the policy 74, and r(7) is the sum of rewards obtained in trajectory . O
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B.1.2 Derivation of Equation

Equation [2| appeared in the work by Blier et al. [S)], but the derivation was not shown. For
completeness, we provide the derivation here, which is similar to that for Equation [7] Equation 2]
states that the (s;, s;)-th entry of the SR can be written as:

O (si,8) = »_ PT(r)y"7. (26)

7'6751-4»5]»

Proof. Recall that the analytical form of the SR [10] is ¥™ = (I — vP™)~!. We know that

T — (I—~P™)"! @7)
I-~APMP™ =1 (28)
UT =14 ~yP"PT", (29)
from which we know that
U7 (s5,55) = Lig,—s,} + ZP”(SZ-, Sy ET (s, s5). (30)
Expanding the right-hand side, we have
‘Ilﬂ(sh sj) :]]-{s,-=5j} (31)
+ ) P (si,8) gy (32)
s/
+ ZPﬂ-(ShS/) ZP‘N(S/?S”)’Y2]]'{SNiSJ} (33)
+ ..., (34)
which can be written as
O (si,s)= Y PT(r)y"7, (35)
Te(‘TsiHSJ'

where T, ., is the set of trajectories from state s; to state s;, P™(7) is the probability of following
trajectory 7 under the policy 7, and 7(7) is the number of steps it takes to visit s; from s, in trajectory
7. Note that when 7 = (s;) = (s;), n(7) = 0. O

B.2 Theorem 3.1

Theorem 3.1. Suppose both the SR and DR are computed with respect to the same policy, i.e.,
7 = 7q. When the reward function is constant and negative, i.e., r(s) = r(s') < 0Vs, s’ € §, the SR
and DR share the same set of eigenvectors. Furthermore, when the SR and DR are symmetric, the
1-th eigenvectors of the SR and DR are equivalent, and the i-th eigenvalues of the SR (usg,;) and DR
(1ipr,i) are related as follows:

-1
Hski = [v (ks = exp (= r(s)/2) + 7‘1)] : (36)

where v € (0,1) is the discount factor of the SR, r(s) is the state reward, and X is the relative
importance of the deviation cost of the DR.

Proof. Let u;, e; be the i-th eigenvalue and eigenvector of the DR. Assuming that the reward function
is constant, and letting 7 = exp ( — r(s)/\), the DR can be written as [T — P™]~'. Then, we have:

[F1— P 'e; = pie; (37)

[FI1—P7e; = u; ‘e; (38)

—P7e; = y(u; ' —F)e; (39)

(I—PM)e; = y(p; ' —F+7 Ve (40)

(T—~P™) le; = [y(ui ' =7+ )] e (41)
—1

UTe; = [W (u;l —exp (—r(s)/A) + 7_1)] e; (42)
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We have thus shown that the SR and DR share the same set of eigenvectors. When the SR and DR
are symmetric, their eigenvalues are real, and we can further show that the orders of the eigenvectors
of the SR and DR by their corresponding eigenvalues are identical.

From Eq.[#2] we know that the eigenvalues of the SR and DR are related by the following function:
psr = f(upr) = [Y(ppg — exp(=r(s)/A) +77 ]! (43)

Taking the derivative, we have

f'(upr) =77 1+ upr(y™" — exp(=r(s) /X)) 2. (44)

When v = exp(r(s)/\), f/(npr) is always positive, so the orders of the eigenvectors of the SR
and DR are identical. When v # exp(r(s)/\), f/(upr) > 0 except at the vertical asymptote at
UDR = WM. We now show that all eigenvalues of the DR lie on the same side of the
vertical asymptote, and so the orders of eigenvectors are still identical. We do so by first deriving
lower and upper bounds on the eigenvalues of the DR.

First, we show that all eigenvalues of the DR are positive. We start with the inverse of the DR,
Z~! = diag(exp(—r/)\)) — P74, Consider a row i of Z~! corresponding to a non-terminal state.
We know that Z71(i,i) = exp(—7(s)/A) — P™(i,i) > 1 — P™(i,i) = Dt |Z=1(i, 5)|. For
a row i corresponding to a terminal state, Z~"(4,1) > >, |Z7'(i, j)| easily holds. Then, by
the Gershgorin circle theorem, we know that this matrix has all positive eigenvalues, and thus, all
eigenvalues of the DR are positive.

Next, we derive an upper bound on the eigenvalues of the DR. Also applying the Gershgorin circle
theorem on the inverse of the DR, we know that the set of eigenvalues of the DR lies within the union
of the Gershgorin discs. For the i-th row of the inverse of the DR, if it corresponds to a non-terminal
state, we have a disc centered at exp(—7(s)/A) — P™ (i, ¢) with radius 1 — P™ (4, 4). For a terminal
state, the disc is centered at exp(—r(s)/\) with radius 0. It is then not hard to see that the minimum
of the union of the discs is simply exp(—r(s)/A) — 1. Since the lower bound on the eigenvalues

of the inverse of the DR is exp(—7(s)/A) — 1, the upper bound on the eigenvalues of the DR is
1

exp(—r(s)/A)—1"

‘We now know that all eigenvalues of the DR lie in the range (0, W} . We now show that
the vertical asymptote of f, if it exists, always lies outside of this range. We focus on the following
two cases: 1) v < exp(r(s)/N), and 2) v > exp(r(s)/A).

First, when v < exp(r(s)/A), it can be easily shown that the vertical asymptote WM <

0. Since all eigenvalues are positive, they all lie on the right hand side of the vertical asymptote.

For the remaining case, we first have that

v<1 (45)
7> (46)
v —exp(=r(s)/A) > 1 —exp(—r(s)/A). (47)
Since v > exp(r(s)/A) and we assume 7(s) < 0, both sides of the inequality are negative. Then,
1 1
< (48)
7t —exp(=r(s)/A) 1 —exp(=r(s)/A)
-1 1

T exp(—r(5)/)  exp(—r(5)/A) — 1 @

Since all eigenvalues are less than or equal to W, they all lie on the left hand side of the

vertical asymptote. We have thus shown that when a vertical asymptote exists, it lies outside of the
range of eigenvalues, and so the orders of the eigenvectors of the SR and DR are still identical. [

B.3 Extension of the DR to State-Action-Dependent Reward

In this subsection, we derive the DR for the case when the reward function depends on both the state
and action. The extension of linearly solvable MDPs to the state-action case was first presented by
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Ringstrom et al. [37]. However, since (1) the DR was not defined in this work, and (2) there are minor
differences in the formulation, derivation, and notation, we present the full derivation below nonethe-
less. Note, also, that the derivation bears similarity to relative entropy policy search [32], which
constrains the KL divergence between an observed data distribution and that generated by the policy.

For this setting, instead of formulating the deviation cost as KL (p™(-|S;)[[p™ (:|S;)), we for-
mulate the deviation cost from the default policy as KL (p™ (-, | Sy, A¢)[[p™ (-, -|St, Ar)), where
p™(-,+|St, A;) denotes the distribution over the next state-action pairs given the current state-
action pair (S, A;) and the policy w. Then, at every time step ¢, the agent receives a reward
of 7(S, A) = r(St, Ar) — AKL (p”(-, |St, Ar)|lp™e (-, -|St,At)), where A > 0 determines the
relative importance of the deviation cost.

Let T be the random variable denoting the final time step of an episode. The return starting from
time ¢ is then

Gy = f(St;At) 4+ f(ST—hAT—l) + T(ST,AT), (50)

where we allow the agent to select an action A; at the terminal state Sy to obtain a final reward
T(ST, AT)

The state-action value function is defined as ¢™ (s, a) = E, [Gt |S: =s, A = a]. For terminal states,
q" (s, a) is simply r(s, a). For non-terminal states, we have

q"(s,a) = B [G4| St = 5, A = a (51)
=E, [7:(5757 At) + -+ ’F(ST,h AT,1) + ’I’(ST7 AT)|St =s,A; = a] (52)
= ’I:(S,a) + Eﬂ [f(St+1,At+1) + e + f(ST_l,AT_l) + ’I”(ST7AT)|St = S,At = CL]

(53)

=7(s,a)+ > p"(s',d|s,0)Br [F(Sts1, Apgr) + -+ (54)
7(Sr—1, Ar—1) + (S, A7)|St = 5, Ay = a, 5441 = ', A1 = d] (55)
=7(s,a)+ > p"(s,d|s,0)Br [F(Sts1, Apgr) + -+ (56)
7(Sr—1, Ar—1) +7(S1, A7)|St31 = ', Apyr = o] (57)
=7(s,a)+ »_p"(s,d|s,a)q" (s, a') (58)
=7(s,a) + Eg gropr(.1s,0) [¢7 (5, 0))]. (59)

Then, the optimal state-action value function for non-terminal states satisfies

q*(s,a) = max {f“(s, a) + By a/mpr (- js.a) [0 (5, a’)]} (60)
= Hl;iX {7’(8, a) — AKL (pﬂ-('a "57 a)Hpﬂ-d('a '|57 a)) + Es/,a’fvp‘"(~,‘|s,a) [q*<5/7 a/)] }
(61)
pﬂ(8/7a/|87a) q*(sl,a/)
=r(s,a)+ max {—)\Esl’awpﬂ(.’_s’a) [ln pri(s alsa) 3 (62)

p (s’ d'ls,a

)
pe(s’,a’ls, a)exp (q*(s’, a/)/A)] } B

=r(s,a) + max {—/\Esf7a,~pw(,7,|s,a) {ln

The expectation term above resembles a KL divergence, but the denominator of the fraction is not
properly normalized. Define the normalization factor C' =Y, ., p™(s',d'|s,a) exp (¢*(s',a’)/N).
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The above equation then becomes

P (s, a3, @)/C
(s s, a)exp (a(5' )/A)/O]} ©y

r(s,a)+)\ln0+m7zrlx{)\KL (p’f(.7.|57a)||p7r (,-]s,a) exp (¢*(-,-)/N)/C )}
(65)
=r(s,a) + AInC, (66)

q*(s,a) =r(s,a) + max {_)\Es’,a’r\ap"’(-,-s,a) [111

where the last equality follows from the fact that the minimum of the KL divergence is 0. Note that in
order to make the KL divergence 0, the optimal policy needs to satisfy

p" (s',d|s,a) o p™(s’,a'|s, a) exp (¢" (s, a') /N (67)
7 (d|s")p(s'|s, a) o ma(a’|s")p(s']s, a) exp (¢* (s, a') /N) (68)
7 (a'|s") o< ma(d'|s") exp (¢ (s',a") /) (69)

Then, given the optimal state-action value function and the default policy, it is straightforward to
retrieve the optimal policy, 7

ma(als) exp (q* (s, a)/A)

* = 70
s (G|S) Za/ Wd(a’\s) exp (q* (8, Cl/)//\) ( )

Substituting C' back to Equation [66] we have
¢*(5,0) = r(s,0) + Aln 3" p7(s', o' 3, @) exp (¢° (s, a') /) an
q*(s,a)/A=r(s,a) /A +1In Y p™(s',d|s,a) exp (¢"(s', a’) /\) (72)
exp (q*(s,a)/)\) = eXp( (s,a /)\ Zp”d s',d|s,a) exp (q*(s’,a’)/)\) (73)

We now represent the above equation in matrix form. Let q € RISIMI be the vector of optimal
state-action values, ¥ € RISIMI pe the vector of state-action rewards, and P™¢ ¢ RISIMIxIS[IA|
be the matrix of transition probabilities between state-action pairs under the default policy, i.e.,
P7d(sa,s'a’) = p™(s’,d’|s,a). Furthermore, let N, T be the set of indices of non-terminal and
terminal state-action pairs respectively. The above equation, defined for non-terminal states, can then
be written as

exp(qn/A) = diag(exp(Fn /A) (Piy exp(@n/A) + Py exp(@r/N)) (74)
diag(exp(—Tn /X)) exp(@n /A) = PRy exp(@n/A) + PRy exp(Fr/A) (75)
[ diag(exp(—Tn/A)) — Py ] exp(an/A) = Py exp(rr/A) (76)

) (77

(r
exp(qn/A) = [diag(exp(—Tn/A)) — PRy ] _lf_”]:,”’T exp(rr/A
1

The DR for state-action-dependent rewards is then [ diag(exp(—Tn/A)) —P7¢y]  for non-terminal

states, and [ diag(exp(—r/\)) — P™] ! for all states.
B.4 Convergence Proof for Dynamic Programming Algorithm

Theorem 4.1. Let Sy denote the set of non-terminal states. Assume r(s) < 0Vs € Sy. Let
= diag(exp(—r/\)), where r is the vector of all state rewards. Let Zy = R™1. The update rule

Zii =R 1+ RIP™Z, (78)

converges to the DR, that is, limg_, o Zy = Z.
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Proof. Recursively expanding the right hand side of Equation[78] we have

Ziy1 =R+ RIP™R 4. (RTIP™)MIR ! (79)
k+1

- [Z(R_lpm)t R (80)
=0

Taking the limit, we have

R L. (81)

. . —1pmg\t

Note that [Zti 0 (R*IP’Td)t] is a Neumann series. We now establish the convergence of this
Neumann series. Since ), P7(s, s’) is equal to 1 for every non-terminal s, and O for all terminal
s, we have

[R™'P™ o = maxexp (r(s)/A) Y_P™(5,5') = maxexp (r(s)/A) <1, (82)

s/

where the final inequality follows from our assumption that r(s) < 0. Equation is a sufficient
condition for the convergence of the Neumann series, so we know that this series converges to
(I - R~'P7)~!. Plugging this back, we have

Jim 7, = I-R'P™)"'R™! (83)
— [R'R-P™)] 'R} (84)

— [RR 'R —P™)] " because B~'A~! = (AB)~? (85)
[dlag exp( r/A))—P“dTl:Z. (86)

O

B.5 Proto-Representation in Maximum Entropy RL

Similar to how the SR is a proto-representation derived in the standard RL formulation, and the DR in
the linearly solvable MDPs, we can derive proto-representations for other formulations. Specifically,
due to its popularity, and for completeness, we introduce a proto-representation in the maximum
entropy (MaxEnt) RL framework [16} [15]. We call it maximum entropy representation (MER).

In our MaxEnt RL formulation, at each time step ¢, the agent receives both the reward r(S;) and an en-

tropy bonus A} (p™ (-|S;)), where p™ (-|:S;) denotes transition probabilities over successor states given
policy 7, and A > 0 controls the weight of the entropy term. Assuming v = 1, we define the MER as:

Definition 4.1. Let r be the vector of state rewards, and A be the adjacency matrix, i.e., A(s, s’) is
equal to 1 if s’ can be reached in one step from s, and 0 otherwise. The MER is defined as

M= {diag (exp(—r)/A) — A} _1. (87)

The MER differs from the DR (Equation[d) in that it uses the adjacency matrix rather than the default
policy’s transition probabilities. This connection arises because maximum entropy RL and linearly
solvable MDPs are closely related as one can be transformed into the other [[11]]. As a result, most
of our contributions readily extend to the MER. Preliminary analyses showed that the MER also
behaves similarly to the DR, so we focus our experiments on the DR. Still, the MER and DR are
distinct proto-representations with different formulations, assumptions, and value functions, which
can lead to different optimal policies. While we did not observe substantial differences in the settings
we considered, exploring them in other regimes remains an open direction.

We now provide the derivation of the MER. To derive the MER for deterministic transitions, we can
simply formulate the entropy as 3 (7r( |St)). However, to derive the MER for stochastic transitions,
we need to formulate the entropy slightly differently. We assume that at every time step ¢, the
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agent receives a reward of 7(S;) = r(Sy) + AH(p™(-|S;)), where p™(-|S;) denotes the transition
probabilities over the successor states of S; given policy 7, and A > 0 determines the relative
importance of the entropy term.

Let T" be a random variable denoting the final time step of an episode. The return starting from time ¢
is then

Gy = 7(St) + - + F(Sr—1) + 7(St). (88)

Note that similar to prior work [46,[34], we allow the agent to obtain a final reward of (S7) at the
terminal state, S.

The value function is defined as v™(s) = E [G;|S; = s]. For terminal states, v™(s) is simply 7(s).
For non-terminal states, we have

v (s) = Ex [G4| Sy = 5] (89)
=E,[F(S) +- + f(ST 1) 4+ r(57)[S: = 5] (90)
= (s +Zp [7(Se41) + -+ 7(Sr—1) + 7(S7)|Se = 5, 8041 = ] (O1)
= F(s) + Zpﬂ(sws) o [7(Ses1) + -+ F(Sr_1) + 7(ST)[Set1 = 8] (92)
=7(s)+ > _p"(s's)o"(s) (93)
= ) + Barmpr 1) [07(). (94)
The optimal value function for non-terminal states satisfies

v*(s) = max {#(5) + Bynpr) [0 ()] } ©3)
= max {r(s) + AH (0" (15)) + Eyroprpo[v*(5)] } (96)
=r(s)+ max { = AEg o () [ I D7 (8]8)] + Egropr (1) [07(8)] } 97)

- _ Pl
= T(S) + mgx {_)\Es’wp“(~|s) |:11’1 exp(v*(s’)/)\)} } . (98)

The expectation term above resembles a KL divergence, but exp (v*(s’ )/ )\) is not a normalized
distribution. To normalize it, we define C(s) = >, s exp (v*(s")/A), where 85 = {s|3r :
p™(s'|s) > 0} denotes the set of successor states of state s. We then have

o (s']s)/C(s)
v (3)_r(s)+m3x{—AEs/~pﬂ(~|s)[lnexp( (s )/A)/O(s)” >

sl e 2 o) o
= 7(s) + AIn C(s) + max { — AKL (p”(-|s)|| exp (v*(-)/)\)/C(s)) } (101)
=7r(s) + AInC(s), (102)

where the final equality follows from the fact that the minimum value of KL divergence is 0.

Then, we have that

v*(s) =7(s) + Aln Z exp (v(s")/A) (103)
s'€8;
v (s)/A=r(s)/A+1n Z exp (v*(s)/X) (104)
s'€8¢
exp (v(s)/A) = exp (r(s)/\) ( Z exp (v*(s’)/A)) (105)
s'E8s

27



Now, we express the above equation in a matrix form. Let v be the vector of optimal state values, r
be the vector of state rewards, and A be adjacency matrix, i.e. A(s,s’) = l;y¢s,}. Furthermore,
let N, T be the set of indices of non-terminal and terminal states respectively. The above equation,
defined for non-terminal states, can be written as

exp(vy/A) = diag(exp(rn) /) (Any exp(v/A) + Anr exp(vr/X)) (106)
diag (exp(—rn)/A) exp(vn/A) = Ann exp(v/A) + Angexp(rr/A) (107)
{diag (exp(—rn)/A) — ANN} exp(vy/A) = Anrexp(rr/A) (108)
exp(vi/A) = [ ding (exp(-rn)/3) ~ Awx]  Anresp@er/y)  (109)

-1
We define the MER for non-terminal states as [diag (exp(—rn)/\) — An N} . A more general

-1
definition of the MER for all states is {diag (exp(—r)/A) — A} :

C More Experiment Details
We provide additional experiment details omitted from the main text due to space constraints.

C.1 Numerical Considerations

Reward shaping and option discovery experiments involve the top eigenvector of the DR. We describe
numerical considerations when performing eigendecomposition of the DR. First, in practice, we
perform eigendecomposition of the symmetrized DR, Sym(Z) = (Z + Z')/2, to ensure real
eigenvalues and eigenvectors. Second, as the DR involves exponentiating negative rewards (see
Eq.[7), the magnitude of the DR entries, especially the off-diagonal entries, can become very small. To
mitigate the resulting numerical issues, we use the library python—flintﬂ Note, however, that the
improved precision comes at the cost of increased runtime. As a larger A has the effect of reducing the
magnitude of negative trajectory returns in the DR (see Eq.[7)), it can alleviate numerical instabilities.
In our experiments, we initially started with A = 1, and slowly increased A by 0.1 until we settled on
A = 1.3, which, paired with the use of python-flint, resulted in no numerical issues.

Finally, the magnitude of the top eigenvector entries can be very small. Therefore, in practice, we use
the logarithm of the top eigenvector in place of the top eigenvector. We now show that under mild
assumptions, the top eigenvector of the DR is positive, allowing us to take the logarithm. We first
present a mild assumption:

Assumption C.1. There is only one start state, sg, and it is possible to reach any state from so under
the default policy, i.e., I75,— s : P™(75,5) > 0 forall s € 8.

To avoid introducing unnecessary bias, we use the uniform random policy as the default policy
in all of our experiments, which is the standard practice [34, 3l]. We also perform experiments in
grid world environments, where it is possible to reach any state from the start state. Under these
conditions, Assumption[C.I]easily holds. We now present the following proposition:

Proposition C.2. Under Assumption the top eigenvector of Sym(Z) is positive.

Proof. We can rearrange the rows of Z so that the first row corresponds to the start state, sg. By
Assumption and Eq.[7} the first row of Z has all positive entries, i.e., Z(sg, s) > 0 Vs € 8, while
all other entries are non-negative. After symmetrization, Sym(Z) has positive first row and first
column. It is not hard to see, then, that Sym(Z)? has all positive entries, and Sym(Z) is a primitive
matrix [33]]. Finally, by the Perron’s theorem [33]], the largest eigenvalue of Sym(Z) is positive, and
the corresponding eigenvector is positive. O

Proposition applies to the case when the DR is computed in closed form. We now extend the
proposition to the case when the DR is learned by TD learning. When learning the DR using TD

"https://github.com/flintlib/python-flint, MIT license

28



Grid Task Four Rooms Grid Room Grid Maze
DR-pot 4 0
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Figure 6: The average undiscounted return of potential-based reward shaping using the DR (DR-pot)
and the SR (SR-pot), the prior distance-based reward shaping using the SR (SR-prior) [49], and
no shaping (ns) over 50 independent runs in the variations of the environments shown in Figure|T]
without low-reward regions. The shaded area indicates 95% confidence interval.

learning (Eq. [I3), the agent interacts with the environment and learn the DR in an incremental, online
manner. Let 8y be the set of states visited by the agent. In this setting, the top eigenvector refers
to the top eigenvector of the sub-matrix of the symmetrized DR corresponding to the states in Sy, .

Proposition C.3. Assume that there is only one start state sg. Let D be a dataset containing the
transitions collected by an agent starting from sq and following the default policy. Importantly, the
transitions are stored in the order in which they were collected. Initialize Z as the identity matrix.
When learning the DR by TD learning (Eq. with a step size « € (0,1), a backward sweep through
D guarantees that the top eigenvector of Sym(Zy v ) is positive, where Zy v is the sub-matrix of Z
that corresponds to the states in Sy .

Proof. We can rearrange the rows of Zy v so that the first row corresponds to the start state, sg. The
dataset, D, consists of one or more trajectories starting from sy. When iterating through a trajectory
in a backward manner, for the row in Zyy corresponding to a state, s, all the entries corresponding
to states visited after s in the trajectory will be updated to have positive values. It is then not hard to
see that after iterating through all transitions, the first row of Zy -y has all positive entries, while the
remaining rows are non-negative. After symmetrization, Sym(Zyv ) has positive first row and first
column. It is then easy to see that Sym(Zy /) is a primitive matrix and, by Perron’s theorem [33]],
its top eigenvector is positive. O

For MDPs with an initial distribution, py, over multiple start states, we can define a new start state
that transitions to these start states under pp, no matter what action is taken. The reward for this new
start state also does not affect the optimal policy, and only needs to be negative (see Theorem [4.T)).
Proposition|C.2]and [C.3|can then be applied.

In practice, when learning the DR using TD learning, for example, in RACE (Algorithm [I]), we
initialize the DR as the identity matrix, and perform at least one backward sweep through the dataset
of collected transitions. We then compute the eigendecomposition for Sym(Zyv ), and take the
logarithm of the resulting top eigenvector. To project this transformed eigenvector in RISV back to
RISI, we simply augment this vector with zeros for states in 8 \ Sy

C.2 Reward Shaping

Figure [6] shows reward-shaping results in the variations of the environments shown in Figure
without low-reward regions. In these environments, we do not observe a significant performance
difference between potential-based reward shaping using the DR and the SR. This is because in these
environments, all states apart from the terminal state have the same reward. Although Theorem [3.]
cannot be directly applied since the terminal state has a different reward (0) than the rest of the
states (—1), it is reasonable to expect that the DR and the SR have similar eigenvectors in this setting,
leading to similar results.

C.3 Option Discovery

In Algorithm [T} we present the full algorithm of RACE, an instance of the framework of
representation-driven option discovery [ROD; 25]] that relies on the DR instead of the SR for option
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Algorithm 1 Reward-Aware Covering Eigenoptions (RACE)

Input: o ; > Step size for learning the DR
A > Relative importance of the deviation cost for the DR
Nicarn 3 > Number of iterations through collected dataset to learn the DR
Noption 3 > Number of latest eigenoptions to keep
Poption > > Probability of sampling an option instead of a primitive action
Qp,70 5 > Step size and discount factor for learning the options’ policies
Niteps > Number of interactions with the environment in each ROD iteration
Niter 5 > Number of iterations of the ROD cycle

D10

Q+— 10

Z<+—1

for i +— 0 to Nier do
> Collect samples
DCLIIT — @
for j <— 0 to Nyps do
With prob. 1 — popiion randomly sample, uniformly, a primitive action a; otherwise
uniformly sample an option w from 2
if primitive action was sampled then
In state s, take action a and observe state s’ and reward r
Dewr $— Deurr|| (8, @, 7, 8") > Append transition to current dataset
else
while option w not terminated do
In state s, take action a sampled under the option policy,
and observe state s’ and reward r
Dewr $— Deurr|| (s, 0,7, 8") > Append transition to current dataset
end while
end if
end for
> Learn the default representation
Update Z by Nicam sweeps through D using Equation [13]with step size «
and deviation importance A
> Learn eigenoption
D +— D|[Deur
Compute the top eigenvector e of Z
Use Q-learning to compute an eigenoption w’ using e, D, ayg, and gy
> Add the learned eigenoption to the set of eigenoptions
Add v’ to €2, and remove the oldest option from € if |Q| > Nopion
end for

discovery. Note that by learning the SR instead of the DR in Algorithm[I] we recover CEO [25],
and therefore omit the corresponding pseudocode for brevity. In this version of RACE, given the
complexity of performing importance sampling with options, we treat transitions generated from
options the same as those generated from the default policy, and use both for learning the DR.

We share the following hyperparameters for RACE and CEO: ag = 0.1, 79 = 0.99, Ny, = 100,
Nier = 50 for grid task and four rooms, and Ny, = 120 for grid room and grid maze. We
use v = 0.99 for learning the SR, A = 1.3 for learning the DR, and sweep over the remaining
hyperparameters, as described in Table[2] We perform 10 independent runs for each hyperparameter
setting.

In Figure ] we used solid dots to highlight the hyperparameter settings that lead to the highest state
visitation percentage. We show the learning curves for these hyperparameter settings in Figure 7] We
can see that RACE maintains a similar state visitation percentage as CEO, but obtains much higher
rewards when exploring the environments. This is because RACE, being reward-aware, avoids low-
reward regions when exploring the environments. The random walk, on the other hand, struggles to
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Table 2: Hyperparameter search for eigenoption discovery.

Name Description Values

Doption  Probability of selecting an option [0.01,0.05,0.1]

Nean  Number of iterations through the collected dataset to learn the SR/DR  [1, 10, 100]

« Step size for learning the SR/DR [0.01,0.03,0.1]

Nopiion  Number of latest options to keep [1,8,1000]
Grid Task Four Rooms Grid Room Grid Maze

< 1.00 {CEO. - RACE 1.00 1.00 1.00

§0.75 AW 0.75 0.75 0.75

% 0.50 0.50 0.50 0.50

>

% 0.25 0.25 0.25 0.25

a 0.00 0.00 0.00 0.00

~ 0 2 4 0 2 4 0 5 10 0 5 10

o

X 0 0 0 0

g 4 -4 -5 -4

s 8 -8 -10 -8

; -12 _12 ~15 —12

E -16 _16 -20 -16

E -20

S 0 2 4 0 2 4 0 5 10 0 5 10
Steps (x103) Steps (x103) Steps (x103) Steps (x103)

Figure 7: The state visitation percentage (top) and cumulative rewards (bottom) for the highlighted
hyperparameter settings in Figure ] of iterative online eigenoption discovery using the SR (CEO) and
the DR (RACE), and the random walk (RW). The solid line shows the average over 10 seeds, while
the individual seeds are shown in lighter shade.

explore the state space, especially for the larger environments like grid room and grid maze, and does
not encounter low-reward regions, causing it to obtain even higher cumulative rewards than RACE.

Figure |§| shows the state visitation percentage for CEO, RACE, and the random walk in the variations
of the environments in Figure [T without any low-reward regions. As the reward function is constant,
the top eigenvectors of the SR and the DR are guaranteed by Theorem [3.1]to be identical. It thus does
not come as a surprise that we observe very similar state visitation percentages for CEO and RACE.

We now describe details on combining iterative online eigenoption discovery with Q-learning [51]].
Specifically, we use iterative online eigenoption discovery to collect transition data, and then perform
offline Q-learning using the collected data. We compare RACE with Q-learning (RACE+Q) with
CEO with Q-learning (CEO+Q), and a Q-learning baseline (QL). For the Q-learning baseline, at
every iteration, we use the e-greedy policy induced by the current Q-values to collect transitions, and
then update the Q-values using the collected transitions.

. Grid Task Four Rooms Grid Room Grid Maze

& 1.0{cEQ 10 1.0 1.0

5 RW RACE

=)

S

@05 0.5 0.5 0.5

>

2

o

% 0.0 0.0 0.0 0.0

0 2 4 0 2 4 0 5 10 0 5 10

Steps (x103) Steps (x103) Steps (x103) Steps (x103)

Figure 8: State visitation percentage for CEO, RACE, and the random walk (RW) in the environments
shown in Figure [T without low-reward regions. Shown in lighter shade are the 10 individual seeds.
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CEO RACE CEO RACE

Figure 9: Cumulative state visits for CEO and RACE in the environments from Figure [I|averaged
over 10 seeds, where darker red indicates more visits. The low-reward regions are enclosed in blue.
Although CEO is also applied to the problem with low-reward regions, we emphasized them only for
RACE because CEO does not see it. As indicated by the lighter red, RACE visits low-reward regions
much less than CEO. It is especially clear in grid room (third env. from the left) that RACE takes
detours to visit the bottom rooms without passing through low-reward regions.

Figure 10: Left: Larger version of Grid Room (Grid Room (L)); Right: Larger version of Grid Maze
(Grid Maze (L)), adapted from prior work [50].

For RACE+Q and CEO+Q, we follow the same hyperparameter search procedure as before (see
Table [2). For the Q-learning baseline, we perform a grid search over the Q-value initializa-
tion ([—1000, —100, —10, 0]), € for e-greedy exploration ([0.01,0.05,0.1,0.15, 0.2]), and step size
([0.01,0.03,0.1,0.3,1]). We run 10 seeds for each hyperparameter setting, and after identifying
the best hyperparameters, re-run 50 seeds to avoid maximization bias. As we do not see much
performance difference in simpler environments, we introduce two new environments that are larger
versions of Grid Room (Grid Room (L)) and Grid Maze (Grid Maze (L)), shown in Figurelm

32



Table 3: Hyperparameters for Count-Based Exploration (Sarsa + DR).

Environment « n B A transform(x)

RIVERSWIM 0.5 025 100 1 log(||x||2)
SIXARMS 05 001 01 15  log(|x|2)

C.4 Count-Based Exploration

To facilitate the learning and application of the DR for exploration in the Riverswim and Sixarms
environments, we rescale the environment rewards to lie within the range [—1,0]. Importantly,
this rescaling is applied solely for learning the DR; the Sarsa agent continues to operate using
the original, unscaled rewards for action-value estimation. Note that we use the DR defined for
state-action-dependent rewards, Z.

For Sarsa and Sarsa+SR, we adopt the code (MIT license) and hyperparameters specified by the origi-
nal authors [24]. It is to be noted that while they use 7, (s) = 3 - ﬁ as the intrinsic reward [24],

we use Ting(s,a) = B - 10g(||Zsq,:|l2). We empirically find that the logarithmic transformation
enhances performance when leveraging the DR for exploration.

For Sarsa+DR, we sweep over different values of n, o, 5, A, with n € {0.01,0.1,0.25,0.5}, o €
{0.01,0.1,0.25,0.5}, 8 € {0.1,1,10,100} and A € {1,1.5,2}. Here, n and « denote the step sizes
for updating the Q-values and the DR, respectively. (5 is the scaling factor for the intrinsic reward and
A controls the relative importance of the deviation cost. We use € = 0.01 for e-greedy exploration.
Additionally, we experimented with different transformations of the DR for computing the intrinsic
reward, specifically, transform(x) € {||x||1, ||x||2, log(||x]|1), log(||x||2) }, where x is a row of Z.
The best hyperparameters, shown in Table [3] were evaluated on 100 independent runs.

C.5 Transfer

We describe the details of the features used for transfer learning. We assume that the agent has
access to features that can perfectly represent terminal rewards for the DFs, and features that can
perfectly represent the reward function for the SFs. For the DR, as there are four terminal states in
the environment, and we assume the agent receives the same reward at a terminal state regardless of
which action is chosen, we represent the features as a 4-dimensional one-hot vector, where each entry
in the vector corresponds to one terminal state.

For the SR, we have to represent the reward function for all states. There are three types of states
in the environment: empty state (indicated by white tile), low-reward state (indicated by red tile), and
goal state (indicated by green tile). All empty states have the same reward of —1, and all low-reward
states have the same reward of —20. Therefore, we represent state features as a 6-dimensional one-hot
vector, where one entry is activated when the state is an empty state, one entry is activated when
the state is a low-reward state, and the remaining four entries correspond to the four terminal states.

Given the features, we compute the DFs and the SFs under randomly sampled configurations of
terminal state rewards, where the reward at each terminal state is sampled independently from a normal
distribution with 0 mean and 50 standard deviation. We learn the DFs by following the default policy.
While we only need to learn the DFs under the default policy, we can learn the SFs with respect to a
set of policies learned under different reward functions. The better the set of reward functions covers
the space of reward functions, the better the transfer policy computed using the SFs. We consider
the number of reward functions to be 1, 2, 4, and 8. For each randomly sampled reward function,
we compute the SFs with respect to the optimal policy learned under this sampled reward function.

In this work, we ensure that the DFs and the SFs are well learned by allowing the agent to interact with
the environment for a large number of steps. For the DFs, the agent interacts with the environment
while following the default policy for 100K steps. For the SFs, we first use Q-learning [51] to learn
an optimal policy for 100K steps. We then learn the SFs while following the optimal policy for
another 100K steps. We use A = 1.3 and the uniform random policy as the default policy for the DFs,
v = 0.99 for the SFs, and use a step size of 0.1 for both approaches. We perform 50 independent runs.
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Note that the DFs computes an optimal policy in the linearly solvable MDP setting that balances the
reward function and the cost of deviating from the default policy. The optimal policies computed by
the DFs are then softly biased towards the default policy. We mitigate this bias by approximating the
optimal transfer policies (see Eq.[I0) using deterministic policies greedy over the optimal Q-values.

D Statistical Significance

We report 95% confidence intervals or directly visualize all independent runs if possible. The 95%
confidence intervals capture randomness across independent runs, where the primary source of
randomness is random exploration, e.g., e-greedy exploration. In transfer learning experiments,
randomness also arises from sampling terminal state reward configurations. As we perform a large
number of independent runs in our experiments (N > 50), we assume the sampling distribution is nor-
mal and compute the 95% confidence interval as :I:I.QG%, where ¢ is the sample standard deviation.

E Compute Resources

We use CPUs for all of our experiments. We describe the runtimes for experiments involving the
DR. For reward-shaping experiments, each independent run takes under 10 minutes. For eigenoption
discovery experiments, each independent run takes less than 2 hours in grid task and four rooms, and
takes around 10 hours in grid room and grid maze. For count-based exploration experiments, each
independent run takes less than one minute. For transfer experiments, each independent run takes less
than 5 minutes. Due to the large number of independent runs performed for hyperparameter search and
preliminary experiments, we estimate the total compute used for the project to be 10.5 CPU core years.
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