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Abstract—The advancement of smartphone sensors and wearable devices has enabled a new paradigm for smart human activity
recognition (HAR), which has a broad range of applications in healthcare and smart cities. However, there are four challenges, privacy
preservation, label scarcity, real-timing, and heterogeneity patterns, to be addressed before HAR can be more applicable in real-world
scenarios. To this end, in this paper, we propose a personalized federated HAR framework, named FedHAR, to overcome all the above
obstacles. Specially, as federated learning, FedHAR performs distributed learning, which allows training data to be kept local to protect
users’ privacy. Also, for each client without activity labels, in FedHAR, we design an algorithm to compute unsupervised gradients
under the consistency training proposition and an unsupervised gradient aggregation strategy is developed for overcoming the concept
drift and convergence instability issues in online federated learning process. Finally, extensive experiments are conducted using two
diverse real-world HAR datasets to show the advantages of FedHAR over state-of-the-art methods. In addition, when fine-tuning each
unlabeled client, personalized FedHAR can achieve additional 10% improvement across all metrics on average.
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1 INTRODUCTION

HUMAN activity recognition (HAR) aims to detect hu-
man physical activities in real-world scenarios, allow-

ing intelligent systems to assist individuals with improving
the quality of life in many areas such as healthcare, smart
cities, etc. In recent years, HAR via smart sensing has drawn
rapidly growing interests from both academia and industry
[1] [2] [3]. On top of the powerful modern ubiquitous
computing techniques, different sensors (e.g., accelerome-
ters, gyroscope, etc.) embedded in individuals’ smartphones
or smart wearable devices are utilized to measure human
activities in various domains such as medicinal services,
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digital entertainments, public security, and many other areas
[4].

The sensor-based HAR has its own distinguishing char-
acteristics and challenges: (1) Privacy preservation. The sens-
ing data carries lots of users’ privacy information, which
are often highly sensitive. (2) Label scarcity. Labeled activity
data is always limited. It is costly to obtain labeling feedback
regarding sensing data, which could also impose a heavy
burden on users. (3) Real-timing. The sensing measurements
are generated consecutively, which can be considered as a
real-time online data stream. The online signifies that the
entire training data need not be stored in memory, and the
model should instantly respond to adjustments along with
the afresh generated sensor data. (4) Heterogeneity patterns.
Different individuals’ activity patterns are considerably het-
erogeneous and diverse due to either demographic or other
inherent physical distinctions.

However, existing works on HAR only addressed a part
of the issues above, and little effort attempts to tackle all the
above challenges within a single framework. For instance,
some deep learning techniques, such as recurrent neural
network (RNN) based methods [1] [5] or convolution neural
network (CNN) based methods [2] [6], which are usually
trained offline in a centralized way. DeepSense [7] is a
framework with architecture using both CNN and RNN
to model relatedness among different sensors and capture
long-term dependencies of the temporal sensing data. At-
tnSense [8] identified human activity from a multi-modality
aspect by combining the attention mechanism with CNN-
RNN architecture to fuse sensor data. Furthermore, [9] con-
ducted HAR in a federated learning framework to address
the privacy preservation concern and achieved relatively con-
siderable performance compared with centralized models.
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Fig. 1. The overview of proposed FedHAR framework. Generally, our method can be divided into the following steps: (1) Computing gradients
from all the labeled clients and unlabeled clients; (2) A semi-supervised learning loss is designed to aggregate gradients of all the clients; (3)
Backpropagating the updated parameters of model F to all clients from the server; (4) After the general model F is trained well, local model of each
unlabeled client is further fine-tuned using PerFedHAR based on each client’s private unlabeled real-time stream sensing data.

To overcome the label scarcity issue, RSAR [10] proposed
a semi-supervised learning framework, in which `2,1 min-
imization was used on loss function to improve recognition
performance. Zeng et al. [11] presented semi-supervised
CNNs to learn hidden features from labeled and unlabeled
data for HAR. Moreover, literature [12] proposed a semi-
supervised federated learning framework considering both
privacy preservation problem and scarce labels problem, in
which autoencoders were utilized for local models to learn
representations and LSTM was for the global classifier. To
address the real-time challenge, literature [13] utilized both
CNN-extracted features and statistical features for HAR and
limited the time series length up to 1s to make real-time
HAR possible. Bhat et al. [14] proposed the first online
HAR framework based on online reinforcement learning
using policy gradient, which could train online to adapt
to users. As for the heterogeneity challenge, Miu et al. [15]
proposed an online active learning framework first to collect
user-provided annotations and then bootstrap personalized
HAR models. Nevertheless, none of the existing works
addressed all the mentioned challenges on HAR in a holistic
framework.

Along this line, we propose FedHAR, a personalized
federated HAR framework based on semi-supervised on-
line learning to overcome all the obstacles. The general
overview of FedHAR is shown in Fig. 1. Federated learn-
ing [16] is a distributed machine learning framework that
can keep training data local to protect users’ privacy. As
shown in the figure, clients are divided into two groups:
a limited number of clients with activity labels and massive
clients without activity labels but simultaneously generate the
real-time sensing data stream. From the framework, the
steps of FedHAR are exhibited as follows. (1) Computing
supervised gradients from each labeled clients. For each
client without activity labels, we design a novel algorithm
to compute unsupervised gradients under the consistency
training assumption. (2) A semi-supervised learning loss

is designed to aggregate gradients from both labeled data
and unlabeled data. Particularly, we design an unsupervised
gradients aggregation strategy to overcome the concept drift
and convergence instability issues in online learning. (3) Up-
dated parameters were then broadcasted to all clients from
the server. (4) After the prediction model finishes training,
the updated local model of each unlabeled client is further
personalized by aggregating overall supervised gradients
and individual unsupervised gradients using each client’s
own online sensing stream based on PerFedHAR. Extensive
experiments are conducted on two diverse real-world HAR
datasets, FedHAR demonstrates its superiority over other
state-of-the-arts. In addition, when fine-tuning each unla-
beled client, PerFedHAR can achieve about additional +10%
improvement across all metrics on two datasets on average.
We have made our source code public on github.1

The contributions of our paper are summarized as fol-
lows:

• We proposed a general semi-supervised online learn-
ing framework for personalized federated human
activity recognition (FedHAR). To the best of our
knowledge, this is the first work addressing the pri-
vacy preservation, label scarcity, Real-timing, and hetero-
geneity challenges of HAR into a unified framework
simultaneously.

• Within the unified framework, FedHAR can utilize
only a small number of labeled clients with limited
samples to train a federated HAR model with com-
petitive performance along with massive real-time
stream sensing data produced by unlabeled clients.

• A novel algorithm is designed to compute unsuper-
vised gradients under the consistency training propo-
sition based on temporal data characteristics of HAR
tasks.

1. The code is available at https://github.com/fedhar/fedhar.git.
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• We design an unsupervised gradients aggregation strat-
egy to overcome the concept drift and convergence
instability problem in online learning. A semi-
supervised learning loss is designed to aggregate
gradients from all the label clients and unlabeled
clients.

• Extensive experiments are conducted on two diverse
real-world HAR datasets, FedHAR demonstrates its
superiority over other state-of-the-arts. Additionally,
when fine-tuning each unlabeled client, PerFedHAR
can further gain superior performance improvement
across all metrics on two datasets on average.

2 RELATED WORK

2.1 Human activity recognition
In recent years, human activity recognition (HAR) based
on smart sensing data has been successfully applied in
many fields such as medical service and health [17], lifestyle
researching [18] [19]. Existing methods usually utilized the
deep learning techniques and achieved satisfactory perfor-
mance [8] [20] [21] [22]. For example, [1] utilized ensembles
of LSTM learners for HAR scenario to address the imbal-
anced datasets and the data quality problem. DeepSense [7]
adopted CNN to learn the local interactions within each
sensing modality and global interactions among different
sensor inputs. In addition, RNN was utilized to learn the
inter-interval relationships of the time series sensor data. At-
tnSense [8] combined the attention mechanism with CNN-
RNN architecture from a multi-modality aspect to identify
human activities.

2.2 Federated learning for HAR
Federated Learning is a distributed machine learning frame-
work, in which a model can be trained across multiple
devices holding local data without sharing them [23] [24]
[25]. Generally, the parameters are aggregated in a central
server with some widely used algorithms, such as FedAvg
[16], FedSGD [26]. Literature [27] proposed personalized
FedAvg based on the model-agnostic meta learning. The
personalized clients must utilize labeled data for training,
which cannot be applied in unlabeled data streams. Some
methods has been proposed for HAR to protect users’
privacy based on federated learning. For instance, Sozinov
et al. [9] utilized two different models: polynomial logistic
regression and deep neural networks in federated learning
framework, which achieved acceptable performance com-
pared with centralized algorithms. PMF [28] was a privacy
preserving mobility prediction framework based on feder-
ated learning, in which a group optimization method was
designed for training.

2.3 Semi-supervised learning for HAR
Since it is costly to obtain labeling activities regarding
sensing data, some researchers have tried to apply the
semi-supervised learning methods for HAR tasks. Zeng et
al. [11] first introduced semi-supervised CNN for HAR,
in which the CNN based encoder-decoder and convolu-
tional ladder network were used to learn better high-level
features. It can reduce more than 90% labeled data while

TABLE 1
Notations used in the paper.

τ length of each sensing time window (seconds)
S number of types of sensors within each device
K number of devices within each client
N number of clients with local labeled data
M number of clients producing online data streams without

labels
X labeled data from all N clients
X̃ unlabeled data streams from all M clients
X s,kn,t labeled time series measured by the s-th sensor in the

k-th device from the n-th client within the t-th sensing
window

X̃ s,km,t unlabeled data stream measured by the s-th sensor in the
k-th device from the m-th client within the t-th sensing
window

T s,k number of recordings from the s-th sensor in the k-th
device within a sensing window

ds dimensionality of sensing data from sensor s
F general global model stored in server

ensuring the performance of model. Yao et al. [10] pro-
posed a semi-supervised HAR algorithm based on manifold
structure, which assumes that data in the path through
high density regions on data manifold should have same
label with higher probability. Zhao et al. [12] proposed a
semi-supervised federated learning framework for HAR, in
which auto-encoders were utilized for local models to learn
representations and LSTM was for the global classifier.

2.4 Online learning for HAR
Because the generated sensing measurements can be consid-
ered as a real-time online data stream, online learning tech-
niques have been applied for HAR [29] [30] [31] [32]. Ignatov
et al. [13] utilized both CNN-extracted features and statis-
tical features for HAR and limited the time series length to
make real-time HAR possible. Miu et al. [15] constructed a
online active learning framework to continuously monitor
each individual’s activities with annotations to bootstrap a
personalised model. Bhat et al. [14] proposed the first online
HAR framework based on online reinforcement learning
using policy gradient, which could train online to adapt to
users. In summary, existing works on HAR only addressed
a part of the mentioned four challenges: privacy preservation,
label scarce, real-time, and heterogeneity challenges. Therefore,
the focus of our work is to address all the above challenges
with one general solution.

3 PROBLEM DESCRIPTION

In a typical federated learning setting consisting of one
central cloud server and a total number of M clients,
mobile devices collaboratively learn a shared prediction
model through the server while keeping all clients’ training
data local. Under this circumstance, we consider a specific
HAR scenario where each client consists of K different
devices with each device containing S types of sensors
embedded. Periodically, each sensor generates a sequence of
measurements for a past time window that lasts τ seconds.
Since the sensing frequency of different sensors in different
devices might differ, the actual number of recording frames
may also vary. Hence we use T s,k to denote the length of
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Fig. 2. The architecture of our proposed hierarchical attention architecture. It has 3 kinds of attention layers using to merge data in one time window,
data in each devices and data from each types of sensor.

fragmented time series collected from the s-th sensor in k-
th device (e.g., T s,k = 125 if the sensing frequency is 50Hz
with τ = 2.5s). Considering only a small subset of clients
can provide labeling feedback in most real-life situations,
we let N (N � M ) denote a small number of clients that
able to provide a labeled local dataset X = {Xn}1≤n≤N
with corresponding labels Y = {Yn}1≤n≤N ; meanwhile,
all M clients consecutively produce unlabeled data stream
X̃ = {X̃m}1≤m≤M . Specifically, for labeled data X , we
denote X s,kn,t ∈ RT

s,k×ds to be the labeled raw time series
of the t-th sensing window measured by the s-th sensor in
k-th device for n-th client, where ds represents the sens-
ing dimensionality of sensor s (e.g., 3 for accelerometer,
representing the acceleration in the axis of x, y, and z).
We then denote Yn,t as the corresponding labels. Similarly,
X̃ s,km,t ∈ RT

s,k×ds represents the online unlabeled sensing
data of the t-th sensing window measured by the s-th type
of sensor in k-th device on m-th client.

Therefore, our primary goal is to learn a general deep
neural network for HAR in a federated learning fashion
with limited labeled data but copious unlabeled data. Our
second goal is to strengthen user-specific prediction ac-
curacy personalized by the way different individuals act
through semi-supervised online learning. Namely, instead
of immediately applying the generally optimized global
function F on all clients, we further customize an optimized
model F ′m for any m-th client, where m ∈ {1, · · · ,M}.

4 FEDERATED ONLINE SEMI-SUPERVISED LEARN-
ING FRAMEWORK

In this section, we introduce our federated semi-supervised
online learning framework on HAR in a two-stage fashion
based on a hierarchical attention neural network architec-
ture. Specifically, we first learn a general prediction model
on the server using both labeled data and unlabeled data
stream through our novel federated semi-supervised online
learning algorithm FedHAR. Then we propose the second-

stage local personalized strategy PerFedHAR to further
enhance the prediction accuracy for individual clients.

4.1 FedHAR algorithm
The core of this idea is to apply semi-supervised online
learning on fragmented time series in a federated learning
fashion. Considering each client might be equipped with
various sensors across multiple devices, we thus devise the
general model architecture from the perspective of feature
fusion. Inspired by [8], we first introduce a hierarchical
attention architecture for each client to fuse various mea-
surements collected from different sensor across devices for
optimal representation learning, as shown in Fig. 2.

4.1.1 Hierarchical attention architecture
Generally, we devise three levels of attention layers for the
alignment of different level features. For clarification, we
let xs,kt ∈ RT

s,k×ds be the original input temporal data
collected during t-th sensing window of s-th sensor in k-
th device from any potential client. Each attention layer
genuinely consists of (1) one linear layer to align the sensing
dimensionality (from ds to d) and (2) an attention layer to
model higher-level representations. For instance, the input-
level attention layers attend to model higher-level repre-
sentations from original input xs,kt along the chronological
dimension as:

vs,kt =
T s,k∑
j=1

αjx
s,k
t,j w1, (1)

where xs,kt,j ∈ Rd
s

represents the sensing value at j-th
timestamp, vs,kt ∈ Rd denotes the output representation,
w1 ∈ Rd

s×d is the weight matrix of the first linear layer,
while αj is the attention score which measures the contribu-
tion of each sensing value. The attention score is computed
as following:

αj =
exp(φ(xs,kt,j w2))∑
j
exp(φ(xs,kt,j w2))

, (2)
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where φ(·) denotes a nonlinear activation function we uti-
lize, w2 ∈ Rd

s×1 is the weight matrix of learnable param-
eters. The device-level and sensor-level attention layers
then utilize the same attention mechanism to incorporate
more advanced representations of each level from bottom to
up, making it a hierarchical attention learning architecture.
Through feature fusing, attention layers can also eliminate
the difference in input sequences’ length across different
sensing windows, caused by various sensors’ different sens-
ing frequency.

Algorithm 1: FedHAR algorithm
Input: Local labeled data X with respective labels Y

from N clients; real-time unlabeled data stream
X̃ hitherto generated by all M clients; Mb

randomly selected clients with unlabeled data in
one training iteration; the initial weight of
unsupervised loss λ; a hyper-parameter rλ to
balance the supervised and unsupervised loss;
agg rounds of aggregation regarding the
unsupervised gradients

Output: F : a generalized prediction model stored in
sever

Let Xn be the labeled local data from n-th client and X̃m
be the unlabeled data stream provided by m-th client

randomly initialize neural network F
λ← 0; iteration step r ← 0
while Training do

send F from server to all clients
randomly sample Mb clients out of all M clients

that produce unlabeled data stream and denote
this subset as BM

for ∀n ∈ {1, · · · , N} in parallel do
∇F̂n ← compute supervised gradients using
{Xn,Yn}

upload ∇F̂n to the server
end
for ∀m ∈ BM in parallel do

for a← 1, · · · , agg do
∇F̃am ← compute unsupervised gradients

on X̃m using Alg. 2
upload ∇F̂am to the server

end

∇F̃m ← 1
agg

agg∑
a=1

F̃am
end

∇F̂ ← 1
N

N∑
n=1

∇F̂n; ∇F̃ ← 1
Mb

∑
m∈BM

∇F̃m

if r ≤ rλ then
λ′ ← r

rλ
× λ

else
λ′ ← λ

end
∇F ← (1− λ′)∇F̂ + λ′∇F̃
update F using SGD
r ← r + 1

end
return F

4.1.2 Semi-supervised online learning
Based on the hierarchical attention network architecture,
we propose a semi-supervised learning strategy for online
human activity recognition tasks, and we now introduce this
method.

Algorithm 2: Unsupervised Gradients Computa-
tion

Input: Unlabeled data stream X̃m collected from m-th
client; time of sensing window τ ; τsas the
communication interval between client and
server; current model F on client m

Output: ∇F̃m: computed gradients with respect to
unsupervised loss on m-th client

we denote X̃m,0 as data stream measured within last
sensing window saved in client m

for t← 1, · · · , d τs
τ
e do

X̃m,t denotes the online unlabeled sequences within
t-th sensing window on client m

[Ỹm,t−1, Ỹm,t]← F(X̃m,t−1, X̃m,t)
∇F̃m ← 1

t
× ∂MSE(Ỹm,t−1,Ỹm,t)

∂F + t−1
t
∇F̃m

end
save X̃m,t to be used for the next round on client m
return ∇F̃m

Algorithm 3: PerFedHAR algorithm for personal-
ization

Input: Local labeled data {X ,Y} from N clients;
unlabeled data stream X̃ ; let RM denote a
subset of Mr clients in need of personalizing; the
initial weight of unsupervised loss λ; the general
prediction model F in sever

Output: {F ′m}m∈RM : a set of personalized neural
networks for clients in need

∀m ∈ RM , F ′m ← F (from server to local)
while Training do

for ∀m ∈ RM in parallel do
for ∀n ∈ {1, · · · , N} in parallel do
∇F̂ ′n ← compute supervised gradients using
{Xn,Yn}

end

∇F̂ ′m ← 1
N

N∑
n=1

F̂ ′n

∇F̃ ′m ← compute unsupervised gradients with
X̃m using Alg. 2
∇F ′m ← (1− λ)∇F̂ ′ + λ∇F̃ ′m
update F ′m using SGD with gradients ∇F ′m

end
end
return {F ′m}m∈RM

4.1.2.1 Consistency Training on Human Activity.:
Previous works utilize consistency regularization and ap-
ply data augmentation to semi-supervised learning by lever-
aging the idea that a classifier should output the same class
distribution for an unlabeled example even after it has been
augmented. This approach makes intuitive sense since a
good model should be robust to small noise injected in an
input. However, under this circumstance, different augmen-
tation strategies may result in different influences, making
the whole training phase hard to control. Also, it is not
straightforward to design an appropriate augmentation pro-
cedure for time series data. Thus, we design the following
learning scheme to be in line with the task characteristics.

Considering temporal data characteristics of tangible
human activity, we argue that the time series should always
reflect an individual’s coherent and unified physical status
within a relatively short time interval. Thus, we expect two
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neighboring online series to obtain similar representations.
In general, for any two adjacent sensing windows, we
add a constraint to keep the model’s outputs regarding
these two stream sequences as close as possible. Specifically,
we denote x̃t, x̃t+1 as two unlabeled sequences measured
within t-th and (t + 1)-th sensing window respectively
from any randomly selected client while ỹt, ỹt+1 denote
the corresponding model outputs. In this case, we apply
MSE (mean square error or L2 norm) as the divergence
distance between two probability distributions ỹt, ỹt+1 to
implement the consistency training on human activity (see
Alg. 2). Thus, our loss objective for the unsupervised part is
as following:

Lunsup = D[p(ỹt|x̃t,F), p(ỹt+1|x̃t+1,F)], (3)

where D is the divergence distance metric between ỹt and
ỹt+1 and we select mean-square error in this study.

4.1.2.2 Why this works?: The fact is that not all
neighboring sensing windows essentially reflect the same
action type yet most of the adjacent windows do. Therefore,
we theoretically analyze why the consistency training can
actually work through eliminating the negative effect and
improve the model performance as the model keeps learn-
ing.

Theorem 4.1. Suppose there are t windows of sensing measure-
ments in total, and we assume there is one specific sensing window
belongs to one particular action j with probability Pj while other
windows consistently reflect another specific action type. Let PA
denote the overall probability of inconsistent adjacent windows
could happen during training, which is given as:

PA =
∑
j

P2
j (1− Pj)t−2,

Consequently, this probability has an upper bound of O(ε) with
t = O(C/ε), where C is an empirical estimation of the number of
all possible action types that an individual could own in real-life.

Proof. If there is only one specific sensing window that
denotes to a different action j, then it is easy to get:

PA =
∑
j

P2
j (1− Pj)t−2,

since there are two adjacent windows that represent differ-
ent actions. To find the upper bound of this probability, we
need to find out the maximum value of

∑
j
P2
j (1 − Pj)t−2.

We then define the following optimization function:

min
P
−
∑
j

P2
j (1− Pj)t−2

s.t.
∑
j

Pj = 1,

The problem is a convex optimization problem and we
construct its Lagrangian dual function:∑

j

P2
j (1− Pj)t−2 − λ(

∑
j

Pj − 1),

Using the KKT condition, we can take derivatives to Pj and
set it to zero. Then we have

λ = (Pj(2− tPj))(1− Pj)t−3,

Hence Pi = Pj for any i 6= j. Suppose Pj = 1
C , where C is

the total number of all possible actions, then we have

PA ≤ (1− 1

C
)t = expt log(1−

1
C ) ≤ exp−t/C ,

If we let t = O(C/ε), we have PA = O(ε).

From the theorem, we can see that this empirical number
C governs the potential model performance. However, we
argue this C is often a trivial value in most real-life scenarios
since the basic types of movements are relatively limited for
individuals. Therefore, as the total sensing time grows, the
negative effect brought by inconsistent training samples can
be gradually dominated by positive transfer. Additionally,
it answers the question why hierarchical attention instead
of RNN? The conventional recurrent neural network is
suitable for dealing with long-sequence temporal data due
to its internal memory mechanism. However, we argue that
RNN might not work in this study because (1) sequential
data of each sensing window is not long enough for RNN
to model the temporal dependencies; (2) more vitally, the
inconsistency error could be infinitely magnified due to the
cumulative product of matrices.

4.1.2.3 Unsupervised Gradients Aggregation.: As
we adopt a federated learning paradigm, all clients would
then compute the gradient descent corresponding to the
given supervised and unsupervised objectives and merely
upload the updated gradients to the cloud server using
encrypted communication while keeping all training data
local. However, as discussed in section 1, it is common
for individuals to maintain a particular action state within
a relatively long duration. Therefore these homogeneous
sensing data representations can easily dominate the learn-
ing scheme over other human activity varieties, known as
concept drift. Moreover, if we only compute unsupervised
gradients over few consecutive samples, it may eject extra
noisy signals into the process of stochastic gradient descent,
also known as convergence instability.

Hence we devise an unsupervised gradients aggre-
gation strategy to overcome these obstacles. Specifically,
during each online training iteration, we randomly select
Mb clients that continuously produce an online data stream,
and we denote the set of clients as BM . Since the number of
unlabeled clients is usually vast, it can significantly improve
training efficiency and reduce computation and commu-
nication cost compared with requiring gradients from all
clients. For ∀m ∈ BM , we compute multiple rounds of un-
supervised gradients and address the average of aggregated
gradients as the final update that the server model utilizes
(see Alg. 1):

∇F̃m =
1

agg

agg∑
a=1

∇F̃am, (4)

where ∇F̃am represents computed unsupervised gradients
immediately transferred to the server in the a-th communi-
cation with m-th client, and agg denotes the total rounds of
aggregation, which also denotes the communication rounds.
In practice, the time interval τs between every commu-
nication is much longer than the length of each sensing
window τ due to the expensive communication cost. We
then utilize an average of computed unsupervised gradients
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using online stream data across each sensing window to be
the ultimate gradient for a single aggregation (see Alg. 1).

4.1.2.4 Training Strategy.: To encourage better con-
vergence, instead of optimizing over both supervised and
unsupervised objectives simultaneously in the early training
stage, we develop a simple yet effective strategy to gradu-
ally enlarge unsupervised gradients and anneal the super-
vised gradients across training iterations inspired by cur-
riculum learning [33]. Specifically, by setting the maximum
weight of unsupervised gradients, we gradually enlarge the
coefficient for unsupervised gradients before the learning
iteration reaches rλ (see Alg. 1) using λ′ ← r

rλ
×λ. After the

clients send the updated gradients back to server, the server
uses SGD with gradient ∇F backpropagated to update the
whole neural network.

4.2 Online semi-supervised personalizing

As the FedHAR scheme can develop a common output for
all clients, it is not adaptive for each individual. In partic-
ular, in the heterogeneous settings where the underlying
data distribution of clients is not identical, the resulted
global model obtained by minimizing the average loss could
perform arbitrarily poorly once applied to the local dataset
of each specific client [34]. In other words, a generalized
solution is yet insufficient due to the lack of personalization.
Therefore, we further propose a second-stage personalized
semi-supervised online learning strategy PerFedHAR to
tackle this challenge (see Alg. 3).

Considering the issue of convergence instability and
concept drift that training with unlabeled data only might
bring, we again utilize the supervised gradients from clients
with labeled local data in order to provide a good starting
point for the personalized neural network. Thus, our per-
sonalized strategy is still in a fashion of semi-supervised
learning. In detail, for one specific unlabeled data client m,
we first initialize the personalized model using downloaded
general model F ′m ← F from the server and then start
training. Unlike the first-stage FedHAR, not all clients have
personalized needs. We then denote RM as a subset of
Mr clients requiring further personalized service. During
each training iteration, gradient descent’s principal scheme
is similar to FedHAR, except that these clients convey gradi-
ents to sever only once rather than agg times. The detailed
algorithm is shown in Alg. 3.

5 EXPERIMENTS

In this section, we demonstrate the effectiveness of our
proposed approach by conducting extensive experiments
on two real-world HAR datasets. First, we compare our
FedHAR framework with a wide range of state-of-the-arts
to evaluate the effectiveness of our novel federated semi-
supervised online training algorithm. Second, we show that
our personalized training strategy PerFedHAR can further
bring significant improvements based on the global model.

5.1 Dataset description

The experiments are conducted on two real-world datasets:

RealWorld2 [35] A sensor-based HAR dataset collected
from 15 probands. It contained 8 kinds of activities, includ-
ing running, standing, lying, sitting, walking, jumping, climbing
stairs down and up. Every person wore sensing devices on 7
body parts, including chest, one forearm, head, shin, one thigh,
one upper arm and waist. Three sensors of each device were
chosen in our experiment, including accelerometer, gyroscope,
and magnetometer.

HAR-UCI3 [36]. This is a public sensor-based HAR
dataset published in UC Irvine Machine Learning Reposi-
tory (UCI). It was built from the recordings of 30 subjects
performing activities of daily living (ADL) while carrying a
waist-mounted smartphone with embedded inertial sensors.
Those 30 volunteers within an age bracket of 19-48 years.
Each person performed six activities (walking, walking up-
stairs, walking downstairs, sitting, standing, laying) wear-
ing a smartphone (Samsung Galaxy S II) on the waist. Using
its embedded accelerometer and gyroscope, 3-axial linear
acceleration and 3-axial angular velocity were captured at a
constant rate of 50Hz.

In RealWorld, the total sensing time for each client is
90 minutes with each time window lasts 2.5 seconds. So
for each client, there are 2118 windows (or samples) of
measurements available in total. For HAR-UCI dataset, the
total sensing time for each client is 8 minutes with each
sensing window also lasts 2.5 seconds. In total, there are
187 sensing windows (or samples) available to use for each
client.

5.2 Experimental setup

We evaluate our FedHAR algorithm under various exper-
imental settings where we attempt different numbers of
clients with local labeled data and total available sensing
time. Expressly, we set the number of clients with local
labeled data N to 3, 4, 5 with different total sensing time as
3000, 4000, 5000 seconds separately for RealWorld dataset.
For HAR-UCI dataset, N is chosen as 4, 6, 8 and total
sensing time is set to 250, 350, 450 seconds, separately. In
all, we conduct experiments under nine different settings in
total on both datasets. We adopt the Adam optimizer with
a learning rate of 1e−3 by default. Besides, we set the maxi-
mum unsupervised loss weight λ in FedHAR to 0.2 with rλ
set as 400, the communication interval between server and
client τs is set to 60 seconds. We set the aggregation rounds
agg to 20, the number of randomly selected clients Mb

without labels to 5 for RealWorld dataset, and 9 for HAR-
UCI dataset. Also, the batch size for labeled data is chosen
as 128. In order to prevent over-fitting, dropout strategy and
L2 norm are also applied in the proposed FedHAR model
training.

When personalizing the general FedHAR model, we
select N as 5 and total sensing time as 3000 seconds for
RealWorld dataset, while N as 8 and total sensing time as
450 seconds for HAR-UCI.

Online Settings: Unlabeled clients are trained with
online learning way, whose training data are from real-time

2. It can be download inhttps://sensor.informatik.uni-mannheim.
de/#dataset realworld

3. It can be download in https://archive.ics.uci.edu/ml/datasets/
Human+Activity+Recognition+Using+Smartphones#.
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TABLE 2
Prediction results on RealWorld dataset with best model performance in bold and second-best results with underlines. ∗ − ∗ denotes the number

of clients with labeled data − the total sensing time (seconds) of each client.

Model Metric 3-1200 3-1600 3-2000 4-1200 4-1600 4-2000 5-1200 5-1600 5-2000

HARsup
Accuracy 42.36 54.00 53.25 54.29 52.81 47.14 64.65 62.39 55.82
F1-Score 40.63 50.16 48.88 50.30 48.91 42.68 61.11 59.44 51.22

DeepSense Accuracy 45.33 52.63 53.02 57.31 59.71 61.85 58.94 59.14 61.44
F1-Score 38.20 46.58 46.86 52.20 54.20 57.21 53.83 52.99 55.19

Pseudo-label Accuracy 51.16 56.47 51.99 43.84 52.41 59.40 64.38 61.54 58.53
F1-Score 47.29 53.15 47.50 38.19 48.03 54.95 61.76 59.09 54.23

Mean Teacher Accuracy 34.11 32.62 37.21 39.41 36.93 34.83 43.40 33.88 31.89
F1-Score 26.55 23.88 28.77 27.50 28.59 28.94 35.47 25.98 23.78

ICT Accuracy 32.10 37.30 37.66 48.50 52.27 42.02 36.06 41.74 44.49
F1-Score 27.41 31.24 32.77 42.03 49.04 37.50 31.43 37.04 41.46

FedAvg Accuracy 41.36 42.36 53.53 46.74 48.34 53.40 49.56 55.77 50.68
F1-Score 34.12 34.17 49.33 40.24 41.72 46.59 43.91 49.61 44.00

FedProx Accuracy 45.23 48.62 48.15 56.98 52.68 56.14 56.10 61.14 62.93
F1-Score 39.59 43.64 42.02 51.90 48.12 51.78 51.25 56.05 56.84

FedHARw/o agg
Accuracy 54.87 56.66 53.41 62.42 58.21 58.24 60.54 63.85 55.50
F1-Score 51.69 52.85 49.61 58.79 53.47 53.69 56.91 60.43 53.62

FedHAR Accuracy 55.33 63.67 56.02 63.47 61.63 65.31 65.10 64.11 62.95
F1-Score 51.80 60.48 50.81 59.39 57.75 62.77 62.44 61.10 57.70

TABLE 3
Prediction results on HAR-UCI dataset with best model performance in bold and second-best results with underlines. ∗ − ∗ denotes the number of

clients with labeled data − the total sensing time (seconds) of each client.

Model Metric 4-100 4-140 4-180 6-100 6-140 6-180 8-100 8-140 8-180

HARsup
Accuracy 69.71 72.45 70.98 71.61 69.70 73.53 73.97 74.77 75.05
F1-Score 67.40 69.92 68.61 69.22 67.48 71.11 72.10 72.55 73.13

DeepSense Accuracy 72.11 71.57 70.16 75.76 75.98 73.33 77.56 75.39 74.24
F1-Score 68.94 69.60 66.52 73.62 72.87 70.97 75.48 73.76 72.40

Pseudo-label Accuracy 74.96 57.63 73.04 72.88 73.08 71.30 79.37 64.73 74.64
F1-Score 72.05 49.54 70.41 70.93 70.51 68.21 78.10 61.62 72.74

Mean Teacher Accuracy 63.12 44.75 38.25 47.36 56.87 58.28 40.61 41.59 57.98
F1-Score 57.92 32.81 24.63 37.16 48.07 51.85 27.86 30.02 47.85

ICT Accuracy 69.55 71.66 69.41 69.28 66.23 67.88 75.72 74.04 77.48
F1-Score 67.45 68.33 66.60 67.66 63.13 65.51 74.56 72.13 76.49

FedAvg Accuracy 59.28 62.39 67.47 71.45 64.31 64.66 68.97 67.69 68.23
F1-Score 54.08 57.39 64.55 68.24 59.89 58.74 63.93 64.58 63.41

FedPorx Accuracy 62.03 69.34 57.03 64.43 66.43 69.20 73.75 70.35 68.74
F1-Score 58.61 67.22 49.94 60.03 62.05 65.48 71.55 65.78 65.87

FedHARw/o agg
Accuracy 70.68 74.95 75.35 72.07 73.02 73.94 75.73 70.57 77.23
F1-Score 68.44 72.36 73.11 69.34 71.08 71.78 72.96 67.67 75.64

FedHAR Accuracy 76.32 74.32 78.68 81.51 82.33 77.21 82.61 76.48 80.74
F1-Score 74.69 71.98 76.59 79.97 81.28 75.27 81.62 74.78 79.34

data streams. The duration of the real-time activities is from
τ (the length of time window, 2.5s in default) to 10 minutes.
The data stream values in one time window can be missing.
The data streams are processed using Fourier transform to
convert time domain information into frequency informa-
tion.

Platform. All models are trained on Nvida P100 16GB
GPU in Ubuntu 20.04x64 with 8-core Intel CPU and 64GB
RAM. Python 3.8 and Pytorch 1.7.1 are adopted in the
experiments.

Architecture and Parameters. As described in Section
4.1, our model is a hierarchical attention-based neural net-

work. In the first type of attention layer used to weight time
series data, it contains 3 linear layer (# of neurons = 64,
128, 256). Each linear layer is with a LeakReLu activation
function and a dropout layer (dropout=0.2). In the second
type of attention layer used to weight {vs,kt }, it contains a
linear layer (64 neurons), a LeakReLu activation function
and a dropout layer (dropout=0.2). In the third type of
attention layer used to weight {vst}, it contains a linear layer
(32 neurons), a LeakReLu activation function and a dropout
layer (dropout=0.2). In the output layer, it contains a linear
layer (16 neurons), a LeakReLu activation, a Dropout layer
(dropout=0.4) and a linear layer whose number of neurons
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TABLE 4
Performance comparison between FedHAR and PerFedHAR on each unlabeled client under RealWorld dataset.

Model Metric Client Average
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

FedHAR Accuracy 60.94 77.81 57.19 51.46 58.33 36.51 86.67 67.76 65.99 65.89 90.42 90.31 89.22 91.04 91.77 72.09
F1-Score 57.50 72.85 51.85 48.50 53.93 27.15 86.35 64.60 60.75 61.27 90.21 90.06 88.53 91.10 91.62 69.08

PerFedHAR Accuracy 82.40 78.75 75.89 61.46 65.31 46.61 91.41 89.01 70.36 84.06 95.31 96.25 96.46 95.63 96.46 81.69
F1-Score 82.01 74.52 74.77 60.71 57.43 39.59 91.36 88.92 66.70 83.60 95.33 96.26 96.45 95.63 96.47 79.98

∆(%) ↑ Accuracy 21.46 0.94 18.70 10.00 6.98 10.10 4.74 21.25 4.37 18.17 4.89 5.94 7.24 4.59 4.69 9.60
F1-Score 24.51 1.67 22.92 12.21 3.50 12.44 5.01 24.32 5.95 22.33 5.12 6.20 7.92 4.53 4.85 10.90

TABLE 5
Performance comparison between FedHAR and PerFedHAR on each unlabeled client under HAR-UCI dataset.

Model Metric Client

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

FedHAR Accuracy 79.65 90.62 80.83 76.39 90.97 61.25 90.28 62.85 87.50 82.29 80.49 83.47 74.44 89.17 96.67 90.28
F1-Score 76.80 90.50 78.93 73.85 90.76 57.56 89.75 61.80 86.80 80.36 78.15 82.55 69.29 89.03 96.67 89.95

PerFedHAR Accuracy 96.04 96.32 91.25 83.82 98.75 79.03 97.71 73.06 98.33 95.97 89.44 89.65 92.71 97.29 98.33 99.86
F1-Score 96.04 96.28 91.08 83.54 98.75 79.03 97.71 69.08 98.33 95.98 89.62 89.32 92.65 97.30 98.34 99.86

∆(%) ↑ Accuracy 16.39 5.70 10.42 7.43 7.78 17.78 7.43 10.21 10.83 13.68 8.95 6.18 18.27 8.12 1.66 9.58
F1-Score 19.24 5.78 12.15 9.69 7.99 21.47 7.96 7.28 11.53 15.62 11.47 6.77 23.36 8.27 1.67 9.91

Model Metric Client

17 18 19 20 21 22 23 24 25 26 27 28 29 30 Average

FedHAR Accuracy 79.86 79.72 68.61 75.07 77.08 78.82 85.76 87.22 88.12 87.92 83.19 73.33 84.31 96.32 82.08
F1-Score 77.40 78.59 68.00 74.82 76.41 77.59 85.24 86.63 86.77 87.16 82.65 72.97 83.65 96.32 80.90

PerFedHAR Accuracy 84.10 91.46 71.94 91.60 95.00 87.85 94.79 99.51 100.00 91.67 99.79 95.56 99.58 100.00 92.68
F1-Score 82.00 91.41 68.89 91.47 95.01 87.81 94.74 99.51 100.00 91.12 99.79 95.50 99.58 100.00 92.32

∆(%) ↑ Accuracy 4.24 11.74 3.33 16.53 17.92 9.03 9.03 12.29 11.88 3.75 16.60 22.23 15.27 3.68 10.60
F1-Score 4.60 12.82 0.89 16.65 18.60 10.22 9.50 12.88 13.23 3.96 17.14 22.53 15.93 3.68 11.43

equals to number of activities.

5.3 Baselines

We compare FedHAR with other widely used algorithms,
including:

Pseudo Label [37] For unlabeled data sample, a pseudo
label vector would be predicted, and the confidence is com-
puted via dividing the maximum value by the summation.
If the confidence is larger than a threshold, the pseudo label
can be used as ground truth to calculate the gradients.

Mean Teacher [38] A widely used semi-supervised
learning algorithm keeps a teacher model and a student
model with the same structure. Within labeled data clients,
the gradient is calculated by the weighted summation of
the supervised loss and the knowledge distillation loss.
For unlabeled data clients, only distillation loss is used to
calculate the gradient.

ICT [39] The interpolation consistency training algo-
rithm is also adopted for semi-supervised learning. Simi-
larly, a teacher model and a student model are used for cal-
culating the loss under the assumption that the prediction at
an interpolation of unlabeled samples should be consistent
with the interpolation of the predictions at those samples.

DeepSense [7]A widely used architecture based on CNN
and RNN to capture relations among different sensors on
HAR tasks. In each round, only those labeled data clients
participate in training the framework.

HARsup In each training round, only the labeled data
is used to our proposed FedHAR architecture without the

unlabeled clients, meaning it is a supervised training only
process.

FedHARw/o agg We use our FedHAR algorithm for
training but set agg = 1 instead of using multiple aggre-
gations. It is to observe the influence caused by the problem
of convergence instability and concept drift in online semi-
supervised learning.

FedAvg [16] One widely used aggregation algorithm
in federated learning. Comparing with the proposed ag-
gregation algorithm shown in Alg. 1 and Alg. 2, FedAvg
uploaded the local model parameters to the server instead
of the gradients. Except the aggregation algorithm, the other
settings are all the same as FedHAR.

FedProx [40] A variation of FedAvg algorithm, in which
a new hyper-parameter µ was introduced to control the
difference of model parameters between the before and after
the updating in each round.

HARsup, Pseudo-label, Mean Teacher, ICT, FedHAR-
aggw/o agg all use the same model architecture with FedHAR.
About Pseudo-label, we set the threshold to make pseudo
labeling for one sample as 0.9. About Mean Teacher, we set
the weight of semi-supervised loss as 0.1. Coefficient of
exponential moving average (EMA) is set as 0 if number of
rounds is less than 200, as 0.999 if umber of rounds is larger
than 1000, otherwise as 0.99. About ICT, we set the weight
of semi-supervised loss as 0.1. The setting of EMA is same
with Mean Teacher. About DeepSense, in RealWorld dataset,
we set the length of interval in one time window (τ = 2.5s)
as 0.5s and channel size as 32 for all CNN layers. For the
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data in a time interval in each sensor, it first pass a 2-D
CNN layer with kernel=(3,5) and stride=(1,1), two 1-D CNN
layers with kernel=5 and stride=3 in turn. Then, generated
features of each sensor are stacked and then pass a 2-D CNN
layer with kernel=(9,5) and stride=(1,1), a 1-D CNN layer
with kernel=8 and stride=5, a 1-D CNN layer with kernel=6
and stride=3. Next, generated feature concatenate with time
window size τ and pass two GRU layers with output
shape 128 and 64 respectively. Finally, labels are predicted
based on a linear output layer. For DeepSense in HAR-UCI
dataset, the channel size is set as 16 for all CNN layers.
The generated features of each sensor are stacked and then
pass a 2-D CNN layer with kernel=(2,5) and stride=(1,1).
The shape of GRU layer is set as 64 and 16 respectively.
Otherwise the same with the setting in RealWorld dataset.

5.4 Numerical results
5.4.1 General FedHAR
Table 2 and Table 3 denote the experimental results for
general FedHAR algorithm and all the other baselines on
RealWorld dataset and HAR-UCI dataset respectively. Par-
ticularly, we have few following observations:

• The proposed FedHAR can achieve the best predic-
tion performance under each setting on both two
datasets.

• Comparing FedHAR with the semi-supervised base-
lines, the effectiveness of the proposed semi-
supervised algorithm in FedHAR can be proved.
Among the semi-supervised baselines, Mean Teacher
performs worst under two datasets. The dropout is
used to constrain the predictions of the same samples
to be consistent, which would aggravate over-fitting.
About the Pseudo Label method, once the wrongly
predicted label is used to train the model, the mistake
would be accumulated and influence the model’s
performance. ICT is under the assumption that the
probability that two randomly selected samples be-
long to different activities should be higher. How-
ever, in real-world online setting, activities in two
adjacent time windows are more likely to be same.
Therefore, the performance of ICT is relatively worse.

• The total number of labeled samples in Table 2 is
much larger than that in Table 3, however, the overall
performance is worse. This is because that the clients
in RealWorld dataset are much more heterogeneous
and the activity patterns are more diversified.

• FedHAR performs better than both FedAvg and Fed-
Prox, which demonstrates the effectiveness of the
proposed gradients aggregation strategy. This is be-
cause in both FedAvg and FedProx, each client needs
to update the parameters for several epochs using
local data, and then uploads the updated parameters
to the server for aggregation, which would lead
to concept drift when facing real-time online data
streams. Furthermore, FedProx could perform better
than FedAvg. This is due to the fact that FedProx
introduces one hyper-parameter µ to constrain the
change of model parameters in each round, which
would help the model keep learned knowledge in
online setting.
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Fig. 3. Convergence comparison of the proposed FedHAR under differ-
ent experimental settings on HAR-UCI dataset.
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Fig. 4. Convergence comparison between FedHAR with other methods
under setting 8-180 on HAR-UCI dataset.

5.4.2 Ablation Study

Benefits of online setting. Comparing FedHAR with Fed-
HARw/o agg , we can find that FedHAR can perform obvi-
ously better (e.g. 3-4000, 5-5000 in Table 2 and 4-250, 6-
250 in Table 3), or their performance are quite close (e.g.
3-3000, 4-3000 in Table 2 and 4-350, 4-450 in Table 3).
First, averaging gradients in multiple communications can
help solve the problem of unstable convergence instability
and concept drift in online learning. Furthermore, although
gradient in one communication usually involve one action,
gradients from a large of unlabeled data clients may involve
all activity and sampling one labeled data batch is set to
class-balance in practice, which can prevent concept drift to
a certain extent.

Benefits of semi-supervised setting. The proposed Fed-
HAR can perform better compared with two supervised
baselines HARsup and DeepSense. It is due to the fact that
we leverage unlabeled data samples from all the unlabeled
clients to improve the performance jointly. Because of the
heterogeneity of different individuals’ activity patterns and
the small number of labeled clients, the two trained base-
lines have poor generalization on unlabeled data clients.
In addition, DeepSense performs better than HARsup, this
is because of the complex CNN and RNN architecture with
heavy number of parameters, which is not appropriate in
online HAR setting.

5.4.3 Personalized FedHAR

Table 4 denotes the performance results on each unlabeled
client under RealWorld dataset. As shown in Table 5, we
have some following observations: (1) In average, PerFed-
HAR all achieves over +10% improvement across all metrics
on two datasets. It shows that personalizing based on the
proposed semi-supervised learning under each unlabeled
client can make a significant improvement based on general
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TABLE 6
Total size of gradients/parameters transmitted in the training stage
(GB). We use the amount of floating point operations (FLOPS) to

measure the computational cost of models on edge devices (TFLOPS).

Dataset RealWorld UCI-HAR

Communication
costs (GB)

Upload Download Upload Download

32.59 48.99 15.46 27.36

Computational
costs (TFLOPS)

Labeled Unlabeled Labeled Unlabeled

107.87 404.51 38.67 326.31

FedHAR. (2) The performance improvements of some un-
labeled clients are much more significant, for instance, the
performance of client 1, 3, 8, 10 improves about +20% on Ac-
cuacy and F1-Score in Table 4, the performance of client 1, 6,
13, 20, 21 improves about +15% on two metrics as shown in
Table 5. It is due to fact that only using personal data to fine-
tune each unlabeled client can eliminate the heterogeneity
of clients. The learned model can adapt to the personalized
activity patterns well. (3) However, the performance of some
unlabeled clients can only achieve limited improvement, for
example, client 2, 9 on RealWorld dataset and client 15, 19
on dataset. This is because the activity patterns in the above
unlabeled clients are quite different from those of the other
clients. The initialized model based on general FedHAR
does not learning enough knowledge on activity patterns
of the above unlabeled clients.

5.4.4 Convergence analysis
We show the convergence time of proposed FedHAR under
different experimental settings (e.g., 4-100, 6-140, 8-180) on
HAR-UCI dataset in Fig. 3. As shown in the result, with
the increase of the number of labeled clients and labeled
samples, FedHAR required more time to converge. We also
compared the convergence time of FedHAR with other
baselines ( FedHARw/o agg and HARsup) under experiment
setting 8-180 on HAR-UCI dataset in Fig. 4. As depicted
in the figures, HARsup converges fastest, while FedHAR
needs most time. This is because HARsup just utilized the
limited number of labeled samples for training. However,
based on the real-time online sensing data without labels,
FedHAR could update the model continuously to improve
performance.

5.4.5 Communication cost and computation cost analysis
We conduct experiments under setting 5-2000 on RealWorld
dataset and setting 8-180 on HAR-UCI dataset respectively
to demonstrate the computation cost and the communica-
tion cost of the proposed FedHAR, whose results are shown
in Table 6. The amount of floating point operations (FLOPS)
is used to measure the computational cost of models on edge
devices. We also show the total size of gradients transmitted
in the training stage (communication costs).

5.4.6 Communication error analysis
According to literature [41], communication errors could
prevent federated learning systems converge. Thus we sim-
ulate communication errors through assuming gradients
would be transmitted under different signal noise ratios
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Fig. 5. Performance comparisons of the proposed FedHAR with different
SNRs(10, 1, -10) under setting 8-180 on HAR-UCI dataset.

(SNRs). We conduct experiments to compare the proposed
FedHAR with different SNRs under setting 8-180 on HAR-
UCI dataset. As shown in Fig. 5, with the decrease of
SNR, the performance becomes worse and worse due to
the increasing noises. However, the performance of FedHAR
can still keep in a relatively high level, which demonstrate
the robustness of our proposed method when facing with
communication errors.

5.4.7 Security analysis
The IoT devices in federated learning systems are vulnerable
to attacks from malicious clients, thus robust federated
learning has drawn more and more researchers’ attentions
[42] [43]. In our work, we leverage one Byzantine-robust
aggregation rule [44] for defenses against malicious clients
and introduce differential privacy (DP) for preventing data
recovery attacks.

In order to demonstrate the damages of malicious clients
and the effectiveness of the defenses like Median aggrega-
tion methods, we conduct experiments with 2, 4, 6, 8, 10
malicious clients under setting 8-180 on HAR-UCI dataset.
The uploaded gradients from each malicious client were
generated by standard Gaussian distribution. As shown in
Table 7 with the increase of the number of malicious clients,
the performance of FedHAR drops sharply. However, with
Median defenses, the performance of FedHAR could be im-
proved. For instance, when there are 4 malicious clients, the
accuracy of FedHAR drops 26.18%. In comparison, FedHAR
with Median defenses achieve significant improvement up
to 75.66%.

As the differential privacy (DP) has been widely used
for preventing data recovery attacks [45] [46], we conduct
extensive experiments to test the performance of proposed
FedHAR under the DP protected gradients. Similar with
literature [47], we add Laplace noise to the gradients of each
client. The experimental results under different settings on
both RealWorld dataset and HAR-UCI dataset are shown
in Table 8, 9. As shown in the results, both accuracy and
F1-score of HARDP drops comparing with FedHAR due to
the added noises. However, the performance of HARDP can
still keep in a relatively high level, which is acceptable in
real-world scenarios.

In summary, in the proposed FedHAR framework, we
tried defenses against malicious clients and data recovery
attacks using Median methods and DP respectively, which
demonstrate the effectiveness. However, robust federated
learning is an important yet challenging topic, which is
worth our more efforts.
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TABLE 7
Numeric results of FedHAR, FedHARmal (number of malicious clients are 2, 4, 6, 8, 10), and FedHARmed with Median defenses.

FedHAR FedHARmal FedHARmed

- 2 4 6 8 10 2 4 6 8 10

Accuracy 80.74 55.35 54.56 54.49 54.85 37.88 77.84 75.66 73.00 67.70 65.64
F1-Score 79.34 47.04 43.69 43.80 47.57 24.30 75.78 73.45 69.99 65.31 62.16

TABLE 8
Performance comparison between FedHAR and FedHARDP on RealWorld dataset. ∗ − ∗ denotes the number of clients with labeled data − the

total sensing time (seconds) of each client.

Metirc 3-1200 3-1600 3-2000 4-1200 4-1600 4-2000 5-1200 5-1600 5-2000

FedHARDP
Accuracy 53.01 60.03 55.19 60.37 60.68 62.10 60.31 59.64 59.77
F1-Score 50.07 56.14 49.19 55.93 57.26 58.91 59.28 57.26 57.00

FedHAR Accuracy 55.33 63.67 56.02 63.47 61.63 65.31 65.10 64.11 62.95
F1-Score 51.80 60.48 50.81 59.39 57.75 62.77 62.44 61.10 57.70

∆(%) ↓ Accuracy 2.32 3.64 0.83 3.10 0.95 3.21 4.79 4.47 3.18
F1-Score 1.73 4.34 1.62 3.46 0.49 3.86 3.16 3.84 0.70

TABLE 9
Performance comparison between FedHAR and FedHAR-DP on HAR-UCI dataset. ∗ − ∗ denotes the number of clients with labeled data − the

total sensing time (seconds) of each client.

Metric 4-100 4-140 4-180 6-100 6-140 6-180 8-100 8-140 8-180

FedHARDP
Accuracy 72.31 72.41 76.78 76.56 77.77 76.97 82.02 75.26 77.54
F1-Score 70.59 69.87 74.82 74.02 73.08 74.63 80.70 72.27 76.19

FedHAR Accuracy 76.32 74.32 78.68 81.51 82.33 77.21 82.61 76.48 80.74
F1-Score 74.69 71.98 76.59 79.97 81.28 75.27 81.62 74.78 79.34

∆(%) ↓ Accuracy 4.01 1.91 1.90 4.95 4.56 0.24 0.59 1.22 3.20
F1-Score 4.10 2.11 1.77 5.95 8.20 0.64 0.92 2.51 3.15

5.4.8 Hyper parameters analysis

To investigate the influence of different hyper parameters
that effect the performance of FedHAR, we conduct exper-
iments on following parameter variants: weight of semi-
supervised loss, number of aggregation rounds of semi-
supervised gradients, number of randomly selected unla-
beled clients in one round, the choosing of the loss function.

Can the model rely principally on the unsupervised
learning? We set the weight of unsupervised loss λ in Alg.
1 from 0 to 0.9 to investigate the performance change. As
shown in Fig. 6(a), with the increase of λ, model perfor-
mance gradually improves and achieves the best when λ
reaches 0.2; then the performance drops rapidly as the un-
supervised gradient descent dominates the whole training.
We argue that supervised learning is indispensable as it
can provide a stable global-view across the whole training
phase.

How do aggregation rounds affect model performance?
We set agg = 1, 10, 20, 40, 60 in Alg. 1, and the results
are shown in Fig. 6(b). As depicted in the figure, with
the increase of agg, both accuracy and F1-Score increase
first and then decrease. As we mentioned in Sec. 4.1, small
values of agg would cause unstable convergence and con-
cept drift. However, too large values of agg mean that
too many gradients would be collected from clients in one
round, which would introduce more noises and mislead the
training process.

How many unlabeled clients should be included in one
iteration? We set Mb = 1, 3, 5, 7, 9 in Alg. 1, and the results
are shown in Fig. 6(c). Similarly, both accuracy and F1-Score
increase first and then decreases with the increase of Mb.
If only a few unlabeled clients are sampled in one round,
differences in activity patterns will make gradient descent
unstable. Each client would generate gradients in different
directions or even opposite directions caused by entirely
different activity patterns in the same round. Averaging too
many gradients would lose much information and influence
the performance.

Why to choose MSE as the consistency training loss
function? We choose the mean-square error (MSE) as the
divergence distance metric empirically, which is based on
extensive experiments. As shown in Fig. 7, the model can
achieve superior performance improvement compared with
other measures, such as KL-divergence or cosine-similarity,
with the increase of epochs. This might be due to the fact
that the gradients calculated based on the MSE loss could be
relatively smaller than other baselines, which could update
the model continuously when facing with real-time online
sensing data. However, how to proof this theoretically
would be another challenge in the future work.

6 CONCLUSION

Human activities recognition (HAR) based on multi-
modality sensor data was an important yet challenging
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Fig. 6. Parameter analysis on RealWorld dataset with N = 5, M = 10 and total sensing time of 5000 seconds.
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Fig. 7. Performance comparisons about using different metrics as the consistency training loss function under setting 8-180 on HAR-UCI dataset.

task. To overcome the privacy preservation, label scarce, real-
time, and heterogeneity challenges, we proposed FedHAR,
a personalized federated HAR framework based on semi-
supervised online learning. FedHAR first introduced hier-
archical attention architecture for the alignment of differ-
ent level features. Then a semi-supervised online learning
strategy was proposed for online HAR tasks, including
a novel algorithm for computing unsupervised gradients
under the consistency training proposition, an unsupervised
gradients aggregation strategy to overcome the concept drift
and convergence instability problem in online learning, and a
semi-supervised learning loss to aggregate gradients from
all the labels clients and unlabeled clients. As demonstrated
in the experiments, the proposed FedHAR outperformed the
state-of-the-art baselines on two public datasets. Moreover,
when fine-tuning each unlabeled client, PerFedHAR can
achieve about +10% improvement across all metrics on two
datasets on average.
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