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Abstract

General-purpose foundation models capable of generalizing across species and1

tasks represent a promising new frontier in bioacoustics, with NATURELM-AUDIO2

being one of the most prominent examples. While its domain-specific finetun-3

ing yields strong performance on bioacoustic benchmarks, we observe that it also4

introduces trade-offs in instruction-following flexibility. For instance, NATURELM-5

AUDIO achieves high accuracy when prompted for either the common or scientific6

name individually, but its accuracy drops significantly when both are requested7

in a single prompt. These effects limit zero- and few-shot generalization to novel8

tasks. We address this by applying a simple model merging strategy that interpo-9

lates NATURELM-AUDIO with its base language model, recovering instruction-10

following capabilities with minimal loss of domain expertise. Finally, we show that11

this enables effective few-shot in-context learning, a key capability for real-world12

scenarios where labeled data for new species or environments are scarce.13

1 Introduction14

Bioacoustics, the study of sound production, transmission, and perception in animals, is a critical15

tool for understanding biodiversity, monitoring ecosystems, and informing conservation efforts [26,16

24, 27]. Recent advances in machine learning (ML) have transformed the field, enabling automated17

detection, classification, and analysis of acoustic events at unprecedented scales [44].18

Early work in ML for bioacoustics typically relied on species-specific models, trained and optimized19

for a single species and task [1]. However, as in other domains of ML, there is now a shift towards20

general-purpose foundation models that can support a broad range of downstream species and/or21

tasks with minimal retraining [23, 12, 15, 36, 37, 46]. One of the most prominent examples of22

this trend is NATURELM-AUDIO [38], the first bioacoustics audio–language model, designed for23

zero-shot generalization to unseen tasks via text-based prompting.24

In this paper, we examine the capabilities of NATURELM-AUDIO as a general foundation model25

for bioacoustics. Despite its strong performance on tasks and prompts closely matching its training26

distribution, we find that its intense domain-specific finetuning has led to a severe reduction in27

the instruction-following capabilities of its base model (LLAMA-3.1-8B-INSTRUCT), a trade-off28

commonly observed in other specialized models [54]. This limits its ability to generalize in zero- or29

few-shot settings to new tasks. We show that model merging with the base model can help restore30

these capabilities, achieving a balance between domain-specific knowledge and general instruction-31

following. Finally, we demonstrate that this restoration enables NATURELM-AUDIO to perform32

few-shot in-context learning, a scenario of particular importance in bioacoustics where practitioners33

often have only a handful of labeled examples for new species, habitats, or acoustic conditions.34
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Common Name Prompt

What is the common name for the focal species
in the audio?

Scientific Name Prompt

What is the scientific name for the focal
species in the audio?

Combined Prompt

Identify the focal species in the audio and
provide its scientific name, followed by a
colon and its common name.

Common Scientific Combined
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Figure 1: NATURELM-AUDIO classification accuracy for different prompts on WATKINS and CBI.

id aecd4535-ebef-438d-811b-1ffb7be5c22e

GT: Odobenus rosmarus: Walrus
Common: Walrus
Scientific: Odobenus rosmarus
Combined: Odobenus rosmarus - male courtship ...

id 185c974a-d905-475c-8fc0-0cbab1e383b9

GT: Eubalaena australis: Southern Right Whale
Common: Fin- Finback Whale
Scientific: Balaenoptera physalus
Combined: Balaenoptera physalus: 52 Hz Pulses

id 4cbdd583-23c6-408d-aea5-3719dc6d9654

GT: Lagenodelphis hosei: Frasers Dolphin
Common: Fraser’s Dolphin
Scientific: Lagenodelphis hosei
Combined: Lagenodelphis hosei

id 4186fc55-0ac2-4f44-9026-009f239fcf96

GT: Stenella clymene: Clymene Dolphin
Common: Clymene Dolphin
Scientific: Stenella clymene
Combined: Stenella clymene: Clymene Dolphin

Figure 2: Example model predictions for the common name, scientific name, and combined-name
prompts, compared to ground truth. Correct predictions in green, incorrect in red.

2 Problem Analysis35

NATURELM-AUDIO is a LoRA [18] finetuning of LLAMA-3.1-8B-INSTRUCT [13] on ∼2M steps of36

audio–text pairs, predominantly bioacoustics but also music and human sounds. While the original37

evaluation shows that the model follows training-like instructions well, such as predicting either the38

common or the scientific name of the focal species in an audio in isolation, we find that requesting39

both in a single prompt often leads to a substantial drop in accuracy. Figure 1 shows the exact prompts40

and corresponding accuracies on WATKINS and CBI, two species-classification datasets from the41

BEANS benchmark [16] covering marine mammals and birds, respectively. On both datasets, the42

model performs slightly better on common names than on scientific names, yet achieves high accuracy43

(60–80%) in both cases. However, when prompted for both names jointly, accuracy falls to 6–12%.44

The examples in Figure 2 illustrate typical failure modes. In the top left, the model outputs correct45

common and scientific names individually, but under the combined prompt it drifts into behavioural46

description (“male courtship behavior”), possibly reflecting its exposure to captioning-style data47

during training [38]. In the bottom left, it misidentifies the species in all cases, yet common and48

scientific predictions remain mutually consistent; in the combined case it again appends unrelated49

context (“52 Hz pulses”). In the top right, correct individual predictions degrade to only the scientific50

name under the combined prompt. In the bottom right, all three prompts succeed.51

We additionally experiment with the ZF-INDIV dataset originally used in [38] to evaluate zero-shot52

task generalization (see Appendix B.2) and observe a similar pattern: NATURELM-AUDIO shows53

reduced robustness to even mild prompt variations. This behaviour is consistent with the effects54

of extensive domain-specific finetuning observed in other specialized LLMs, where overfitting to55

training prompt formats can narrow instruction-following flexibility and limit generalization [54].56
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3 Method57

Section 2 shows that NATURELM-AUDIO has lost its instruction following capabilities in favor of58

task-specific ones acquired during finetuning. We recover these ones through model merging.59

Model Merging Model merging aims to ensemble different models without incurring in additional60

inference or storage costs [2, 11, 49, 5]. While the non-linear nature of neural networks prevents from61

taking the weighted average of the models in general [48], this aggregation is well behaved when the62

two models exhibit linear mode connectivity [9], i.e. can be connected via a linear path over which63

the loss does not significantly increase. In this case, the merged model Θ(merge) can be obtained from64

the endpoint models Θ(1),Θ(2) simply as Θ(merge) = (1 − α)Θ(1) + αΘ(2), where α ∈ [0, 1] is65

a scaling parameter controlling the contribution of each model. Consistent with previous findings66

[48, 32, 9], we observe that linear interpolation remains effective along the finetuning trajectory,67

suggesting that linear mode connectivity holds when (part of) the optimization path is shared.68

Merging NATURELM-AUDIO with its base model We merge LLAMA-3.1-8B-INSTRUCT with69

its finetuning NATURELM-AUDIO to combine the instruction following abilities of the former and70

the task-specific performance of the latter. In particular, being NATURELM-AUDIO a LoRa [18]71

finetuning, linearly interpolating between the base and the finetuned is equivalent to changing the72

multiplicative factor α in LoRa: Given the weight matrix Wbase of the base model for some layer,73

LoRA updates it as Wft = Wbase +AB, where A and B are two low-rank learnable matrices; thus74

(1− α)Wbase + αWft = (1− α)Wbase + α (Wbase +AB) (1)
= Wbase −����αWbase +����αWbase + αAB = Wbase + αAB. (2)

This shows that we can interpolate between the base and the finetuned model simply by varying α.75

4 Results76
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Figure 3: Accuracy on the combined prompt
(y-axis) from Figure 1 versus the mean accu-
racy on the individual common- and scientific-
name prompts (x-axis) when varying α.

Combined Instruction-Following Task We eval-77

uate the merged model over a range of interpolation78

coefficients α, using the three prompt variants in Fig-79

ure 1. The y-axis in Figure 3 reports the accuracy80

on the combined prompt, while the x-axis shows the81

mean accuracy on the training-like prompts (com-82

mon name and scientific name individually). For83

the combined prompt, intermediate interpolation val-84

ues substantially outperform both extremes. Specif-85

ically, rescaling from α = 1 (NATURELM-AUDIO)86

to α ≈ 0.7 increases combined-task accuracy from87

6% → 45% on Watkins and 12% → 63% on CBI,88

reflecting a restoration of instruction-following capa-89

bilities degraded in the finetuned model. However,90

setting α too low (α < 0.5) sharply reduces accuracy91

on combined prompts due to a loss of domain-specific92

audio knowledge from the finetuning stage.93

The observed behaviour highlights α as a controllable capability trade-off parameter. At α = 1,94

the model fully retains its domain adaptation but suffers in compositional instruction following. At95

α = 0, it maximizes general instruction-following behaviour inherited from the base model, but96

discards most bioacoustic specialization. The monotonic decline in x-axis accuracy with decreasing97

α further confirms that domain-task performance and instruction-following ability are in tension.98

In-Context Learning Task We next assess the merged model on a more challenging one-shot99

in-context learning task, where a single example for each class is provided directly in the prompt.100

We use the UNSEEN-CMN-FAMILY split from the BEANS-ZERO benchmark, the most difficult101

“unseen species” scenario evaluated in [38]. In this setting, no species from the same taxonomic102

family as those in the test set are present in training, and the goal is to predict the common name103

of the focal species. In the original paper, NATURELM-AUDIO performs extremely poorly when104

evaluated zero-shot on this challenging split (0.035 accuracy).105
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In-Context Learning Prompt

Identify the common name for the focal species
in the audio. Output exactly one of: Dall’s
Porpoise, Spotted Elachura

Audio: [high-pitched clicks and whistles]
Label: Dall’s Porpoise

Audio: [bird-like chirping and trilling]
Label: Spotted Elachura

Audio: <Audio><AudioHere></Audio>
Label: 0.0 0.2 0.4 0.6 0.8 1.0

Scaling factor
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Figure 4: F1-score for 1-shot in-context classification on UNSEEN-CMN-FAMILY when varying α.

Ideally, the in-context examples would include audio tokens from the encoded waveforms. For106

simplicity, we instead provide a short textual description of each audio clip. To further simplify107

evaluation, we restrict to the two most frequent classes, reducing the task to binary classification.108

We show the prompt and results in Figure 4. The original NATURELM-AUDIO (α = 1) reaches an109

F1-score of just 0.11, performing worse than random guessing and often producing labels outside the110

provided ones, indicating a failure in instruction following. In contrast, the merged model achieves111

F1-scores above 0.6 for α ∈ [0.4, 0.6]. These results show that model merging can restore in-context112

learning, enabling bioacoustic models to adapt quickly to new tasks with few labeled examples.113

5 Related Work114

Catastrophic forgetting in multi-modal finetuning Catastrophic forgetting is a well-known115

challenge when fine-tuning large language models [39]. A common training-time mitigation is to116

freeze the LLM and update only the projection layer that maps visual or audio features into the text117

embedding space, often with fewer fine-tuning steps [54] or using PEFT methods [55, 34]. In contrast,118

post-training approaches aim to restore forgotten skills in already fine-tuned models [57, 35].119

Model merging Model merging provides an efficient alternative to ensembling, producing a single120

model combining multiple models’ capabilities without increasing inference cost. Early work,121

inspired by linear mode connectivity [9, 11, 30, 8], focused on aligning independently trained models,122

often by solving a neuron permutation problem [2, 22, 5, 40, 41, 14, 31, 17]. Closer to our work,123

Wortsman et al. [48] produce robust finetuned models by linearly interpolating them with their base124

model, while Ilharco et al. [20] use interpolations to improve specific tasks without waiving others.125

6 Conclusions126

We investigated the instruction-following limitations of NATURELM-AUDIO and found that even127

small changes in prompt structure can significantly degrade performance, reducing its utility as128

a general-purpose model. To address this, we applied a lightweight model-merging strategy that129

interpolates the finetuned NATURELM-AUDIO with its base model. Intermediate interpolation130

weights restore much of the lost instruction-following capability while preserving most domain-131

specific accuracy. This recovery further enables few-shot in-context learning, a critical feature in132

bioacoustics where only a few labeled examples are often available. In our experiments, α ≈ 0.6133

provided a strong balance between instruction following and domain expertise, though the optimal134

value remains task- and dataset-dependent.135

Limitations and Future Work Our current evaluation of in-context learning is limited in scope. In136

future work, we plan to incorporate raw audio tokens directly into prompts and extend the evaluation to137

multiple datasets and many-class settings. Convex weight interpolation may not be optimal, we intend138

to explore alternative strategies for restoring instruction-following abilities, including more advanced139

model-merging methods (e.g. evolutionary merging [3, 29], subspace-based merging [10, 25, 42])140

and activation-steering techniques [4, 43]. We believe these directions will further enhance the141

adaptability of bioacoustic foundation models, especially in real-world, low-resource scenarios.142
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A Extended related work307

Foundation Models in Bioacoustics Recent advances have introduced large-scale bioacoustic308

foundation models designed for cross-species and cross-task generalization. NATURELM-AUDIO [38]309

integrates a self-supervised audio encoder with a LLaMA-based language decoder. BIOLINGUAL [37]310

adapts CLAP-style audio–text contrastive learning to bioacoustics, while audio-only models such as311

BIRDMAE [36], AVES [15] and PERCH 2.0 [46] pretrain large models on extensive birdsong or312

multi-taxa datasets to produce broadly transferable acoustic features. Although these models surpass313

species-specific baselines, they remain susceptible to domain shifts and catastrophic forgetting,314

limiting their robustness in real-world deployment.315

Mode connectivity and model merging Mode connectivity investigates the weight configurations316

that define local minima. Frankle et al. [9] examines the linear mode connectivity of models317

trained for only a few epochs from the same initialization, linking this phenomenon to the lottery318

ticket hypothesis. Relaxing the shared-initialization requirement, Entezari et al. [8] argues that,319

after resolving neuron permutations, all trained models may reside in a single connected basin.320

Model merging pursues a different goal: combining multiple models into one that inherits their321

capabilities without the cost and complexity of ensembling. In this direction, Singh and Jaggi [40]322

introduced an optimal-transport–based weight-matching method, while Git Re-Basin [2] proposes323

optimizing a linear assignment problem (LAP) for each layer. More recently, REPAIR [22] shows that324

substantial gains in the performance of interpolated models can come from renormalizing activations,325

while C2M3 [5] proposes matching and merging many models jointly through cycle-consistent326

permutations. When the models to merge are fine-tuned from a shared backbone, task-vector-based327

methods are most effective [21, 50, 53, 28, 48, 7, 47, 56, 10, 33, 29, 19, 6, 42, 51, 45]. These involve328

taking the parameter-level difference between the finetuned model and its pretrained base, termed a329

task vector. Improvements can be obtained by optimizing task-vector combinations [52], mitigating330

sign disagreement [50], randomly dropping updates [53], or applying evolutionary methods [3, 29].331

Finally, techniques employing layer-wise task vectors [42, 10, 25] obtain state-of-the-art results by332

leveraging layer-level structures through SVD of the parameter differences.333

B Additional Experiments334

B.1 Combined Instruction Following Task335

B.2 Zero-Shot Generalization Task336

In Robinson et al. [38], zero-shot generalization was evaluated on the ZF-INDIV dataset, part of the337

BEANS-ZERO benchmark [38], which tests the ability to infer the number of zebra finch individuals338

in an audio recording. This task was not included in the model’s training set.339

With the original prompt from Robinson et al. [38] (Figure 6), NATURELM-AUDIO achieves 0.66340

accuracy (random baseline: 0.5), indicating partial generalization to this unseen task. However,341

reversing the order of the class names in the prompt or removing explicit class labels, asking instead342

for the number of birds, reduces accuracy to 0.52, essentially random performance.343

These observations suggest that the higher-than-random performance reported in Robinson et al. [38]344

may be sensitive to prompt formulation. While the original result remains valid for the tested prompt,345
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Figure 5: Accuracy on the common name, scientific name, and combined prompts from ??, as a
function of the rescaling parameter α.

Original Prompt

Is there only one bird in the audio, or more?
Reply with ‘One’ or ‘More’.

Reversed Classes Prompt

Is there more than one bird in the audio, or
just one? Reply with ‘More’ or ‘One’.

No Classes Prompt

How many birds are there in the audio?

(a)
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Figure 6: Classification accuracy for different prompt types on ZF-INDIV. (a) Exact wording of
the three evaluated prompts. (b) Accuracy of NATURELM-AUDIO on ZF-INDIV. Accuracy is above
random for the original prompt from Robinson et al. [38], but drops to near-random when the prompt
is slightly reworded.

our findings indicate that performance may not fully reflect broad zero-shot generalization, but could346

instead be partly influenced by prompt-specific biases.347

B.2.1 Few-Shot In-Context Learning348

Experimental Details To mitigate position bias, we randomly permute the order of the few-shot349

examples in the prompt for each evaluation sample. This randomization is applied independently for350

every sample, ensuring that any spurious correlations between class position and prediction might be351

minimized. As previously noted, the two species used in the experiment, Spotted Elachura (Elachura352

formosa) and Dall’s Porpoise (Phocoenoides dalli), were selected for being the most frequent classes353

in the UNSEEN-CMN-FAMILY dataset, with 73 and 53 samples respectively.354

Following [38], we evaluate classification accuracy by first extracting the model’s free-form output,355

then computing the Levenshtein distance between this output and each possible target class name356

(in this case, the two species’ common names). The class with the smallest distance is selected, and357

the prediction is considered correct if this distance is less than a threshold t (set to t = 5 in our358

experiments).359

B.2.2 Compute Resources360

All experiments were conducted on a single NVIDIA A100 GPU (40 GB), using 8 CPU cores and 32361

GBs of RAM, requiring, for storage, 300 GB of disk space.362
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NeurIPS Paper Checklist363

1. Claims364

Question: Do the main claims made in the abstract and introduction accurately reflect the365

paper’s contributions and scope?366

Answer: [Yes]367

Justification: The abstract and the introduction of this paper clearly state its claims, complete368

with the contributions of this work (described both in the abstract and at the end of the369

introduction).370

Guidelines:371

• The answer NA means that the abstract and introduction do not include the claims372

made in the paper.373

• The abstract and/or introduction should clearly state the claims made, including the374

contributions made in the paper and important assumptions and limitations. A No or375

NA answer to this question will not be perceived well by the reviewers.376

• The claims made should match theoretical and experimental results, and reflect how377

much the results can be expected to generalize to other settings.378

• It is fine to include aspirational goals as motivation as long as it is clear that these goals379

are not attained by the paper.380

2. Limitations381

Question: Does the paper discuss the limitations of the work performed by the authors?382

Answer: [Yes]383

Justification: Particularly in the last section (Conclusions) a paragraph specifically addresses384

the limitations of this work.385

Guidelines:386

• The answer NA means that the paper has no limitation while the answer No means that387

the paper has limitations, but those are not discussed in the paper.388

• The authors are encouraged to create a separate "Limitations" section in their paper.389

• The paper should point out any strong assumptions and how robust the results are to390

violations of these assumptions (e.g., independence assumptions, noiseless settings,391

model well-specification, asymptotic approximations only holding locally). The authors392

should reflect on how these assumptions might be violated in practice and what the393

implications would be.394

• The authors should reflect on the scope of the claims made, e.g., if the approach was395

only tested on a few datasets or with a few runs. In general, empirical results often396

depend on implicit assumptions, which should be articulated.397

• The authors should reflect on the factors that influence the performance of the approach.398

For example, a facial recognition algorithm may perform poorly when image resolution399

is low or images are taken in low lighting. Or a speech-to-text system might not be400

used reliably to provide closed captions for online lectures because it fails to handle401

technical jargon.402

• The authors should discuss the computational efficiency of the proposed algorithms403

and how they scale with dataset size.404

• If applicable, the authors should discuss possible limitations of their approach to405

address problems of privacy and fairness.406

• While the authors might fear that complete honesty about limitations might be used by407

reviewers as grounds for rejection, a worse outcome might be that reviewers discover408

limitations that aren’t acknowledged in the paper. The authors should use their best409

judgment and recognize that individual actions in favor of transparency play an impor-410

tant role in developing norms that preserve the integrity of the community. Reviewers411

will be specifically instructed to not penalize honesty concerning limitations.412

3. Theory assumptions and proofs413

Question: For each theoretical result, does the paper provide the full set of assumptions and414

a complete (and correct) proof?415
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Answer: [Yes]416

Justification: This paper has only one equation which may be regarded as a theoretical result,417

namely in the Method section: the reformulation of convex interpolation between a model418

and its finetuned LoRa variant into the canonical LoRa formulae. Albeit a very simple proof,419

it may be regarded as such.420

Guidelines:421

• The answer NA means that the paper does not include theoretical results.422

• All the theorems, formulas, and proofs in the paper should be numbered and cross-423

referenced.424

• All assumptions should be clearly stated or referenced in the statement of any theorems.425

• The proofs can either appear in the main paper or the supplemental material, but if426

they appear in the supplemental material, the authors are encouraged to provide a short427

proof sketch to provide intuition.428

• Inversely, any informal proof provided in the core of the paper should be complemented429

by formal proofs provided in appendix or supplemental material.430

• Theorems and Lemmas that the proof relies upon should be properly referenced.431

4. Experimental result reproducibility432

Question: Does the paper fully disclose all the information needed to reproduce the main ex-433

perimental results of the paper to the extent that it affects the main claims and/or conclusions434

of the paper (regardless of whether the code and data are provided or not)?435

Answer: [Yes]436

Justification: In the Problem Analysis and the Results section, but also in Appendix B,437

all experiments are run on clearly defined datasets and prompts, furthermore the merging438

technique (described in the Method section) eases the reproducibility as no ad-hoc code for439

merging is shown to be needed.440

Guidelines:441

• The answer NA means that the paper does not include experiments.442

• If the paper includes experiments, a No answer to this question will not be perceived443

well by the reviewers: Making the paper reproducible is important, regardless of444

whether the code and data are provided or not.445

• If the contribution is a dataset and/or model, the authors should describe the steps taken446

to make their results reproducible or verifiable.447

• Depending on the contribution, reproducibility can be accomplished in various ways.448

For example, if the contribution is a novel architecture, describing the architecture fully449

might suffice, or if the contribution is a specific model and empirical evaluation, it may450

be necessary to either make it possible for others to replicate the model with the same451

dataset, or provide access to the model. In general. releasing code and data is often452

one good way to accomplish this, but reproducibility can also be provided via detailed453

instructions for how to replicate the results, access to a hosted model (e.g., in the case454

of a large language model), releasing of a model checkpoint, or other means that are455

appropriate to the research performed.456

• While NeurIPS does not require releasing code, the conference does require all submis-457

sions to provide some reasonable avenue for reproducibility, which may depend on the458

nature of the contribution. For example459

(a) If the contribution is primarily a new algorithm, the paper should make it clear how460

to reproduce that algorithm.461

(b) If the contribution is primarily a new model architecture, the paper should describe462

the architecture clearly and fully.463

(c) If the contribution is a new model (e.g., a large language model), then there should464

either be a way to access this model for reproducing the results or a way to reproduce465

the model (e.g., with an open-source dataset or instructions for how to construct466

the dataset).467

(d) We recognize that reproducibility may be tricky in some cases, in which case468

authors are welcome to describe the particular way they provide for reproducibility.469
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In the case of closed-source models, it may be that access to the model is limited in470

some way (e.g., to registered users), but it should be possible for other researchers471

to have some path to reproducing or verifying the results.472

5. Open access to data and code473

Question: Does the paper provide open access to the data and code, with sufficient instruc-474

tions to faithfully reproduce the main experimental results, as described in supplemental475

material?476

Answer: [No]477

Justification: Code to reproduce all the experimental results will be supplemented after478

acceptance, as the current submission form does not enable upload of supplementary479

material.480

Guidelines:481

• The answer NA means that paper does not include experiments requiring code.482

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/483

public/guides/CodeSubmissionPolicy) for more details.484

• While we encourage the release of code and data, we understand that this might not be485

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not486

including code, unless this is central to the contribution (e.g., for a new open-source487

benchmark).488

• The instructions should contain the exact command and environment needed to run to489

reproduce the results. See the NeurIPS code and data submission guidelines (https:490

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.491

• The authors should provide instructions on data access and preparation, including how492

to access the raw data, preprocessed data, intermediate data, and generated data, etc.493

• The authors should provide scripts to reproduce all experimental results for the new494

proposed method and baselines. If only a subset of experiments are reproducible, they495

should state which ones are omitted from the script and why.496

• At submission time, to preserve anonymity, the authors should release anonymized497

versions (if applicable).498

• Providing as much information as possible in supplemental material (appended to the499

paper) is recommended, but including URLs to data and code is permitted.500

6. Experimental setting/details501

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-502

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the503

results?504

Answer: [Yes]505

Justification: All the tests in the Results section and Appendix B verge on the effect of the506

scaling hyperparameter over the capacity of the resulting merged model to solve some task.507

Since such hyperparameter is the only one needed to understand the results, indeed all the508

necessary details are specified.509

Guidelines:510

• The answer NA means that the paper does not include experiments.511

• The experimental setting should be presented in the core of the paper to a level of detail512

that is necessary to appreciate the results and make sense of them.513

• The full details can be provided either with the code, in appendix, or as supplemental514

material.515

7. Experiment statistical significance516

Question: Does the paper report error bars suitably and correctly defined or other appropriate517

information about the statistical significance of the experiments?518

Answer: [No]519
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Justification: The current submission does not report error bars or other statistical signifi-520

cance measures. While we recognize their importance for evaluating experimental variability,521

the required compute resources (tens of hours per run) prevented running multiple folds in522

time for this version. We plan to include them for the camera-ready version.523

Guidelines:524

• The answer NA means that the paper does not include experiments.525

• The authors should answer "Yes" if the results are accompanied by error bars, confi-526

dence intervals, or statistical significance tests, at least for the experiments that support527

the main claims of the paper.528

• The factors of variability that the error bars are capturing should be clearly stated (for529

example, train/test split, initialization, random drawing of some parameter, or overall530

run with given experimental conditions).531

• The method for calculating the error bars should be explained (closed form formula,532

call to a library function, bootstrap, etc.)533

• The assumptions made should be given (e.g., Normally distributed errors).534

• It should be clear whether the error bar is the standard deviation or the standard error535

of the mean.536

• It is OK to report 1-sigma error bars, but one should state it. The authors should537

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis538

of Normality of errors is not verified.539

• For asymmetric distributions, the authors should be careful not to show in tables or540

figures symmetric error bars that would yield results that are out of range (e.g. negative541

error rates).542

• If error bars are reported in tables or plots, The authors should explain in the text how543

they were calculated and reference the corresponding figures or tables in the text.544

8. Experiments compute resources545

Question: For each experiment, does the paper provide sufficient information on the com-546

puter resources (type of compute workers, memory, time of execution) needed to reproduce547

the experiments?548

Answer: [Yes]549

Justification: In Appendix B a breakdown of the compute resources used for the experiments550

is given.551

Guidelines:552

• The answer NA means that the paper does not include experiments.553

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,554

or cloud provider, including relevant memory and storage.555

• The paper should provide the amount of compute required for each of the individual556

experimental runs as well as estimate the total compute.557

• The paper should disclose whether the full research project required more compute558

than the experiments reported in the paper (e.g., preliminary or failed experiments that559

didn’t make it into the paper).560

9. Code of ethics561

Question: Does the research conducted in the paper conform, in every respect, with the562

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?563

Answer: [Yes]564

Justification: All aspects of the research conform to the NeurIPS Code of Ethics. The565

experiments exclusively use publicly available or ethically collected animal sound recordings,566

with no human or sensitive personal data involved. No procedures in this work raise ethical567

concerns regarding privacy, safety, environmental impact, or compliance with relevant568

regulations.569

Guidelines:570

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.571
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• If the authors answer No, they should explain the special circumstances that require a572

deviation from the Code of Ethics.573

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-574

eration due to laws or regulations in their jurisdiction).575

10. Broader impacts576

Question: Does the paper discuss both potential positive societal impacts and negative577

societal impacts of the work performed?578

Answer: [Yes]579

Justification: The Conclusions section discusses potential positive societal impacts, such580

as advancing the bioacoustics landscape in low-resource scenarios, which could support581

biodiversity monitoring and conservation efforts. While potential negative impacts, such582

as misuse for wildlife surveillance in protected areas or habitat disturbance from poorly583

managed data collection, were considered by the authors, they are not discussed in the paper584

due to space limitations.585

Guidelines:586

• The answer NA means that there is no societal impact of the work performed.587

• If the authors answer NA or No, they should explain why their work has no societal588

impact or why the paper does not address societal impact.589

• Examples of negative societal impacts include potential malicious or unintended uses590

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations591

(e.g., deployment of technologies that could make decisions that unfairly impact specific592

groups), privacy considerations, and security considerations.593

• The conference expects that many papers will be foundational research and not tied594

to particular applications, let alone deployments. However, if there is a direct path to595

any negative applications, the authors should point it out. For example, it is legitimate596

to point out that an improvement in the quality of generative models could be used to597

generate deepfakes for disinformation. On the other hand, it is not needed to point out598

that a generic algorithm for optimizing neural networks could enable people to train599

models that generate Deepfakes faster.600

• The authors should consider possible harms that could arise when the technology is601

being used as intended and functioning correctly, harms that could arise when the602

technology is being used as intended but gives incorrect results, and harms following603

from (intentional or unintentional) misuse of the technology.604

• If there are negative societal impacts, the authors could also discuss possible mitigation605

strategies (e.g., gated release of models, providing defenses in addition to attacks,606

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from607

feedback over time, improving the efficiency and accessibility of ML).608

11. Safeguards609

Question: Does the paper describe safeguards that have been put in place for responsible610

release of data or models that have a high risk for misuse (e.g., pretrained language models,611

image generators, or scraped datasets)?612

Answer: [NA]613

Justification: The paper does not release any new data or models and only reuses publicly614

available datasets and models. As such, it poses no additional risk of misuse and does not615

require specific safeguards.616

Guidelines:617

• The answer NA means that the paper poses no such risks.618

• Released models that have a high risk for misuse or dual-use should be released with619

necessary safeguards to allow for controlled use of the model, for example by requiring620

that users adhere to usage guidelines or restrictions to access the model or implementing621

safety filters.622

• Datasets that have been scraped from the Internet could pose safety risks. The authors623

should describe how they avoided releasing unsafe images.624
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• We recognize that providing effective safeguards is challenging, and many papers do625

not require this, but we encourage authors to take this into account and make a best626

faith effort.627

12. Licenses for existing assets628

Question: Are the creators or original owners of assets (e.g., code, data, models), used in629

the paper, properly credited and are the license and terms of use explicitly mentioned and630

properly respected?631

Answer: [Yes]632

Justification: All used models, code and datasets have been clearly stated and credited.633

Guidelines:634

• The answer NA means that the paper does not use existing assets.635

• The authors should cite the original paper that produced the code package or dataset.636

• The authors should state which version of the asset is used and, if possible, include a637

URL.638

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.639

• For scraped data from a particular source (e.g., website), the copyright and terms of640

service of that source should be provided.641

• If assets are released, the license, copyright information, and terms of use in the642

package should be provided. For popular datasets, paperswithcode.com/datasets643

has curated licenses for some datasets. Their licensing guide can help determine the644

license of a dataset.645

• For existing datasets that are re-packaged, both the original license and the license of646

the derived asset (if it has changed) should be provided.647

• If this information is not available online, the authors are encouraged to reach out to648

the asset’s creators.649

13. New assets650

Question: Are new assets introduced in the paper well documented and is the documentation651

provided alongside the assets?652

Answer: [No]653

Justification: Code to replicate the experiments will be provided after acceptance, as the654

submission form does not enable supplementary material upload.655

Guidelines:656

• The answer NA means that the paper does not release new assets.657

• Researchers should communicate the details of the dataset/code/model as part of their658

submissions via structured templates. This includes details about training, license,659

limitations, etc.660

• The paper should discuss whether and how consent was obtained from people whose661

asset is used.662

• At submission time, remember to anonymize your assets (if applicable). You can either663

create an anonymized URL or include an anonymized zip file.664

14. Crowdsourcing and research with human subjects665

Question: For crowdsourcing experiments and research with human subjects, does the paper666

include the full text of instructions given to participants and screenshots, if applicable, as667

well as details about compensation (if any)?668

Answer: [NA]669

Justification: This paper does not involve any crowdsourcing nor research with human670

subjects.671

Guidelines:672

• The answer NA means that the paper does not involve crowdsourcing nor research with673

human subjects.674
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• Including this information in the supplemental material is fine, but if the main contribu-675

tion of the paper involves human subjects, then as much detail as possible should be676

included in the main paper.677

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,678

or other labor should be paid at least the minimum wage in the country of the data679

collector.680

15. Institutional review board (IRB) approvals or equivalent for research with human681

subjects682

Question: Does the paper describe potential risks incurred by study participants, whether683

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)684

approvals (or an equivalent approval/review based on the requirements of your country or685

institution) were obtained?686

Answer: [NA]687

Justification: This paper does not involve any crowdsourcing nor research with human688

subjects.689

Guidelines:690

• The answer NA means that the paper does not involve crowdsourcing nor research with691

human subjects.692

• Depending on the country in which research is conducted, IRB approval (or equivalent)693

may be required for any human subjects research. If you obtained IRB approval, you694

should clearly state this in the paper.695

• We recognize that the procedures for this may vary significantly between institutions696

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the697

guidelines for their institution.698

• For initial submissions, do not include any information that would break anonymity (if699

applicable), such as the institution conducting the review.700

16. Declaration of LLM usage701

Question: Does the paper describe the usage of LLMs if it is an important, original, or702

non-standard component of the core methods in this research? Note that if the LLM is used703

only for writing, editing, or formatting purposes and does not impact the core methodology,704

scientific rigorousness, or originality of the research, declaration is not required.705

Answer: [Yes]706

Justification: The core methods of this paper involve the use of large language models707

(LLMs) as an integral component of the proposed approach. Their usage is essential to the708

methodology and impacts the originality and rigor of the research.709

Guidelines:710

• The answer NA means that the core method development in this research does not711

involve LLMs as any important, original, or non-standard components.712

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)713

for what should or should not be described.714
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