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Abstract

Quantization is a fundamental optimization for many machine learning (ML) use
cases, including compressing gradients, model weights and activations, and datasets.
The most accurate form of quantization is adaptive, where the error is minimized
with respect to a given input rather than optimizing for the worst case. However,
optimal adaptive quantization methods are considered infeasible in terms of both
their runtime and memory requirements.
We revisit the Adaptive Stochastic Quantization (ASQ) problem and present algo-
rithms that find optimal solutions with asymptotically improved time and space
complexities. Our experiments indicate that our algorithms may open the door
to using ASQ more extensively in a variety of ML applications. We also present
an even faster approximation algorithm for quantizing large inputs on the fly.

1 Introduction

Quantization is central to optimizing a large range of machine learning (ML) applications. It is often
used for compressing gradients to reduce network requirements in distributed and federated learning
(e.g., [1, 2, 3, 4, 5, 6]); for quantization of datasets for faster training and inference (e.g., [7]); and
for reducing the memory footprint while accelerating the computation for large models’ inference
via post-training quantization (e.g., [8, 9]) and quantization-aware training (e.g., [10, 11]) of model
weights, activations and key-value (KV) caches [12].

A fundamental quantization method is stochastic quantization, where one quantizes an input vector
X ∈ Rd to X̂ ∈ Qd using a set Q ⊂ R of |Q| = s quantization values so that each entry is
unbiased [13]. That is, each x ∈ X is (randomly) quantized to a value x̂ ∈ Q such that E [x̂] = x.

Previous unbiased quantization works considered different approaches. Some are distribution-
agnostic, i.e., design the quantization without optimizing it for the specific input. For example, [1, 14,
15] set quantization values with respect to global properties such as the vector’s norm, or minimum
and maximum values.

Other works, e.g., [1, 3, 4, 16, 17, 18, 19], optimize for the worst case X by applying a reversible
transformation (e.g., the randomized Hadamard transform) before quantization that converts it into
a vector X ′ with a controlled distribution (e.g., with max(X ′)−min(X ′) = Õ(∥X∥2 /

√
d)). The

decoder then applies the inverse transformation on the quantized X ′ to obtain an estimate of X .

In contrast, some solutions use the fact that, in many cases, the inputs to be quantized have a significant
structure that can be leveraged to reduce the quantization error. For example, DNN gradients (which
are often compressed in distributed and federated learning applications to reduce bandwidth [20, 21])
were observed to follow LogNormal-like [22] or Normal-like [23, 24] distributions. As another
example, the distribution of deep activation layers appears to follow a sub-Weibull distribution [25].
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To alleviate the need to assume an input distribution, the Adaptive Stochastic Quantization (ASQ)
problem (e.g., [26, 27, 28]) considers selecting Q adaptively, i.e., with respect to the specific input X ,
that minimizes the mean squared error (MSE, also known as the sum of variances) given by

E
[∥∥∥X̂ −X

∥∥∥2
2

]
=

∑
x∈X

Var[x̂] ,

where X̂ = {x̂ | x ∈ X} is the vector of quantized values.

Unfortunately, known ASQ solutions are not practical for the large-size vectors that commonly appear
in ML applications. One aspect of the problem’s difficulty is that it is known to be non-convex even
for s = 4 (two-bit quantization) [28], which excludes many natural solution methods such as gradient
descent. ZipML [26] approaches the challenge using a dynamic programming approach that allows
one to optimize Q in polynomial time. However, this solution has a significant overhead and solving
the problem optimally is often considered to be impractical; for example, [28] states

“To find the optimal sequence of quantization values, a dynamic program is solved whose computational
and memory cost is quadratic ... For this reason, ZipML is impractical for quantizing on the fly”.

As another evidence of the problem’s hardness, previous work [27] solves the problem only for a
given (Weibull) distribution, writing that

“The empirical distribution is usually non-differentiable, making the searching of Q infeasible”.

Nevertheless, there is significant interest in advancing ASQ solutions towards wider adoption as
even approximate adaptive solutions like ALQ [28] have been shown to have lower MSE than
advanced distribution-agnostic methods such Non-Uniform QSGD (NUQSGD) [29]. ASQ methods
can also improve more complex schemes (e.g., including the aforementioned that utilize worst-case
to average-case transformations) by replacing distribution-agnostic quantization with an adaptive one.

In this paper, we show that one can, in fact, solve the ASQ problem optimally and efficiently. To this
end, we introduce QUIVER, an algorithm that features novel acceleration methods and leverages the
structure of the underlying problem to reduce the runtime complexity from O(s · d2) to O(s · d) and
the space complexity from O(d2) to O(s · d).

This improvement arises from the observation that the optimal solution, for given input parameters
s, d, can be efficiently derived from the solutions for {s− 1, d′ | d′ ∈ {2, 3, . . . , d}} by a reduction
to the problem of finding the row maximas in an implicitly defined totally monotone matrix. This
problem is known to have fast algorithms assuming that, for any 1 ≤ k ≤ j ≤ d, the sum of variances
of points {xk, . . . , xj} can be computed in constant time when quantized to {xk, xj}, a property that
is achieved by our new preprocessing method.

We then further accelerate QUIVER by deriving a closed-form solution for s = 3. In turn, this yields
a faster solution for any s, by a variant of QUIVER that places two quantization values at a time
instead of one. Finally, by discretizing the search space for Q, we show a fast approximation variant
of QUIVER. This variant introduces an appealing tradeoff between accuracy and speed, making it
suitable for quantizing large vectors on the fly.

We implement our algorithms in C++ and demonstrate their efficiency. For example, on a commodity
PC, QUIVER can compute the optimal 4-bit quantization values (s = 16) for a vector with d = 1M
entries in under a second and compute an accurate approximation in just six milliseconds. We evaluate
our solutions compared to state-of-the-art ASQ methods on a variety of distributions considering
different vector sizes and number of quantization values and demonstrate a speedup of up to four
orders of magnitude. We open source the code of the paper [30].

We note that there are many works that investigate different forms of compression, including
non-adaptive quantization (e.g., QSGD [14]), biased quantization (e.g., top-k [31]), sparsification
(e.g., [32]), sparse coding (e.g., [33]), low-rank decomposition (e.g., PowerSGD [34]), variable-length
coding (e.g., EDEN [4]) and more. Many of these are orthogonal to our work and can be used in
conjunction with it. For example, one can use ASQ to quantize a sparsified or transformed vector or
apply variable-length encoding to further reduce the size of the quantized vector.
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Figure 1: An experiment with dimension d = 10M and s = 10 quantization values. Figure 1(a)
shows the empirical MSE of quantizing a single vector with i.i.d. LogNormal(0, σ2) entries. It shows
that adaptive methods are more accurate than non-adaptive and that the optimal biased method is
more accurate than the optimal unbiased one. However, as shown in Figure 1(b), for distributed mean
estimation, the bias may not cancel out when averaging quantized inputs (here, we used a standard
setup where all vectors are identical, e.g., see [17], with i.i.d. LogNormal(0, 1/2) distributed entries)
and the advantage of unbiased methods accordingly increases with the number of inputs. Each data
point is averaged over ten runs with the standard deviation reported.

2 Background
2.1 Motivation

We now briefly explain the benefits of ASQ compared to alternative methods.

The benefits of adaptivity Unbiased solutions such as QSGD [14] and NUQSGD [29] rely only
on global properties (e.g., the input’s norm) when selecting Q. Figure 1(a) shows the benefit of
adaptivity by illustrating the potential MSE reduction from selecting Q optimally for the specific
input. A similar behavior is observed for biased methods where the non-adaptive Round-To-Nearest
(RTN) has a higher error than the optimal adaptive biased scalar quantizer, k-means. As shown, this
can translate to orders of magnitude lower error, depending on the data’s skew.

The benefits of unbiasedness In many cases, it is beneficial for the quantization to be unbiased.
For example, when there are n senders (e.g., when doing distributed mean estimation [1, 2, 4, 17, 18]),
having unbiased and independent estimates of the vectors allows the mean estimation’s MSE to decay
proportionally to 1

n ; with biased quantization, the MSE may not decay with respect to n since the
errors may be correlated [17] (e.g., when all clients have the same vector). This benefit is demonstrated
in Figure 1(b), which shows that while biased adaptive solutions have lower error for a small number
of vectors (1-2), having unbiased quantization is critical to lowering the error for a large n.

As another example, it was recently shown that compressing large language model parameters
with biased techniques such as RTN may result in inferior performance than uniform stochastic
quantization [35]. This outcome arises because the LLM layers’ parameters are used to compute
inner products with their inputs. Having these inner products themselves be unbiased leads to smaller
errors in layers’ outputs, which in turn leads to better performance.

2.2 Preliminaries

Given two quantization values a, b and a number x ∈ [a, b], Stochastic Quantization (SQ) is a proce-
dure that rounds x to x̂ where x̂ ∈ {a, b}. Specifically, x̂ obtains the value a with probability pa =
b−x
b−a and the value b otherwise, i.e., with probability pb = 1−pa = x−a

b−a . An important property of SQ
is that the expected rounded value is unbiased, i.e., E [x̂] = a·pa+b·pb = x. The variance of stochasti-
cally quantizing x is then given by E

[
(x− x̂)2

]
= (x− a)2 · pa + (x− b)2 · pb = (b− x)(x− a).

Given a vector X ∈ Rd and an integer s ≥ 2, the Adaptive Stochastic Quantization (ASQ) prob-
lem [26, 27, 28] looks for a set of quantization values Q where |Q| ≤ s and Q minimizes the mean
squared error (MSE) that results from rounding X to X̂ ∈ Qd by stochastically quantizing each entry
x ∈ X with values ax = max {q ∈ Q | q ≤ x} and bx = min {q ∈ Q | q ≥ x}.

Formally, ASQ seeks to minimize the MSE, given by E[∥X − X̂∥22] =
∑

x∈X(bx − x)(x − ax),

where E[X̂] = X holds by construction.

3



2.3 Existing ASQ methods

Leveraging the fact that there exists an optimal solution in which Q ⊆ X [26] (i.e., the quantization
values are a subset of the input), one can naively solve the problem in dΘ(s) time by going over all
choices for the quantization values. Instead, the following dynamic program (DP) allows us to solve
it optimally and in polynomial time for any s [26]. Given a sorted vector X = ⟨x1, . . . , xd⟩, we
denote by MSE [i, j] the optimal MSE of quantizing the prefix vector Xj = ⟨x1, . . . , xj⟩ using i
quantization values that include xj , that is:

MSE [i, j] = min
Q:|Q|≤i,xj∈Q

∑
x∈Xj

(bx − x)(x− ax).

Our goal is to compute a set of quantization values Q that results in an optimal MSE of MSE [s, d].
Accordingly, we express the dynamic program as follows. We first define C[k, j] as the sum
of variances of all vector entries in the range [xk, xj ] where xk, xj ∈ Q are two consecutive
quantization values, i.e., C[k, j] =

∑
x∈[xk,xj ]

(xj − x)(x− xk). Here and when clear from context,
to simplify notation, we write

∑
x to denote

∑
x∈X .

For i ∈ {2, . . . , s} , j ∈ {i, . . . , d}, we set MSE [2, j] = C[1, j] ∀j and use the recurrence

MSE [i, j] = min
k∈{i,...,j}

MSE [i− 1, k] + C[k, j] .

Here, the index k denotes the entry in X , xk, of the rightmost quantization value to the left of xj . A
naive solution for the above DP is first to compute the matrix C (which takes O(d3) time and O(d2)
space) and then calculate MSE [i, j] for all i, j, and thus Q, in O(s · d2) time and O(s · d) space.
In Appendix A, we describe a simple algorithm that implements this dynamic program.

An improved solution, ZipML [26], uses O(s · d2) time and O(d2) space, but it remains infeasible
even for moderate (e.g., d = 105) dimensions. Accordingly, we next design novel techniques to
asymptotically improve both the space and time complexities.

3 Optimization Using Pre-processing

The first ingredient in our solution is the usage of preprocessed arrays that allow us to efficiently
compute C[k, j] in constant time, at the cost of only O(d) additional space. We define the following
arrays, β, γ ∈ Rd, that store the cumulative sums of the vector and its squared entries:

βj =
∑
x∈Xj

x , γj =
∑
x∈Xj

x2 ∀j ∈ {1, . . . , d} .

Denoting β0 = γ0 = 0, both are computable in O(d) time as βj = βj−1 + xj and γj = γj−1 + x2
j .

We can then express C[k, j] as follows:

C[k, j] =
∑

x∈[xk,xj ]

(xj − x)(x− xk) =
∑

x∈(xk,xj ]

(xj − x)(x− xk)

= −xj · xk ·
∑

x∈(xk,xj ]

1 + (xj + xk) ·
∑

x∈(xk,xj ]

x−
∑

x∈(xk,xj ]

x2

= −xj · xk · (j − k) + (xj + xk) · (βj − βk)− (γj − γk).

With this optimization, we can evaluate C[k, j] in constant time, yielding a solution that uses O(s · d)
memory instead of O(d2). Next, we show how to improve the runtime.
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4 The QUIVER Algorithm

To derive a faster algorithm, we observe that C satisfies the quadrangle inequality, defined below:
Definition 4.1. A function w: {1, . . . , d}×{1, . . . , d}→R satisfies the quadrangle inequality if for
any a≤b≤c≤d: w[a, c] + w[b, d] ≤ w[a, d] + w[b, c].

Lemma 4.2. C satisfies the quadrangle inequality.

Proof. We first observe that for any x ∈ [xa, xb] :

(xc − x)(x− xa) = (xd − x)(x− xa) + (xc − xd)(x− xa) ≤ (xd − x)(x− xa). (1)

For any x ∈ [xc, xd], we similarly get:

(xd − x)(x− xb) = (xd − x)(x− xa) + (xd − x)(xa − xb) ≤ (xd − x)(x− xa). (2)

Similarly, for x ∈ [xb, xc], we have that:

(xc − x)(x− xa) + (xd − x)(x− xb) = (xc − x)(x− xb) + (xd − x)(x− xa) + (xa − xb)(xd − xc)

≤ (xc − x)(x− xb) + (xd − x)(x− xa). (3)

Therefore, we get:

C[a, c] + C[b, d] =
∑

x∈[xa,xc]

(xc − x)(x− xa) +
∑

x∈[xb,xd]

(xd − x)(x− xb)

=
∑

x∈[xa,xb]

(xc−x)(x−xa)+
∑

x∈[xc,xd]

(xd−x)(x−xb)+
∑

x∈[xb,xc]

(xc−x)(x−xa)+(xd−x)(x−xb)

≤
∑

x∈[xa,xb]

(xd−x)(x−xa)+
∑

x∈[xc,xd]

(xd−x)(x−xa)+
∑

x∈[xb,xc]

(xc−x)(x−xb)+(xd−x)(x−xa).

=
∑

x∈[xa,xd]

(xd − x)(x− xa) +
∑

x∈[xb,xc]

(xc − x)(x− xb) = C[a, d] + C[b, c].

Here, the inequality follows from equations (1)-(3).

Next, let us implicitly define a matrix A ∈ R{1,...,d}×{1,...,d} such that A[k, j] = MSE [i − 1, k] +
C[k, j]. Importantly, A is not stored in memory but admits constant time lookups as MSE [i− 1, ·] is
stored and C is efficiently computable (Section 3). Also, C satisfies the quadrangle inequality and
thus A is a totally monotone matrix [36], i.e., for any a < b and c < d: (A[a, c] > A[b, c]) =⇒
(A[a, d] > A[b, d]). By applying the SMAWK algorithm [37], which finds the row minimas of an
implicitly defined totally monotone matrix, on AT , we obtain in O(d) time and space the indices
kj = argmink∈{1,...,d} A[k, j] for all j ∈ {1, . . . , d}. This immediately gives the next row of the
dynamic program, as MSE [i, j] = MSE [i− 1, kj ] + C[kj , j].

The resulting solution, which we call QUIVER, is given in Algorithm 1 and requires just O(s · d)
time and space to compute the optimal quantization values.

5 The Accelerated QUIVER Algorithm

To accelerate QUIVER, we rely on the observation that while the problem is non-convex for s > 3, it
admits a closed-form solution when s = 3.

Denoting by C2[k, j] = minb∈{k,...,j} (C[k, b] + C[b, j]) the optimal MSE of quantizing the range
[xk, xj ] using three quantization values (at xk, xb, xj), we show how to compute C2 in constant time.

Namely, consider adding a quantization value q ∈ [xk, xj ] (not necessarily in X) between two existing
quantization values xk and xj . Let us define the sum of variances of all input entries in [xk, xj ] as
a function of q: Q(q) =

∑
x∈[xk,q]

(q − x)(x− xk) +
∑

x∈(q,xj ]
(xj − x)(x− q). This function is

differentiable in [xk, xj ] \X , and we get: dQ(q)
dq =

∑
x∈[xk,q]

(x− xk)−
∑

x∈(q,xj ]
(xj − x).
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Algorithm 1 QUIVER

1: Input: X ∈ Rd, s ∈ N. ▷ X is sorted.
2: Preprocess(X) ▷ Enables computing C[k, j] in constant time (Section 3).
3: for j = 2 to d do
4: MSE [2, j] = C[1, j]

5: for i = 3 to s do
6: K[i, ·] = SMAWK(A) ▷ Where A[k, j] ≜ MSE [i− 1, k] + C[k, j] ∀k, j.
7: MSE [i, j] = MSE [i− 1,K[i, j]] + C[K[i, j], j] for all j ∈ {i, . . . , d}.
8: Q = {x1, xd}
9: j = d

10: for i = s down to 3 do
11: j = K[i, j]
12: Q = Q ∪ {xj}
13: return Q

Algorithm 2 Accelerated QUIVER

1: Input: X ∈ Rd, s ∈ N. ▷ X is sorted.
2: Preprocess(X) ▷ Enables computing C[k, j] and C2[k, j] in constant time.
3: s′ = (s mod 2)
4: if s′ = 0 then
5: for j = 2 to d do
6: MSE [2, j] = C[1, j]

7: else
8: for j = 3 to d do
9: MSE [3, j] = C2[1, j]

10: for i = 2 to ⌊s/2⌋ do
11: K[i, ·] = SMAWK(B) ▷ Where B[k, j] ≜ MSE [2 · (i− 1) + s′, k] + C2[k, j] ∀k, j.
12: MSE [2 · i+ s′, j] = MSE [2 · (i− 1) + s′,K[i, j]] + C2[K[i, j], j] ∀j ∈ {i, . . . , d}.
13: Q = {x1, xd}
14: j = d
15: for i = ⌊s/2⌋ down to 2 do
16: b∗ = argminb∈{K[i,j],...,j} (C[K[i, j], b] + C[b, j]) ▷ Takes O(1) time.
17: j = K[i, j]
18: Q = Q ∪ {xj , xb∗}
19: if s′ = 1 then
20: b∗ = argminb∈{0,...,j} (C[0, b] + C[b, j]) ▷ Takes O(1) time.
21: Q = Q ∪ {xb∗}
22: return Q

Notice that the derivative is monotonically non-decreasing and for any ℓ ∈ {k, k + 1, . . . , j − 1} the
derivative is fixed (independent of q) over any interval (xℓ, xℓ+1). This means that Q(q) is minimized
at u = infq(

dQ(q)
dq ≥ 0), where u ∈ X . Denote by b∗k,j ∈ {k, . . . , j} the value such that xb∗k,j

= u.

Notice that while dQ(u)
dq may not be defined, we have that limh→0+

dQ(u+h)
dq ≥ 0 is well-defined.

We thus require
∑b∗k,j

i=k+1(xi − xk) −
∑j

i=b∗k,j+1(xj − xi) ≥ 0. With some simplifications, this is

equivalent to:
∑j

i=k+1 xi − (b∗k,j − k)xk − (j − b∗k,j)xj ≥ 0, yielding b∗k,j ≥
jxj−kxk−

∑j
i=k+1 xi

xj−xk
.

As b∗k,j is an integer, we get a formula for C2[k, j] that can be computed in constant time using:

b∗k,j =
⌈ jxj−kxk−

∑j
i=k+1

xi

xj−xk

⌉
=

⌈ jxj−kxk−(βj−βk)

xj−xk

⌉
. That is, for any 1 ≤ k ≤ j ≤ d we have that

C2[k, j] = C[k, b∗k,j ] + C[b∗k,j , j] is the sum of the variances in quantizing the entries in [xk, xj ]

using the quantization values
{
xk, xb∗k,j

, xj

}
.
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We can then use this method to halve the required number of invocations of SMAWK by always
using it to pick the second-next quantization value and computing the optimal quantization value in
between directly. Our accelerated dynamic program is then given by:

MSE [i, j] =


min

k∈{i,...,j}
MSE [i− 2, k] + C2[k, j] i > 3

C2[1, j] i = 3

C[1, j] i = 2

,

and the resulting pseudo-code for Accelerated QUIVER is given by Algorithm 2. Similarly to
QUIVER, we start by initializing the first row of MSE . Importantly, we now separate the even s case
(lines 5-6), in which we initialize the row using C, and the odd case, where we use C2 (lines 8-9). That
is, the odd s case ‘skips’ a quantization value that we later determine separately (lines 19-21). Next,
denoting s′ = (s mod 2), we proceed with ⌊s/2⌋−1 invocations of the SMAWK algorithm (lines 10-
12), applied on the implicitly defined matrix B[k, j] ≜ MSE [2 · (i−1)+ s′,K[i, j]]+C2[K[i, j], j].
The output yields the minimizers of MSE [2 · i+ s′, j] used for reconstruction. In the reconstruction
step (lines 15-21), we fill in the missing quantization values by finding the optimal value between
every two outputs from the dynamic program minimizers K.

Overall, the Accelerated QUIVER algorithm requires at most half of the number of SMAWK
invocations compared to QUIVER and at most half of the memory to store K and MSE .

To establish correctness, we state the following lemma, whose proof appears in Appendix C.

Lemma 5.1. C2 satisfies the quadrangle inequality.

In Appendix D, we discuss why this approach is not suitable for further acceleration by placing more
than one quantization value in [xa, xc].

6 The Approximate QUIVER Algorithm

We now show how the usage of quantization value discretization gives a controllable tradeoff between
accuracy and speed. Intuitively, by allowing the quantization values to be placed only on a uniform
grid of controllable size m+ 1 ≥ s (for some m ∈ N+), we can accelerate the computation at the
cost of a small additional error. Importantly, while the quantization values are from a discretized set
of possibilities, we compute the optimal subset of discretized values for the original input vector.

To that end, consider the discrete set S =
{
x1 + ℓ · xd−x1

m | ℓ ∈ {0, . . . ,m}
}

. Our goal is then to
find Q ∈

(
S
s

)
that minimizes the sum of variances for the original input. Denoting sℓ = x1+ℓ · xd−x1

m ,
we modify our preprocessing scheme to consider the discretization:

αℓ =
∑

x∈[s0,sℓ]

1 , βℓ =
∑

x∈[s0,sℓ]

x , γℓ =
∑

x∈[s0,sℓ]

x2 ∀ℓ ∈ {1, . . . ,m} .

As we explain in Appendix E, we can compute these values in O(d) time and space.

Using these arrays, we can express the sum of variances of all input entries between two quantization
values sk, sj as follows:

Cm[k, j] =
∑

x∈[sk,sj ]

(sj − x)(x− sk) =
∑

x∈(sk,sj ]

(sj − x)(x− sk)

= −sj · sk ·
∑

x∈(sk,sj ]

1 + (sj + sk) ·
∑

x∈(sk,sj ]

x−
∑

x∈(sk,sj ]

x2

= −sj · sk · (αj − αk) + (sj + sk) · (βj − βk)− (γj − γk).
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Note that the quadrangle inequality trivially holds for this extension. The resulting algorithm, termed
Approximate QUIVER (or in short, Apx. QUIVER), proceeds as QUIVER with Cm instead of C,
except for the reconstruction stage where we pick Q from S instead of the input X . Apx. QUIVER,
whose pseudo-code is given in Appendix F, runs in space and time complexities of O(d+m · s).
We next analyze the approximation guarantee of Apx. QUIVER. Denote by optX,s the optimal
MSE attainable for X using s quantization values, and by AQX,2s−2 the MSE of Apx. QUIVER with
2s− 2 values. We prove that the MSE of Apx. QUIVER with 2s− 2 quantization values is close to
the optimal algorithm with s values. In practice, we generally find Apx. QUIVER does better than
the bound below, and for moderate m, it is nearly optimal.

Lemma 6.1. For any X, s,m we have AQX,2s−2 ≤ optX,s +
d·(xd−x1)

2

4m2 ≤ optX,s +
d·∥X∥2

2

2m2 .

Proof. Let Q∗ ⊆ X be the optimal solution with |Q∗| ≤ s. For any q ∈ Q∗, denote by q =

max {sℓ ∈ S | sℓ ≤ q} and q = min {sℓ ∈ S | sℓ ≥ q}. Consider the solution Q̃ =
{
q, q | q ∈ Q∗}.

Note that |Q̃| ≤ 2s − 2 as x1, xd ∈ Q∗ and x1 = x1 and xd = xd. Also, Q̃ ⊆ S and is thus
a valid solution of Apx. QUIVER. Thus, AQX,2s−2 is upper bounded by the MSE when using Q̃.

Next, consider x ∈ X and let ax = max {q ∈ Q∗ | q ≤ x} and bx = min {q ∈ Q∗ | q ≥ x} be the
values between which x is stochastically quantized in Q∗. We consider two cases:

• x ∈ [ax, ax)∪ (bx, bx]. In this case, when using Q̃, we have that x is quantized in an interval
of size (xd − x1)/m and thus its variance is bounded by (xd − x1)

2/4m2.

• x ∈ [ax, bx], in this case, using Q̃, x is quantized between ax and bx, yielding a variance of
(bx − x)(x− ax) ≤ (bx − x)(x− ax), i.e., lower than the variance under Q∗.

As the two cases capture all options, summing the variances over all x ∈ X yields the result.

In terms of the vector normalized MSE (vNMSE),1 which is a normalized MSE measure given by
E
[
∥X−X̂∥2

2

]
∥X∥2

2

, Apx. QUIVER with 2s− 2 quantization values achieves an additive d
2m2 term to the

optimal vNMSE when using s quantization values.

However, the first inequality of Lemma 6.1 is generally much tighter than the second that uses
the squared norm. For example, if the entries of X were i.i.d. U [a, b] random variables, for some
constants a < b then (xd − x1)

2 = O(1) while ∥X∥22 = Θ(d). Similarly, for i.i.d N (µ, σ2) entries
for constants µ, σ we have (xd − x1)

2 = O(log d) while ∥X∥22 = Θ(d) (both with high probability).

7 Evaluation

We evaluate our algorithms’ empirical vNMSE and runtime against SOTA ASQ solutions.

Setup. We implement all algorithms in C++. Unless stated otherwise, we use a g4dn.4xlarge
AWS EC2 server with custom Intel Cascade Lake CPUs with 64 GB RAM and Ubuntu 22.04 OS and
average all results over 5 seeds.

Acceleration Speedup Appendix G shows the speedup attainable by Accelerated QUIVER. As we
show, Accelerated QUIVER is consistently faster than QUIVER, providing up to 5.4× speedup.

Distributions. All experiments are done with vectors whose entries are independent and identically
distributed. We present results for the LogNormal distribution and defer to Appendix H results for
Normal, Exponential, TruncNorm, and Weibull distributions. As mentioned, these distributions are
of interest as they are reported to capture gradients, model weights and activations (see Section 1).

1This metric is standard in quantization works (e.g., see [17] and the references therein). It enables us to
reason about the results among different dimensions and distributions.
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Figure 2: Comparing exact solutions with LogNormal(0, 1) distributed input.
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Baselines. We evaluate Accelerated QUIVER and compare its runtime to ZipML [26]. For the
approximate variants, we evaluate Apx. QUIVER and compare it with three approximation variants
of ZipML proposed in [26], namely ZipML-CP Quantiles, ZipML-CP Uniform, and ZipML 2-
Approximation. ZipML-CP is an algorithm that runs the exact ZipML algorithm on a subset of the
points called ‘Candidate Points’. Since ZipML runs in O(d2s) time, here we use M candidate points
to get O(d + M2s) time. ZipML 2-Apx is an algorithm that computes an approximate solution
in O(d log d+ s3) time. It guarantees that its sum of variances is at most twice that of an optimal
solution with ⌊s/2⌋ quantization values. We also compare with the recently proposed ALQ [28],
which is an algorithm that finds good quantization values for a truncated normal distribution. It
samples several gradients (by computing the gradient of several random batches) to fit the truncated
normal parameters. To be fair to ALQ, since we evaluate a single-shot quantization scenario, we
calculate the exact mean, variance, and support parameters for the input vector. This then runs for
several (we used 10, as in their released code) iterations, so in total, they compute ≈ 10s integrals.
While theoretically requiring O(d) time, in a model where such integral calculation takes constant
time, this is markedly slower than other approaches. We note that it is possible that with low-precision
integral calculations, one may improve the runtime, but the error (which is already not competitive)
will degrade further. We further discuss these approximation algorithms in Appendix I.

Exact algorithms experiments. The results are presented in Figure 2. Figure 2(a) shows the
runtime for optimally solving the ASQ problem for different dimensions and s. As shown, all our
solutions are markedly faster than ZipML, which we are unable to run for dimensions d ≥ 217 due to
its prohibitively large memory requirements. The asymptotic difference (O(s · d2) for ZipML and
O(s · d) for Accelerated QUIVER) is clearly visible in the different slopes on the log-log plot. As
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a result, Accelerated QUIVER can efficiently quantize vectors. For example, Acc. QUIVER can
compute the optimal 4-bit (s = 16) quantization values for a 1M-sized vector in under a second.

Next, Figure 2(b) and Figure 2(c) show the vNMSE and runtime with respect to the number of
quantization values s for d = 212 and d = 216. As shown, the vNMSE decays linearly with s
while the runtime increases linearly. Even for these small dimensions, our algorithms are orders of
magnitude faster than ZipML.

Approximate algorithms experiments. The comparison results are presented in Figure 3. It is
evident in Figure 3(a) that approximate solutions are significantly faster than exact ones. Also, Apx.
QUIVER offers both near-optimal vNMSE and the fastest runtime as the dimension increases. As
shown in Figures 3(b) and 3(c), Apx. QUIVER offers these advantages for different s,m values.

Notably, on a commodity PC, Apx. QUIVER can compute near-optimal 4-bit quantization values
(s = 16) for a vector with d = 220 entries in just six milliseconds, and about 70ms for d = 224,
potentially enabling quantizing vectors on the fly for many applications.

8 Discussion

In this paper, we presented algorithms for the Adaptive Stochastic Quantization (ASQ) problem with
improved space and time complexities compared to the state of the art. For parameters of interest, our
exact algorithms are up to four orders of magnitude faster compared to the alternatives while using
markedly less memory. To potentially enable on-the-fly adaptive quantization of vectors, we also
introduce an approximate algorithm with strong guarantees that runs faster while being significantly
more accurate than other approximate solutions.

Limitations: QUIVER is not GPU friendly, and it remains an interesting future work to design GPU-
friendly ASQ algorithms. Also, similarly to previous works (e.g., [26]), our exact solution assumes
that the input vector is sorted. Otherwise, the runtime is increased to O(d · log d+ s · d). We note that
Apx. QUIVER does not require the vector to be sorted and the time complexity remains O(d+ s ·m)
even for non-sorted inputs, making it even more appealing compared to the exact solutions.

Offloading Computation to a GPU: For exact algorithms, one can sort the input vector on a GPU,
bringing the CPU solution complexity to O(s · d) which is faster for large vectors. In practice, GPU
sorting is rarely the bottleneck; indeed, in Appendix J we measure the time it takes to sort the vector
on a T4 GPU, and also to quantize the vector after an ASQ outputs the optimal quantization values.
For example, the sorting and quantization time for a 1M -sized vector sums up to only 4ms where the
runtime of Accelerated QUIVER is about one second.

Generalizing the algorithms for weighted inputs: An interesting generalization of the ASQ
problem is the weighted variant, where each entry xi ∈ X is associated with a weight wi ∈ R and
the goal is to minimize the weighted sum of variances

∑d
i=1(xi − x̂i)

2 · wi. This variant is useful
when, instead of getting an input vector, one wishes to solve ASQ for an empirical distribution. In
Appendix K we explain how our algorithms and their analyses generalize to the weighted case, while
maintaining the O(d · s) and O(d+M · s) runtime and space complexities for QUIVER and Apx.
QUIVER accordingly. Our measurements indicate that the weighted variants are only 10-20% slower
than their unweighted counterparts.

Reproducability: All our results are reproducible and our code is open sourced [30].
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Algorithm 3 Basic Dynamic Programming Algorithm

1: Input: X ∈ Rd, s ∈ N.
2: Compute C : [d]× [d] → R+ using X .
3: for j = 2 to d do
4: MSE [2, j] = C[1, j]

5: for i = 3 to s do
6: for j = i to d do
7: MSE [i, j] = min

k∈{i,...,j}
MSE [i− 1, k] + C[k, j]

8: j = d
9: Q = {x1, xd}

10: for i = s down to 3 do
11: j = argmink∈{i,...,j} MSE [i− 1, k] + C[k, j]

12: Q = Q ∪ {xj}
13: return Q

A Basic Algorithm

We now describe a simple algorithm that finds the optimal quantization values using the dynamic
program, with pseudo-code given by Algorithm 3. After initialization (lines 2-4), the algorithm
iteratively computes MSE [i, ·] given MSE [i−1, ·] (lines 5-7) and traces back the optimal quantization
values given the solution (lines 8-12).

B The SMAWK Algorithm [37]

Here, we provide some intuition into how SMAWK operates and achieves its efficiency. The SMAWK
algorithm has four main steps:

• Pruning Phase: Remove columns that cannot possibly contain a row maximum. This is
done by comparing each column with its neighbors and discarding those that cannot be
maxima based on the totally monotone property. At the end of this phase, the number of
columns can be no larger than the number of rows.

• Recursive Reduction: The algorithm reduces the problem size by considering a subset of
the rows and columns. It selects every other row and recursively solves the reduced problem.

• Candidate Set: After solving the smaller problem, the solution provides candidate columns
for the original problem. The algorithm only needs to consider these columns to find the
maxima for the skipped rows.

• Merge Phase: Combine the results from the reduced problem with the candidate set to find
the maximum for each original row.

Regarding efficiency, the SMAWK algorithm achieves a time complexity of O(d) for a d× d matrix.
This efficiency is due to the recursive reduction of the problem size and the properties of totally
monotone matrices that limit the number of comparisons needed. Namely, the pruning step takes
O(#cols), where #cols is the number of columns still being considered. The crux is that the
recursive step happens after the pruning, which means that the recursive invocation happens with a
number of columns that is, at most, double the number of rows (as the number of rows is halved).
This means that the overall complexity of each recursive step is proportional to the number of rows,
yielding the recursion: T (n) = T (n/2) +O(n) = O(n). A simple example Python implementation
(by David Eppstein) appears here [38]. Our implementation is in optimized C++ [30].

C Proof of Lemma 5.1

Lemma 5.1. C2 satisfies the quadrangle inequality.
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Proof. The lemma claims that, for any a ≤ b ≤ c ≤ d:
C2[a, c] + C2[b, d] ≤ C2[a, d] + C2[b, c].

Recall that for any a ≤ c ∈ {1, . . . , d}, we denote
b∗a,c = argmin

b∈{a,...,c}
C[a, b] + C[b, c].

We prove the lemma by a case analysis:

• Case b∗b,c ≤ b∗a,d. In this case, we have that:

C2(a, c) + C2(b, d) = C(a, b∗a,c) + C(b∗a,c, c) + C(b, b∗b,d) + C(b∗b,d, d)

≤
(i)

C(a, b∗b,c) + C(b∗b,c, c) + C(b, b∗a,d) + C(b∗a,d, d)

≤
(ii)

C(b, b∗b,c) + C(b∗b,c, c) + C(a, b∗a,d) + C(b∗a,d, d)

= C2(b, c) + C2(a, d).
Here, the Inequality (i) follows from the definition of b∗a,c that minimizes the MSE over
the interval [xa, xc] and b∗b,d that minimizes it over [xb, xd]. Inequality (ii) follows from the
quadrangle inequality of C (Lemma 4.2), as a ≤ b ≤ b∗b,c ≤ b∗a,d, and thus

C(a, b∗b,c) + C(b, b∗a,d) ≤ C(b, b∗b,c) + C(a, b∗a,d).

• Case b∗b,c > b∗a,d. In this case, we have that:

C2(a, c) + C2(b, d) = C(a, b∗a,c) + C(b∗a,c, c) + C(b, b∗b,d) + C(b∗b,d, d)

≤
(i)

C(a, b∗a,d) + C(b∗a,d, c) + C(b, b∗b,c) + C(b∗b,c, d)

≤
(ii)

C(b, b∗b,c) + C(b∗b,c, c) + C(a, b∗a,d) + C(b∗a,d, d)

= C2(b, c) + C2(a, d).
Here, the Inequality (i) follows again from b∗a,c and b∗b,d being optimal for [xa, xc] and
[xb, xd]. Inequality (ii) follows from the quadrangle inequality of C, as b∗a,d ≤ b∗b,c ≤ c ≤ d
and, therefore,

C(b∗a,d, c) + C(b∗b,c, d) ≤ C(b∗a,d, d) + C(b∗b,c, c).

Together, this concludes the proof.

D No apparent closed-form solution for s > 3

We explain why our acceleration method from Section 4 fails for s > 3. Consider computing the
location of two additional quantization values b ≤ u between xa and xc.

Similarly to the above analysis, we define by Q(b, u) the resulting sum of variances for all entries in
[xa, xc]. Then:

Q(b, u) =
∑

x∈[xa,b]

(b− x)(x− xa) +
∑

x∈(b,u]

(u− x)(x− b) +
∑

x∈(u,xc]

(xc − x)(x− u).

Computing the partial derivatives, we then get:
∂Q(b, u)

∂b
=

∑
x∈[xa,b]

(x− xa)−
∑

x∈(b,u]

(u− x).

∂Q(b, u)

∂u
=

∑
x∈(b,u]

(x− b)−
∑

x∈(u,xc]

(xc − x).

The challenge now is that both derivatives are non-continuous, and there are multiple indices i, j such
that Q(xi, xj) < 0 but Q(xi+1, xj) ≥ 0 or Q(xi, xj+1) ≥ 0. Accordingly, it seems unlikely that a
closed-form solution that is computable in constant time follows from this approach.
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Algorithm 4 Apx. QUIVER

1: Input: X ∈ Rd, s,m ∈ N.
2: S =

{
x1 + ℓ · xd−x1

m | ℓ ∈ {0, . . . ,m}
}

3: Preprocess(X,m) ▷ Enables computing Cm[k, j] in constant time (Appendix E).
4: for j = 2 to m do
5: MSE [2, j] = Cm[1, j]

6: for i = 3 to s do
7: K[i, ·] = SMAWK(Z) ▷ Where Z[k, j] ≜ MSE [i− 1, k] + Cm[k, j] ∀k, j.
8: MSE [i, j] = MSE [i− 1,K[i, j]] + Cm[K[i, j], j] for all j ∈ {i, . . . ,m}.
9: Q = {s0, sm}

10: j = m
11: for i = s down to 3 do
12: j = K[i, j]
13: Q = Q ∪ {sj}
14: return Q

E Preprosessing for Apx. QUIVER

Recall that, for S =
{
x1 + ℓ · xd−x1

m | ℓ ∈ {0, . . . ,m}
}

and sℓ = x1 + ℓ · xd−x1

m , our goal is to
compute the following arrays in O(d) time:

αℓ =
∑

x∈[s0,sℓ]

1 , βℓ =
∑

x∈[s0,sℓ]

x , γℓ =
∑

x∈[s0,sℓ]

x2 ∀ℓ ∈ {1, . . . ,m} .

Denoting δ = xd−x1

m , the first step is to make a pass over the input and for each x ∈ X calculate
ℓx =

⌊
x−x1

δ

⌋
and set

Aℓ =
∑

x|ℓx=ℓ

1 , Bℓ =
∑

x|ℓx=ℓ

x , Γℓ =
∑

x|ℓx=ℓ

x2 ∀ℓ ∈ {1, . . . ,m} .

Next, we make an O(m) time pass to compute the cumulative sums:

αℓ =

ℓ∑
i=1

Ai , βℓ =

ℓ∑
i=1

Bi , γℓ =

ℓ∑
i=1

Γi ∀ℓ ∈ {1, . . . ,m} .

We note that an optimization that proved useful for improving the runtime in practice is to remove
empty intervals after the first step. That is, we retain only intervals for which Aℓ > 0, thus reducing
the number of intervals from m to m′ ≤ m, which can be markedly smaller in practice.

F Apx. QUIVER Pseudo-code

We describe the pseudo-code of Apx. QUIVER, which is given by Algorithm 4. We start by
preprocessing the input to obtain the α, β, γ arrays ( Line 3). Next, we initialize the first row of
the matrix, which only has m columns, using Cm (Line 4). Follows are s − 2 invocations of the
SMAWK algorithm, each yielding the next row in MSE and its minimizers K[i, ·] (Line 6). Finally,
we compute the resulting quantization value set Q from K and S (Line 11).

G QUIVER Acceleration Evaluation

Here, we evaluate by how much Accelerated QUIVER is faster than QUIVER. The results, depicted
in Figure 4, show that Accelerated QUIVER is up to 5.4× faster for s = 3 and is consistently faster
throughout. Interestingly, the speedup is more significant in odd values of s. This is because the
number of SMAWK invocations is ⌊s/2⌋ − 1 in Accelerated QUIVER (e.g., it does not invoke
SMAWK at all for s = 3, only once for s = 5, etc.), compared to s− 2 invocations in QUIVER.
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H Additional evaluation results

Additional evaluation results of exact solutions. We provide results for additional input vectors
distributions: Normal (Figure 5), Exponential (Figure 6), Truncated Normal (Figure 7), and Weibull
(Figure 8). As shown, all follow the same trends in terms of vNMSE, while the runtime is largely
independent of the input distribution.

I ASQ Approximation Baselines

In the ZipML paper [26], the authors propose two heuristic methods for improving the runtime. The
first heuristic includes calculating the optimal solution on a subset of X called candidate points (CP);
they further present an analysis that bounds the error with respect to the maximal difference between
consecutive CPs and the maximal number of entries in X between consecutive CPs; however, as
they do not provide a way to select the CPs, we consider two natural choices: using Uniform CPs,
i.e.,

{
x1 + ℓ · xd−x1

m | ℓ ∈ {0, . . . ,m}
}

.2 This variant is termed ‘ZipML-CP Unif.’ in our evaluation.
The second choice of CP is Quantiles, which uses the set

{
x⌊1+ℓ·(d−1)/m⌋ | ℓ ∈ {0, . . . ,m}

}
. This

variant is termed ‘ZipML-CP Quant.’ in our evaluation.

The second heuristic has a bicretira MSE guarantee: using 2s quantization values, it ensures that the
MSE is at most twice that of the optimal solution with s quantization values. This variant is termed
‘ZipML 2-Apx’ in our evaluation.

2We note that this is different our histogram approach in two aspects: (i) we stochastically quantize X into
the set S and (ii) we use weights to consider the number of entries in each histogram bin.
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Figure 6: Comparing exact solutions with Exponential(1) distributed input.

We also compare against ALQ [28], which fits the parameters of a truncated normal distribution
to approximate the distribution of the input vector after normalizing it by its norm. It then uses an
iterative solution to approximate the optimal quantization values of the fitted distribution up to the
desired precision. As suggested by the authors, we use ten iterations, which were shown to converge
to the optimal quantization values for the resulting (truncated normal) distribution.

Additional evaluation results of approximate solutions. Similarly, we show the approximation
algorithms evaluation results for the various distributions and s values: Normal (Figure 9), Exponen-
tial (Figure 10), Truncated Normal (Figure 11), and Weibull (Figure 12). Again, the runtime of all
algorithms is weakly affected by the input distribution. Apx. QUIVER is always the most accurate
for increasing d values and has a near-optimal vNMSE when using a sufficient value for m (e.g.,
m ≥ 400) while being markedly faster than all alternatives.

212 215 218 221 224
10 1
101
103
105

Ti
m

e 
[m

s]

212 215 218 221 224

Dimension (d)

10 1
101
103
105

Ti
m

e 
[m

s]

(a) s = 4 (upper), s = 16 (lower).

22 23 24 25 26
10 3

10 1

vN
M

SE

22 23 24 25 26

#Quantization values (s)

101

103

Ti
m

e 
[m

s]

(b) d = 212.

22 23 24 25 26
10 3

10 1

vN
M

SE

22 23 24 25 26

#Quantization values (s)

103

106

Ti
m

e 
[m

s]

(c) d = 216.

ZipML Acc. QUIVER
Figure 7: Exact solutions with TruncNorm(µ = 0, σ2 = 1, a = −1, b = 1) distributed input.
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Figure 8: Comparing exact solutions with Weibull(1, 1) distributed input.
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Figure 9: Comparing approximate solutions with Normal(0, 1) distributed input.

J Additional Overheads

We measure the sort and quantize operations using the same EC2 server that is also equipped with an
NVIDIA T4 GPU, PyTorch v2.1.2, and CUDA tool kit v12.3. As shown in Figure 13, both operations
are fast even for large vectors, despite the usage of a somewhat weak GPU. This specific measurement
was done over the LogNormal(0,1) distribution, but the sorting and quantization times are largely
independent of the specific distribution and were similar to other tested distributions as well.

K Generalizing Our Algorithms to Weighted Inputs

We generalize our algorithms for processing sorted weighted inputs X,W ∈ Rd (where each entry
has value yℓ and weight wℓ and x1 ≤ x2 ≤ . . . , xd).3

Most of the algorithmic parts only require a revised method for computing C in constant time, which
is achieved through the modified pre-processing procedure below.

For simplicity, we only discuss the basic QUIVER variant and leave the acceleration as future work.

Pre-processing. To allow constant time computation of weighted C, denoted Cw, for weighted
inputs we need another auxiliary array. Namely, we define the following:

3Similarly to the unweighted case, the sorted vector requirement is only needed for the exact solutions.
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Figure 10: Comparing approximate solutions with Exponential(1) distributed input.
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Figure 11: Approx. solutions with TruncNorm(µ = 0, σ2 = 1, a = −1, b = 1) distributed input.

αj =
∑

(x,w)∈Xj

w , j ∈ {1, . . . , d} ,

βj =
∑

(x,w)∈Xj

w · x , j ∈ {1, . . . , d} ,

γj =
∑

(x,w)∈Xj

w · x2 , j ∈ {1, . . . , d} .

Then, we can then write:

Cw[k, j] =
∑

xℓ∈[xk,xj ]

w · (xj − xℓ)(xℓ − xk)

=
∑

xℓ∈(xk,xj ]

w · (xj − xℓ)(xℓ − xk)

= xj · xk ·
∑

xℓ∈(xk,xj ]

wℓ + (xj − xk) ·
∑

xℓ∈(xk,xj ]

wℓ · xℓ −
∑

xℓ∈(xk,xj ]

wℓ · x2
ℓ

= xj · xk · (αj − αk) + (xj − xk) · (βj − βk)− (γj − γk).

Observe that Cw clearly satisfies the quadrangle inequality, and thus, the correctness follows. The
approximation variant also follows similarly.
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Figure 12: Comparing approximate solutions with Weibull(1, 1) distributed input.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We provide theoretical guarantees and supporting evaluation results. All our
results are reproducible, and we plan to open-source our code upon publication.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We elaborate on the limitations in the Discussion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: Each claim is formulated to include all assumptions and is accompanied by a
complete proof.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All our results are reproducible and we provide the entire set of parameters,
datasets, and algorithm details. We further plan to open-source our code upon publication.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We do not use any proprietary data and the synthetic data can be reproduced
by anyone. The code will be released as open source so anyone can easily reproduce our
results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Yes, all the details are documented in detail.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We repeat the experiments with different seeds and report error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We measure execution time and document the used hardware.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, it follows it fully.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We only used an implementation of the SMAWK algorithm by Daniel Stein-
berg, which is released under the MIT license.
We acknowledge this in the code where appropriate.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We plan to release the code upon publication with the appropriate license.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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