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Abstract

We introduce EXAMS-V, a new challenging001
multi-discipline multimodal multilingual exam002
benchmark for evaluating vision language mod-003
els. It consists of 20,932 multiple-choice ques-004
tions across 20 school disciplines covering nat-005
ural science, social science, and other miscel-006
laneous studies, e.g., religion, fine arts, busi-007
ness, etc. EXAMS-V includes a variety of008
multimodal features such as text, images, ta-009
bles, figures, diagrams, maps, scientific sym-010
bols, and equations. The questions come in 11011
languages from 7 language families. Unlike ex-012
isting benchmarks, EXAMS-V is uniquely cu-013
rated by gathering school exam questions from014
various countries, with a variety of education015
systems. This distinctive approach calls for in-016
tricate reasoning across diverse languages and017
relies on region-specific knowledge. Solving018
the problems in the dataset requires advanced019
perception and joint reasoning over the text and020
the visual content in the image. Our evaluation021
results demonstrate that this is a challenging022
dataset, which is difficult even for advanced023
vision–text models such as GPT-4V and Gem-024
ini; this underscores the inherent complexity025
of the dataset and its significance as a future026
benchmark.027

1 Introduction028

Large Language Models (LLMs) have recently029

demonstrated impressive skills in understanding030

and generating natural languages (Brown et al.,031

2020; Zhang et al., 2022; Scao et al., 2022; Zeng032

et al., 2023; Touvron et al., 2023b). This progress033

has paved the way for significant advancements in034

LLM-based vision models (Zhu et al., 2023; Liu035

et al., 2023a). Notable developments like GPT-4V036

(OpenAI, 2023) and Gemini (Anil et al., 2023) rep-037

resent a new era in image understanding, exhibiting038

remarkable proficiency in interpreting and analyz-039

ing visual data alongside textual information. How-040

ever, as Vision Language Models (VLMs) grow041
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more sophisticated, existing benchmarks are be- 042

coming outdated, and unable to accurately assess 043

these models’ performance. 044

For LLM evaluation, standardized testing akin 045

to school examinations has proven to be an effec- 046

tive measure of a model’s capabilities. A typical 047

benchmark MMLU (Hendrycks et al., 2021), which 048

contains 57 subjects across science, engineering, 049

and humanities, has become a de facto benchmark 050

for LLM evaluation. Several other school exam 051

datasets have also set the standard in evaluating 052

LLMs in different languages (Hardalov et al., 2020; 053

Li et al., 2023b; Koto et al., 2023). 054

In terms of VLM, a comparable benchmark- 055

ing framework is conspicuously absent. Existing 056

benchmarks are (1) primarily monolingual, focused 057

on English; (2) mostly not from school exams, 058

leading to differences in methods of examining 059

humans; (3) tend to keep images and text separate, 060

which fails to challenge models with more com- 061

plex tasks involving integrated visual elements like 062

tables, symbols, and scientific notations. 063
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Subject: Biology | Subfield: Man and Nature | Grade: 4

Bulgarian

Subject: Chemistry | Subfield: Chemistry | Grade: 12

English

Subject: Physics | Subfield: Physics | Grade: 12

German

Subject: History | Subfield: History | Grade: 4

Chinese

Subject: Informatics | Subfield: Computer Science | 
Grade: 12

Croatian

Subject: Business & Economics | Subfield: Economics | 
Grade: 12

Hungarian

Figure 2: Sampled EXAMS-V examples from different languages. The questions require the ability to understand
multiple languages in addition to expert perception and reasoning capabilities.

We introduce EXAMS-V, which addresses all064

these issues. First, this dataset represents a signifi-065

cant leap forward, treating visual and text content066

as a cohesive unit. This forces models to engage067

in more sophisticated processing, including distin-068

guishing, preprocessing, and logical reasoning over069

combined textual and visual information. Addition-070

ally, EXAMS-V has a multilingual reach, covering071

7 language families, further enhancing its complex-072

ity and applicability.073

The key contributions of our paper include:074

• We introduce a novel dimension to bench-075

marking vision language models, requiring076

them to reason over a unified snapshot that077

includes text, images, tables, graphs, and078

more. For this, we propose a new multimodal079

multilingual dataset, EXAMS-V, comprising080

20,932 questions, spanning 11 languages and081

20 subjects.082

• We evaluate the performance of state-of-the-083

art large language models and vision language084

models on our proposed dataset.085

Through EXAMS-V, we aim to set a new stan-086

dard in evaluating VLMs, providing a more real-087

istic and challenging benchmark that mirrors the088

complexity and diversity of real-world information089

processing.090

2 Related Work 091

LLM witnessed remarkable advancements in recent 092

years, enabling them to generate human-like text, 093

answer complex questions, and perform a wide 094

range of NLP tasks (Brown et al., 2020; Chowd- 095

hery et al., 2022; Touvron et al., 2023a; Chiang 096

et al., 2023; Liu et al., 2023c). Simultaneously to 097

the rapid development of English-centroid LLMs, 098

researchers have also focused on extending mono- 099

lingual language models to multilingual (Scao et al., 100

2022; Zeng et al., 2023; Li et al., 2023a; Sengupta 101

et al., 2023) and multimodal (Alayrac et al., 2022; 102

Chen et al., 2022; Liu et al., 2023a; Li et al., 2023c; 103

Bai et al., 2023). Models, such as GPT-4 (Ope- 104

nAI, 2023), Gemini (Anil et al., 2023) have demon- 105

strated exceptional performance on various bench- 106

marks and have been widely adopted in academia 107

and industry. However, the evaluation of these 108

models is a critical aspect that requires careful con- 109

sideration to ensure reliable and comprehensive 110

assessments. 111

Several benchmarks have been proposed to as- 112

sess the multimodal capabilities of LLMs (Antol 113

et al., 2015; Hudson and Manning, 2019; Gurari 114

et al., 2018; Singh et al., 2019; Lu et al., 2022; 115

Yue et al., 2023; Lu et al., 2023). Most early-stage 116

benchmarks consist of photos as images, and the 117

questions ask about the objects, attributes, or rela- 118
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Dataset Size Source Answer

MMBench (Liu et al., 2023b) 2974 Repurposed from 12 existing datasets MC
MM-Vet (Yu et al., 2023) 200 Internet images and annotated questions Open
ScienceQA (Lu et al., 2022) 21,198 Textbooks MC
MMMU (Yue et al., 2023) 11,550 Textbooks, Internet, Annotated Open/MC
MathVista (Lu et al., 2023) 6,141 Repurposed from 28 existing dataset Open/MC
M3Exam (Zhang et al., 2023) 12,317 Exam Papers MC

EXAMS-V 20,932 Exam Papers MC

Table 1: Comparison of EXAMS-V with existing benchmarks. Here, "repurposed" means the benchmark is a
compilation of prior datasets, MC refers to multi-choice type questions, and "open" refers to open-ended generation
questions.

M3Exam EXAMS-V

Interleaved No Yes
Languages 9 11
Min Sub. in a lang 1 3
Max Sub. in a lang 12 13
Avg. Sub. per lang 5 7.1
Samples 12,317 20,946
Multimodal samples 2,816 5,086

Table 2: Comparison of M3Exams with EXAMS-V.
Here, interleaved means that multimodal elements, like
tables, figures, etc., are interleaved with the textual infor-
mation in the image. The average subject per language
for EXAMS-V is reported by excluding Polish because
Polish is a collection of 55 different professional exams
that cannot be directly mapped to conventional subjects.

tionships between objects in the image.119

Recently, inspired by the use of school exams as120

benchmarks for LLMs, researchers have begun to121

collect curriculum-based questions with images for122

VLM benchmarking. ScienceQA (Lu et al., 2022)123

is one of the most popular datasets in this area. It124

contains 21,208 multimodal multiple-choice ques-125

tions with rich domain diversity across 26 topics,126

collected from elementary and high school science127

curricula. To answer these science questions, a128

model needs to understand multimodal content129

and extract external knowledge to arrive at the cor-130

rect answer. MMMU (Yue et al., 2023) is another131

benchmark designed to evaluate multimodal mod-132

els on massive multi-discipline tasks demanding133

college-level subject knowledge and deliberate rea-134

soning. It includes 11,550 questions from college135

exams, quizzes, and textbooks, covering six core136

disciplines: art, business, science, health, human-137

ities, and technology. Similarly, MathVista (Lu138

et al., 2023) is a benchmark with 6,141 samples 139

for evaluating the mathematical reasoning capabili- 140

ties in a visual context. However, like all previous 141

benchmarks, these two exam benchmarks are in 142

English. 143

M3Exam (Zhang et al., 2023) is the first multi- 144

lingual multimodal exam benchmark that covers 9 145

languages. It includes 12,317 questions, with 2,816 146

questions requiring information from an image to 147

arrive at the answer. One main difference between 148

M3Exam and our dataset is that, like all other VLM 149

benchmarks, M3Exam separates text and images 150

for a single question, while we embed the question 151

in the images. 152

Unlike the above benchmarks, our dataset boasts 153

a broader linguistic scope, placing a particular em- 154

phasis on low-resource languages like Croatian, 155

Hungarian, Spanish, and French. Notably, our ex- 156

amination benchmark surpasses others by featur- 157

ing a greater number of questions, encompassing 158

a diverse range of types and topics. This variety 159

includes questions with accompanying images, ta- 160

bles, and graphs, as well as mathematical and chem- 161

istry equations. For a detailed quantitative analysis, 162

please refer to Table 1. 163

3 EXAMS-V Dataset 164

EXAMS-V is a multimodal extension of the EX- 165

AMS dataset (Hardalov et al., 2020), which is col- 166

lected from official state examinations crafted by 167

the ministries of education across different coun- 168

tries. These assessments, taken by high school grad- 169

uates, cover diverse subjects, including core disci- 170

plines like Biology, Chemistry, Geography, History, 171

and Physics, as well as specialized areas such as 172

Economics and Informatics. The original EXAMS 173

dataset was intended for multilingual question an- 174
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swering and thereby ignored the questions requir-175

ing visual information. We included additional data176

for English and Chinese in our EXAMS-V dataset.177

The subject coverage and statistics are detailed in178

Table 7.179

3.1 Data Collection and Analysis180

Collection and Preparation of Dataset. The181

dataset collection process consisted of three main182

steps. Initially, we retraced the original PDFs used183

for creating the original EXAMS dataset. For En-184

glish and Chinese, we gathered high school and185

entrance exam questions (specifically, Gaokao and186

JEE Advanced Questions) from China and India,187

respectively.188

Then, we converted each PDF document to a189

series of cropped images, with each image having190

a single question and possible answers with accom-191

panying tables, images, graphs, etc. This required192

the conversion of each page in the PDF document193

to an image and then the use of an open-sourced194

labeling pipeline to place bounding boxes around195

each question and its answers for each page.1196

The third step involved the creation of metadata197

for each cropped question. This metadata includes198

a unique ID, file path to the question snapshot,199

subject, grade, language, and the correct answer200

for the question. Each set of metadata is stored as201

a JSON file corresponding to a specific subject in a202

particular language.203

Annotation Guidelines. All the bounding box204

annotations are done manually by the authors with205

the following agreed-up guidelines: Only multiple-206

choice questions with 3 to 5 options and exactly207

one correct answer are considered, as they allow for208

a standard automatic evaluation of the correctness209

of model outputs;210

Along with placing the bounding boxes, we211

marked whether the context within the bounding212

box is pure text or has visual context like table,213

graph, figure, or symbols. As the result of annota-214

tion, each question sample is an image that contains215

the question text and candidate options, along with216

other vision information such as figures, tables,217

graphs, etc. It also includes meta-information, as218

mentioned beforehand. This rigorous process al-219

lowed us to maintain the high quality of the dataset.220

Data Quality Assessment. After the completion221

of our annotation process, we conducted a data222

1https://github.com/Cartucho/OpenLabeling

quality assessment on seven languages based on 223

the availability of an annotator with language ex- 224

pertise. In this evaluation, we randomly selected 225

50 questions from each language and requested an- 226

notators to assess each image sample based on four 227

binary criteria: 228

• Image Clarity: Clarity of visual elements such 229

as images, diagrams, or tables. 230

• Question Clarity: Clarity of textual informa- 231

tion in the question. 232

• Single Correct: The image contains a single 233

Multiple Choice Question (MCQ) with pre- 234

cisely one correct option. 235

• Others: Identification of other issues. The 236

other issues encompass factors that render a 237

question invalid, such as the presence of the 238

answer within the question snapshot. 239

A question is deemed completely valid only if it 240

meets all four criteria. 241

Upon thorough review, all annotators unani- 242

mously deemed the samples to exhibit exception- 243

ally high quality across all annotated languages. 244

Specifically, all the samples in Bulgarian, Croatian, 245

Serbian, Italian, and Arabic met the four quality as- 246

sessment criteria. However, in the case of Chinese, 247

one sample exhibited unclear image information, 248

and another displayed a question that lacked clarity. 249

Similarly, an English sample was deemed invalid 250

due to the presence of the answer within the image 251

sample. This proves the high quality of our dataset. 252

The annotation guideline used by the annotators is 253

provided as Figure 8 in the Appendix section C. 254

3.2 Data Statistics 255

The EXAMS-V dataset contains 20,932 samples in 256

total, spanning 20 subjects from grade 4-12. It en- 257

compasses a total of 11 languages from 7 language 258

families, while it contains parallel data in more 259

than three languages.2 The statistics are presented 260

in Table 3, and Table 7 per language per subject 261

details. 262

Language Diversity. Table 3 provides an 263

overview of the various languages featured in the 264

dataset, along with the number of questions and 265

subjects available for each language. The dataset 266

includes high-resource languages like English and 267

2Parallel data means that questions are semantically the
same but in different languages.
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Language ISO Family Grade # Subjects # Questions # visual Q. # text Q.

English en Germanic 11, 12 4 724 181 543
Chinese zh Sino-Tibetan 8-12 6 2,635 1,991 644
French fr Romance 12 3 439 50 389
German de Germanic 12 5 819 144 675
Italian it Romance 12 11 1,645 292 1,353
Arabic ar Semitic 4-12 6 823 117 706
Polish pl Slavic 12 1 2,511 422 2,089
Hungarian hu Finno-Ugric 12 6 3,801 495 3,306
Bulgarian bg Slavic 4, 12 4 2,132 435 1,697
Croatian hr Slavic 12 13 3,969 700 3,269
Serbian sr Slavic 12 11 1,434 259 1,175

Table 3: Statistics of EXAMS-V dataset. The languages are ordered from high-resource to low-resource languages.
Here, # visual Q. refers to questions with multimodal context and # text Q. refers to text only questions.

Chinese and low-resource languages such as Bul-268

garian, Croatian, and Serbian. It offers a diverse269

linguistic landscape, spanning Germanic, Slavic,270

and Sino-Tibetan language families. We also in-271

clude Arabic, which has a script directionality from272

right to left. Additionally, Slavic and Romance lan-273

guage families exhibit multiple language represen-274

tations, enabling the evaluation and understanding275

of closely related languages. These characteristics276

make EXAMS-V a great fit for multimodal multi-277

lingual assessment of any LLMs and VLMs.278

Parallel Questions. Examinations in Croatia and279

the United Arab Emirates are administered in mul-280

tiple languages, facilitating the development of par-281

allel question sets for two language groups. Specif-282

ically, for Croatian examinations, we have parallel283

questions available in both Serbian and Italian. Ad-284

ditionally, Arabic questions are paired with English285

counterparts for four subjects: Science, Physics,286

Chemistry, and Biology. This process resulted in287

the creation of 1,207 Serbian questions and 1,147288

Italian questions in parallel with Croatian. Further-289

more, for Arabic, we have developed 262 parallel290

questions in English.291

Subject Diversity. Each education system has292

its own specifics, leading to some differences in293

curricula, topics, and even the naming of the sub-294

jects. As a result, we initially collected 83 different295

subjects from different countries. Since different296

naming conventions for subjects in different coun-297

tries, the values of the subjects were very sparse and298

non-uniformly populated. We performed subject299

aggregation to club similar subjects into one single300

subject and finally got 20 aggregated subjects. They301

were further grouped into three major categories, 302

based on the main branches of science: Natural 303

Sciences – the study of natural phenomena; Social 304

Sciences – the study of human behaviour and soci- 305

eties; others – Applied Studies, Arts, Religion, etc. 306

The distribution of the major categories is Natural 307

Sciences (53.02%), Social Sciences (27.15%), and 308

Others (19.82%). 309

Question Complexity. The dataset is compiled 310

from high school examinations administered in var- 311

ious countries, primarily featuring questions from 312

grades 4 to 12. Questions in natural sciences such 313

as Physics, Chemistry, Biology, and Mathematics, 314

demand foundational knowledge of these subjects 315

and intricate reasoning skills. Questions related to 316

Geography and History necessitate specific knowl- 317

edge about particular regions or countries. Addi- 318

tionally, the Polish section comprises a compilation 319

of 55 diverse professional exam questions across 320

various fields, spanning from accounting to the 321

motor vehicle service process. Answering these 322

questions requires precise understanding of these 323

professions. 324

3.3 Comparison with Existing Datasets 325

EXAMS-V differs from other datasets by mainly 326

introducing a new way of benchmarking VLMs – 327

passing an entire question snapshot that contains 328

both the visual and the text components instead 329

of passing the parsed and processed text with the 330

image. This leaves the model to the work of text ex- 331

traction and representation. Moreover, the dataset 332

has questions of varying complexity and diversity 333

with most of the questions coming from high school 334
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matriculation exams. Most previous benchmarks335

normally require commonsense knowledge or sim-336

ple physical or temporal reasoning. In contrast,337

the EXAMS-V benchmark requires deliberate rea-338

soning with high school-level subject and region-339

specific knowledge. Lastly, EXAMS-V aims to340

cover high school-level knowledge with different341

forms of visual features, including diagrams, tables,342

charts, chemical structures, paintings, geometric343

shapes, etc. This means that a well-performing344

model on EXAMS-V could be considered to sur-345

pass a human adult on general-purpose tasks. We346

have included a detailed comparison of EXAMS-V347

dataset with other benchmarks in Table 1.348

4 Experimental Setup349

As we see in Table 7, the original data appears350

sparse and imbalanced. To ensure a more balanced351

benchmark, we split EXAMS-V into training and352

test sets, with careful consideration for language353

and subject representation in the test set. We sam-354

pled 20 to 100 questions for each subject-language355

pair based on availability. For languages with par-356

allel data like Croatian, Serbian, and Italian, we357

performed parallel splits to maintain question con-358

sistency across training and test sets. Finally, we359

got 16,724 training and 4,208 test instances.360

We evaluate state-of-the-art LLMs and VLMs361

on EXAMS-V benchmark. Our evaluation is con-362

ducted under a zero-shot setting without model363

finetuning or in-context learning, using either APIs364

or NVIDIA A100 GPUs.3365

4.1 Models366

VLMs. We consider various large vision lan-367

guage models. We evaluated two open-source mod-368

els, which have shown remarkable performance369

on multiple multimodal tasks: (i) LLaVA-1.5 (Liu370

et al., 2023a) which integrates visual embeddings371

with Vicuna’s linguistic space. (ii) Qwen-VL-Chat372

(Bai et al., 2023), a multilingual multimodal chat373

model trained on Chinese and English data, which374

possesses excellent grounding, text-reading, and375

text-oriented question-answering performance. We376

also evaluated two proprietary multimodal mod-377

els: GPT-4V and Gemini-Pro-Vision (denoted as378

Gemini-V) (Anil et al., 2023). GPT-4V is the best-379

performing multimodal model by OpenAI, and380

3Our experiments were conducted in Dec-2023 and at-
tached to the latest version of the commercial models.

Gemini-V is the mid-range model among the Gem- 381

ini family of multimodal models. 382

Augmented LLMs. To evaluate text-only LLMs, 383

we augment language models with two image-to- 384

text tools, namely Optical Character Recognition 385

(OCR) and Image Captioning (IC). We employ 386

Google Tesseract for OCR and GPT-4V for im- 387

age captioning. We treat LLM augmented with 388

OCR and IC as a vision language system. This 389

setup was applied to GPT-3.5-Turbo, GPT-4, and 390

Gemini Pro. 391

4.2 Evaluation Setup 392

Given the multiple-choice nature of the questions, 393

accuracy served as our primary metric. Models 394

were instructed to format answers as JSON objects 395

{"answer": "choice"}, allowing for straightforward 396

prediction extraction from the outputs. Based on 397

our observation, all models under consideration can 398

adhere to the instructions and produce the answer 399

in a JSON format. 400

5 Main Results 401

We present the results across languages in Table 4. 402

To gain a clearer understanding of model perfor- 403

mance, we establish a random baseline by assign- 404

ing an option randomly from the available choices 405

for each question. The random baseline for all 406

languages ranges between 19-26%. 407

VLM Results. Among the various VLMs, GPT- 408

4V stands out with the highest performance, achiev- 409

ing an overall average score of 42.78%. This score, 410

being only 20 percentage points above the random 411

baseline, indicates significant potential for improve- 412

ment in VLM capabilities. Gemini-V, following 413

GPT-4V in our evaluation, achieves an overall av- 414

erage of 31.13%. 415

In comparison to commercial VLMs, open- 416

source VLMs such as LLaVA-1.5-13B and Qwen- 417

VL-7B fall short in terms of language support and 418

model performance. According to our findings, 419

open-source VLMs are limited in language support 420

(2 for Qwen and 1 for LLaVA) and their perfor- 421

mance in these languages is close to the random 422

baseline. On the other hand, commercial models 423

exhibit broader language support, as evidenced by 424

their performance surpassing random outcomes in 425

almost all languages. 426

LLMs Augmented with OCR and Captioning. 427

Large language models enhanced with OCR and 428

6



Model bg zh hr fr de hu en sr it ar pl Avg

Random 25.23 24.13 25.58 24.14 22.56 19.55 24.40 24.50 24.76 19.83 23.00 23.62

Vision Language Models (VLMs)

LLaVA-1.5-13B – – – – – – 26.00 – – – – –
Qwen-VL-7B – 15.72 – – – – 23.60 – – – – –
GPT-4V 36.00 22.20 55.47 60.34 51.24 44.77 29.27 39.84 62.07 24.29 30.00 42.78
Gemini-V 30.46 24.56 29.39 47.70 47.80 27.05 29.20 28.29 43.03 19.38 28.00 31.13

Augmented Large Language Models (LLMs): OCR + Captioning

GPT-3.5 Turbo 27.08 22.20 52.08 39.08 34.81 37.73 30.00 48.61 55.48 26.36 33.00 39.47
GPT-4 30.46 23.57 66.58 36.71 23.76 34.09 32.40 73.51 75.95 26.47 30.00 47.11
Gemini Pro 32.00 23.97 58.90 38.51 28.09 43.41 31.20 59.96 64.38 23.25 42.00 43.99

Table 4: Overall results for different models on EXAMS-V test set. Besides reporting performance for VLMs,
we additionally add text-only LLM baselines. The best-performing model in each category is in bold, and the
second-best is underlined.

Subject GPT-4V Gemini-V GPT-4 (w/ OCR, captions)

hr sr it hr sr it hr sr it

Biology 72.04 37.64 66.90 32.26 31.18 43.41 75.27 73.11 77.55
Chemistry 48.00 28.00 53.33 25.33 26.67 34.67 72.00 68.00 72.00
History 59.26 45.68 61.73 29.63 23.46 37.03 85.19 77.78 76.54
Informatics 38.39 33.33 40.74 42.59 33.34 46.29 34.00 57.41 66.67
Politics 82.22 46.67 73.33 46.67 31.11 64.44 97.78 91.11 86.67
Psychology 85.19 55.56 88.89 33.33 29.63 59.26 92.59 100.00 92.59
Sociology 63.33 53.33 60.00 33.33 30.00 56.67 80.00 73.33 70.00

Average 62.56 40.44 62.11 33.33 28.76 45.25 80.53 75.29 76.60

Table 5: Fine-grained subject-wise comparison on the parallel Croatian–Serbian–Italian examples. For a particular
VLM or augmented LLM, the best-performing language for each subject among the three languages is in bold.

image captioning show superior average perfor-429

mance compared to standalone vision-language430

models. GPT-4, when augmented with OCR and431

captioning, demonstrates the highest overall perfor-432

mance among both VLMs and LLMs. This can be433

attributed to the precise OCR capabilities of Google434

Tesseract, the detailed captions produced by GPT-435

4V, and GPT-4’s robust textual reasoning abilities.436

Furthermore, unlike prompt GPT-4V to directly437

generate the answer, augmented GPT-4 decouples438

the difficulties in visual information extraction and439

text reasoning.440

5.1 Analysis from a Language Perspective441

Comparing model performance in different lan-442

guages, we find that all models show random-level443

results for Chinese (zh), which might be due to444

the inherent challenges associated with the Chi-445

nese subset. The Chinese subset, derived from the446

Gaokao exam, contains the highest proportion of447

vision features such as figures, tables, or graphs. 448

This makes it difficult not only for single VLM but 449

also for OCR and image captioning techniques to 450

capture the visual information in text form fully. 451

Following Chinese, Arabic (ar) and English (en) 452

emerge as the next most challenging languages. For 453

Arabic, the low performance is associated with the 454

image sample itself. Figure 9 shows an image sam- 455

ple of Arabic where we can see that, unlike other 456

subjects, the answer choices do not have any letter 457

associated with it. Thus, when the evaluated VLMs 458

and LLMs are instructed to return the answer in the 459

form of A, B, C or D, they find it very difficult to 460

pinpoint the correct option. 461

For English, the top-performing models only 462

scored about 8 % above the random baseline. The 463

difficulty in English might be attributed to its sourc- 464

ing from the Joint Entrance Exam (JEE) conducted 465

every year for admission to Engineering Institute in 466

India. To solve these questions, the model needs to 467
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be able to demonstrate complex multi-step reason-468

ing along with a very good understanding of fun-469

damental science- Physics, Chemistry, and mathe-470

matics.471

Overall, the best performing VLM, i.e. GPT-4V,472

outperforms in four languages, whereas LLMs with473

OCR and captioning capabilities excel in several474

languages. These four languages include Bulgarian475

(bg), French (fr), German (de) and Hungarian (hu).476

If we refer to the test set distribution reported in477

Table 8 of the Appendix, we observe that most of478

the samples in these languages have very few multi-479

modal questions. Additionally, they have very few480

graphical and tabular questions on which GPT-4V481

tends to show poor performance according to Table482

6. Other languages like Croatian (hr), Serbian (sr),483

Italian (it), and Polish (pl) have a fair distribution484

of multimodal and textual questions.485

5.2 Parallel Data Evaluation486

Since Croatian, Serbian, and Italian data come from487

the same examination, we conducted a parallel488

sample experiment for these languages. The GPT-489

4V, Gemini-V, and augmented GPT4 results are490

reported in Table 5. The results show dependence491

on the language for all the models under considera-492

tion. Augmented GPT4 has the least performance493

variance. This can be attributed to the accurate494

OCR capabilities of Google-Tesseract.495

For GPT-4V, there is a significant performance496

gap between Croatian and Serbian with Croatian497

outperforming Serbian by 20.12 %. Although both498

languages are very similar and often mutually intel-499

ligible, their scripts differ significantly. Serbian is500

Cyrillic, whereas Croatian is Latin. Latin script is501

more widely used, and the majority of the most spo-502

ken languages in the world have Latin script. This503

can be attributed to the strong performance of GPT-504

4V in languages with Latin script, like Croatian505

and Italian.506

Even for Gemini-Vision-Pro , there is a gap in507

performance between Croatian and Serbian. The508

accuracy for Croatian is better than Serbian by509

4.57%. Gemini-V exhibits a notable performance510

disparity between Italian and Croatian, as well as511

Serbian. This discrepancy is likely because Ital-512

ian, as a high-resource language, enjoys greater513

representation within the Gemini family of models.514

5.3 Vision Feature Evaluation515

We compared the performance of GPT-4V and516

Gemini-V for four different vision features: sci-517

Feature Samples GPT-4V Gemini-V

Symbol 36 52.78 25.00
Figure 50 60.00 22.00
Graph 50 42.00 26.00
Table 40 27.50 37.50
Text 50 62.00 48.00

Table 6: Model performance on different vision features.

entific symbols, figures, graphs, and tabular data. 518

We compared it against image samples with only 519

textual information. For the evaluation, we curated 520

samples of different vision features from the Croat- 521

ian subset. The results are reported in Table 6. 522

GPT-4V shows fairly good performance for ques- 523

tions that involve scientific symbols and figures. 524

However, it demonstrates poor performance for 525

questions with graphs and tabular. Surprisingly, 526

Gemini-V can show better performance for tabu- 527

lar data when compared to GPT-4V. Nevertheless, 528

its performance across the remaining three vision 529

features — scientific symbols, figures, and graphs, 530

was subpar. 531

6 Conclusion and Future Work 532

The development of EXAMS-V as a benchmark 533

for assessing the multilingual and multimodal capa- 534

bilities of VLMs marks a significant milestone in 535

the journey towards multilingual models. Further- 536

more, the EXAMS-V introduces a new dimension 537

to visual question answering where the textual in- 538

formation is a part of the image. Thus, EXAMS-V 539

not only tests the multimodal reasoning capability 540

of current VLMs but also their ability to do OCR in 541

a multilingual context. This requires a strong per- 542

ception capability to draw boundaries between tex- 543

tual questions and multimodal contexts like tables, 544

figures, graphs, etc. Furthermore, the questions 545

with in-depth knowledge of multiple disciplines 546

or subjects and questions from physics, chemistry, 547

and mathematics require intricate reasoning. These 548

features collectively contribute to the considerable 549

complexity of the EXAMS-V. We believe the eval- 550

uation of VLMs on this dataset can directly con- 551

tribute to our understanding of the progress towards 552

the expert vision language model with multilingual 553

capability. 554

In future work, we plan to extend the dataset 555

with more image samples, subjects, languages and 556

modalities. 557
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Limitations558

Despite its comprehensive nature, EXAMS-V, like559

any benchmark, is not without limitations. For ease560

of evaluation and analysis, we only considered and561

collected multiple-choice questions. We limited562

our multimodal analysis to four broad categories,563

which are scientific symbols, figures, graphs, and564

tabular data. But this can be further extended to565

finer-grained analysis. For example, scientific sym-566

bols can be further broken down into mathematical567

notions and chemical symbols, while figures can568

be broken down into maps, figures, paintings, di-569

agrams, etc. However, this requires the collection570

of more data, which is difficult, particularly for571

low-resource languages like Croatian, Serbian, and572

Arabic under consideration. Furthermore, since573

we are collecting exam questions from different574

regions of the world, the difficulty of the questions575

varies depending on the region they originate from.576

This hurts the comparability of the dataset across577

languages. Although we tried to include parallel578

questions for direct comparability, but it was feasi-579

ble only for three European languages: Croatian,580

Serbian, and Italian.581

Ethical Consideration582

• Copyright and Licensing: All data in583

EXAMS-V are collected from public sources.584

• Ethics and Data Privacy: All testing in-585

stances in EXAMS-V are carefully scrutinized586

to exclude any examples with ethical concerns.587

Since all the data are collected from exam pa-588

pers there is no privacy issue.589
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A Dataset statistics833

The statistics of the EXAMS-V dataset for all languages and subjects are presented in Table 7. Table 8834

shows the distribution of multimodal data in the test dataset used for the evaluation of VLMs and LLMs.835

One point to note is that there are instances where a single image might have multiple modalities, e.g.836

figure and table. We count them in each of the categories in the table.837

Subjects bg zh hr sr it fr de hu en ar pl

Physics 970 408 649 305 215 235 510 1,570 185 67
Chemistry 665 381 427 322 212 14 697 347 150
Biology 233 281 574 294 424 47 67
Geography 678 383 54 40 24 46 92
Sociology 264 295 30 109 306
Business 6 180 216 747
History 209 500 200 235
Philosophy 140 12 34
Psychology 154 47 105
Politics 270 90 100
Informatics 188 74 146
Mathematics 678 145
Ethics 180 25
Tourism 33 43
Science 20 150
Professional 2,511
Islamic Studies 83
Religion 161
Fine Arts 48
Agriculture 652

Overall 2,132 2,635 3,969 1,434 1,645 439 819 3,801 744 823 2,511

Table 7: Detailed statistics of EXAMS-V.

Languages Table Figure Graph Symbol Text

English 0 38 28 43 159
Chinese 82 246 56 56 126
French 0 37 6 9 124
German 0 35 10 8 179
Italian 11 151 13 39 382
Arabic 11 81 12 29 211
Polish 14 36 0 0 50
Hungarian 0 36 7 80 270
Bulgarian 6 70 10 51 200
Croatian 19 330 24 62 780
Serbian 11 151 13 39 357

Table 8: Vision feature distribution of EXAMS-V test set
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B Example of OCR and GPT-4V Caption Output 838

This section shows examples of OCR and GPT-4V for different vision features.

GPT4V Caption: “The image presents a logic problem written in a language other than English, specifically regarding the construction of a logical expression based on a given truth table.\n\nThe 
truth table consists of three input columns labeled A, B, and C, and one output column labeled \"izlaz\" (which means \"output\" in English). The combination of inputs and their corresponding outputs 
are as follows:\n\n- When A, B, and C are all 0, the output is 0.\n- When A is 0, B is 0, and C is 1, the output is 0.\n- When A is 0, B is 1, and C is 0, the output is 0.\n- When A is 0, B is 1, and C 
is 1, the output is 0.\n- When A is 1, B is 0, and C is 0, the output is 0.\n- When A is 1, B is 0, and C is 1, the output is 1.\n- When A is 1, B is 1, and C is 0, the output is 1.\n- When A is 1, B 
is 1, and C is 1, the output is 0.\n\nBelow the table are four options labeled A, B, C, and D, each representing a different logical expression:\n\nA. \\( \\overline{A} \\cdot B \\cdot \\overline{C} + 
A \\cdot \\overline{B} \\cdot C \\)\nB. \\( \\overline{A} \\cdot \\overline{B} \\cdot C + A \\cdot B \\cdot \\overline{C} \\)\nC. \\( (\\overline{A} + B + \\overline{C}) \\cdot (A + \\overline{B} + C) 
\\)\nD. \\( (\\overline{A} + \\overline{B} + C) \\cdot (A + B + \\overline{C}) \\)\n\nOn the right side of the image, there is a pink column with checkboxes corresponding to the multiple-choice options 
(A, B, C, D) for selecting the correct logical expression based on the truth table.\n\nBased on the truth table, the correct logical expression that represents the output would be option D, because it 
indicates that the output is true (1) if and only if A is true and B is true with C being false, or if A is false and C is true with B being false."

OCR Output: "14. Kako glasi logi\u010dki izraz koji je opisan prikazanom tablicom istinitosti?\n\nA\u2014B+\u2014C+ 4\u2014 
B+\u2014C\nA+\u2014B+\u2014C+ A\u2014B+\u2014C\n. (A+\u0160+C)-(A+B+\u010c)\n. (\u017d+B+\u010c)-(\u017d+\u0160+C)\n\nv o u >\n\n"

Figure 3: Example of OCR and GPT-4V caption output when provided image with tabular data

839

GPT4V Caption: "The image shows a black and white diagram of a human kidney with a pink letter \"F\" pointing to a specific part of the kidney. The diagram is stylized with various tones to depict 

the complexity and internal structure of the kidney, including the renal cortex, medulla, and pelvis. The kidney is shown in cross-section revealing the renal pyramids, the calyces, and the renal 
pelvis.\n\nBeside the diagram, there is a question in a language that appears to be Croatian: \"19. Koja je uloga dijela bubrega ozna\u010denoga na slici slovom F?\" which translates to \"19. What is 
the role of the part of the kidney marked with the letter F in the image?\" Below the question, there are four potential answers marked A, B, C, D:\n\nA. filtracija krvi (blood filtration)\nB. 
skupljanje urina (urine collection)\nC. dovodjenje krvi (blood supply)\nD. odvodjenje krvi (blood drainage)\n\nOn the right side, there is also a pink checklist area marked with the letters A, B, C, D, 
intended for the selection of the correct answer corresponding to the question.\n\nThe diagram labels and multiple-choice options are educational in nature, suggesting that this image is likely from a 
biology textbook or an educational test focused on the anatomy and functions of the human urinary system."

OCR Output: '19. Koja je uloga dijela bubrega označenoga na slici slovom F.?\n\nO O u >\n\n. Tiltracija krvi\n\n. _ skupljanje urina\n. 
dovođenje krvi\n. odvođenje krvi\n\no o u >\n'

Figure 4: Example of OCR and GPT-4V caption output when provided image with figure
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GPT4V Caption:  'This image contains a graph and a set of multiple-choice questions written in a language that appears to be Croatian. The graph is plotting \'mass of CuSO4\' on the vertical y-axis, 
measured in grams per 100 grams of H2O, against \'t / °C\' on the horizontal x-axis, which seems to represent temperature in degrees Celsius. It shows a curve that starts lower on the y-axis at 0°C and 
progressively increases as the temperature rises, indicating that the solubility of copper(II) sulfate increases with temperature.\n\nThe text above the graph reads as a question about solubility: "The 
picture shows the maximum mass of copper(II) sulfate that can be dissolved in 100 g of water at a certain temperature. The density of the saturated solution of copper(II) sulfate is 1.370 g cm^-3. How 
much is the mass concentration of copper(II) sulfate in the saturated aqueous solution at 70 °C?"\n\nBelow the graph, there are four multiple-choice answers labeled A, B, C, and D, offering different 
values for the mass concentration in g L^-1:\n\nA. 45,67 g L^-1\nB. 68,5 g L^-1\nC. 456,7 g L^-1\nD. 685 g L^-1\n\nAs an AI, I cannot solve the question but the graph and options presented suggest it 
is a chemistry problem related to solubility and concentration calculation. To find the correct answer, one would use the graph to determine the solubility of copper(II) sulfate at 70°C, apply density 
information of the solution, and then calculate the mass concentration in g L^-1.'

OCR Output: “38. Na slici je prikazana najveća masa bakrova(ll) sulfata koji se može otopiti u\n100 g vode pri određenoj 
temperaturi.\nGustoća zasićene otopine bakrova(ll) sulfata iznosi 1,370 g cm—.\nKoliko iznosi masena koncentracija bakrova(ll) 
sulfata u zasićenoj vodenoj otopini\npri 70 “ C?\n\nm(CuSs04)/ 100 g H—O\n\nA. 45,67 g —“\nB. 68,5 g —\nC. 456,7 g —\nD. 685 g —
\n\nA.\nB.\nC.\nD.\n”

Figure 5: Example of OCR and GPT-4V caption output when provided image with graphical data

GPT4V Caption: 'This image displays a numbered question (number 18) from what appears to be a chemistry exam or homework, written in Croatian. The question is related to the 
oxidation reaction of ethanal (CH_3CHO) in an alkaline solution with copper ions (Cu^2+). The question asks which chemical reaction equation demonstrates the oxidation taking 
place in the described reaction. Below the question, four potential reaction equations labeled A, B, C, and D are provided, presumably as multiple-choice answers. To the right 
of the equations, there is a vertical pink column with checkboxes corresponding to each of the answer choices, but no marks have been made. There are no diagrams in the image; 
it contains only text and multiple-choice answer options.'

OCR Output: "'18. U lužnatoj otopini dolazi do reakcije etanala, CH,CHO, s ionima Cu**. Koja jednadžba\nkemijske reakcije prikazuje 
oksidaciju koja se odvija u opisanoj reakciji?\n\nA. CH,CHO + 2 e + 2 H O — CH,CHOH + 2 OH\nB. CH,CHO + 3 OH — CH,COO +2 e + 2 H
O\nC. 2 Cu* + e + 2 OH — Cu, O + H O\n\nD. CH,CH OH + 2 OH — CH,CHO +2 e +2 H .O\n\no o u >\n'"

Figure 6: Example of OCR and GPT-4V caption output when provided image with chemistry symbols data
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C Data Quality assessment Guideline 840

Figure 7 shows a snapshot the annotation guideline shared with the annotators who created the data. The 841

data creation annotators are two authors of the paper, one of which is from India and the other from 842

Bulgaria. 843

Data Creation Guideline  

Task Overview: 

The annotation task involves manually annotating images containing multiple-choice questions and candidate options. 

Annotations should include bounding boxes around the question text, candidate options, and any additional visual context, such 

as tables, graphs, figures, or symbols. Additionally, meta-information should be recorded for each annotation. 

Annotation Instructions: 

1. Bounding box Annotation: 

   - Annotators must carefully inspect each image to identify the question text, candidate options, and any accompanying visual 

context. 

   - Use bounding boxes to delineate the boundaries of the question text, candidate options, and any visual context within the 

image. 

   - Ensure that bounding boxes are accurately placed to encompass the entirety of the annotated elements without extending 

beyond their boundaries. 

2. Multimodality Annotation: 

  - There are four categories of multimodality. 

• Figures: This includes maps, paintings, diagrams, chemical structures like benzene structural formulas, etc. 

• Table: This includes any tabular data. 

• Graph: This includes graphs. 

• Scientific symbol: This includes hard to parse mathematical and chemistry symbols. Two examples are as 

follows: 

                               

 

  - Maintain a record for type of multimodality present in each sample. 

3. Question Selection: 

   - Only include multiple-choice questions with 3 to 5 options. 

   - Ensure that each question has exactly one correct answer. 

4. Quality Assurance: 

   - Maintain a high level of accuracy and consistency throughout the annotation process. 

   - Regularly review annotated samples to ensure adherence to guidelines and identify any discrepancies. 

   - Provide feedback or clarification to annotators as needed to uphold annotation quality standards. 

Conclusion: 

Following these annotation guidelines meticulously ensures the creation of a high-quality dataset with accurately annotated 

images of multiple-choice questions, candidate options, and associated visual context. Adherence to the guidelines is crucial for 

maintaining consistency and reliability across the dataset. 

 

Figure 7: The annotation guideline provided to the annotators while creating the dataset.

Figure 8 shows a snapshot of the annotation guideline shared with annotators for quality assessment. 844
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The data quality assessment annotators are authors and colleagues with bachelor’s degrees and native845

speakers of the corresponding language.

Annotation Guideline for Quality Check Sample 

Objective: 

The aim of this quality check is to ensure the data's overall quality, focusing on three key binary criteria: visibility of 

image information, clarity of the question, and completeness of multiple-choice questions (MCQs) in relation to their 

answers. 

 

Criteria: 

1. Visibility of Image Information: 

- Clear Visibility (1): The image accompanying the question provides clear and discernible information 

relevant to the query. 

- Unclear or Missing Information (0): The image is unclear, irrelevant, or missing. 

2. Clarity of the Question: 

- Clear Question (1): The question is formulated in a straightforward and understandable manner. 

- Ambiguous or Confusing Question (0): The question lacks clarity, contains ambiguous terms, or may 

confuse the annotator. 

3. Completeness of MCQ: 

- Complete MCQ (1): The question is structured as a multiple-choice question and includes all necessary 

information for selecting the correct answer. 

- Incomplete MCQ (0): The question lacks options, the options are incomplete, or the information required to 

answer is missing. 

4. Other Issues: 

- Complete MCQ (1): The question has other issues, such as question containing answer in the image, that do 

not fall in the given category. 

- Incomplete MCQ (0): The question sample has no other issue. 

 

Annotation Guidelines: 

- Annotators are required to provide binary annotations (1 or 0) for each criterion independently. 

- For the first criterion, assign a "1" if the image provides clear and relevant information and a "0" if the image 

is unclear, irrelevant, or missing. 

- For the second criterion, assign a "1" if the question is clear and straightforward and a "0" if the question 

lacks clarity, contains ambiguous terms, or may confuse the annotator. 

- For the third criterion, assign a "1" if the question is structured as an MCQ and contains all the necessary 

information for selecting the correct answer and a "0" if the question lacks options, the options are 

incomplete, or the information required to answer is missing. 

- For the fourth criterion, assign a "1" if the question has any other issue that does not fall in the given 

categories and a "0" if the question does not have any other issue. 

- Annotations should be objective, based solely on the binary criteria provided, and not influenced by personal 

preferences or interpretations. 

 

Communication: 

- Annotators are encouraged to communicate with quality control supervisors to address queries, provide 

clarifications, and ensure consistency in the binary annotation process. 

Figure 8: The annotation guideline provided to the annotators to assess the quality of the samples.

846
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D Fine-Grained Evaluation 847

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Mathematics 12.00 15.0 18.00 20.00 14.00
Chemistry 31.00 28.0 30.00 31.00 42.00
Physics 31.00 30.0 30.00 24.00 25.00

Table 9: Fine-Grained Subject Wise Evaluation of English

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Biology 22.00 0.1700 17.00 17.00 24.00
Chemistry 30.00 0.3200 24.00 20.00 27.00
Geography 14.00 0.2600 24.00 24.00 18.00
History 19.00 0.2300 22.00 23.00 27.00
Physics 22.86 0.2429 27.14 28.57 14.29
Science 21.35 0.2584 31.46 23.59 25.84

Table 10: Fine-Grained Subject Wise Evaluation of Chinese

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Business & Economics 62.00 48.00 38.00 44.00 34.00
Geography 79.17 54.17 58.33 45.83 62.00
Physics 55.00 26.00 34.00 35.00 32.00

Table 11: Fine-Grained Subject Wise Evaluation of French

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Business & Economics 16.67 22.92 16.67 35.42 20.83
Geography 78.26 56.52 41.30 30.43 21.74
Physics 52.00 52.00 14.00 33.00 25.00
Tourism 63.64 60.61 30.30 45.45 27.27

Table 12: Fine-Grained Subject Wise Evaluation of German
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Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Biology 66.90 43.41 64.73 59.39 77.55
Chemistry 53.33 34.67 54.67 52.00 72.00
Ethics 84.00 36.00 96.00 80.00 100
Geography 60.00 44.00 60.00 36.00 72.00
History 61.73 37.04 56.79 50.62 76.54
Informatics 40.74 46.29 53.70 46.30 66.67
Philosophy 76.47 44.12 76.47 73.53 85.29
Physics 51.39 31.94 51.39 34.72 62.50
Politics 73.33 64.44 82.22 68.69 86.67
Psychology 88.89 59.26 85.19 77.78 92.59
Sociology 60.00 56.67 76.67 66.67 70.00

Table 13: Fine-Grained Subject Wise Evaluation of Italian

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Biology 29.82 21.05 10.52 29.82 28.07
Chemistry 25.67 21.62 28.38 16.22 20.27
Islamic Studies 12.00 14.00 32.00 28.00 24.00
Physics 16.42 16.42 25.37 22.39 31.34
Science 34.25 26.03 27.40 26.03 31.51
Social 24.24 15.15 15.15 37.88 23.45

Table 14: Fine-Grained Subject Wise Evaluation of Arabic

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Professional 30.00 28.00 42.00 33.00 30.00

Table 15: Fine-Grained Subject Wise Evaluation of Polish

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Business & Economics 37.14 37.14 52.86 41.43 45.71
Geography 44.00 26.00 54.00 46.00 42.00
Physics 52.00 28.00 42.00 45.00 34.00
Tourism 60.47 25.58 55.81 41.86 32.56
Landscaping 40.74 22.22 44.44 33.33 29.63
Chemistry 34.00 23.00 30.00 25.00 28.00
Agriculture 52.00 24.00 38.00 34.00 26.00

Table 16: Fine-Grained Subject Wise Evaluation of Hungarian

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Biology 42.67 24.00 42.67 30.67 29.33
Chemistry 35.00 27.00 43.00 23.00 27.00
Physics 28.00 32.00 14.00 25.00 33.00
Sociology 44.00 44.00 30.00 34.00 34.00

Table 17: Fine-Grained Subject Wise Evaluation of Bulgarian
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Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Biology 72.04 32.26 0.4500 62.36 75.27
Chemistry 48.00 25.33 0.5000 48.00 72.00
Ethics 76.00 24.00 0.5000 84.00 100
Fine Arts 41.30 41.30 0.3261 36.96 47.83
Geography 46.93 20.04 0.3100 34.02 30.99
History 59.26 29.63 0.5000 51.85 85.19
Informatics 38.89 42.59 0.4940 50.00 62.96
Philosophy 70.59 00.00 0.6600 67.65 88.24
Physics 45.84 27.78 0.3700 40.28 61.11
Politics 82.22 46.67 0.3200 82.22 97.78
Psychology 85.19 33.33 0.5200 81.48 92.59
Religion 26.00 28.00 0.5600 28.00 30.00
Sociology 63.33 33.33 0.6000 70.00 80.00

Table 18: Fine-Grained Subject Wise Evaluation of Croatian

Subject GPT-4V Gemini-Pro-Vision Gemini-Pro GPT3.5 GPT4

Biology 37.64 31.18 69.89 51.61 73.12
Chemistry 28.00 26.67 52.00 38.67 68.00
Geography 36.00 32.00 72.00 40.00 80.00
History 45.68 23.46 55.56 46.91 77.78
Informatics 33.33 33.34 50.00 48.15 57.41
Physics 38.89 23.62 38.39 38.89 63.89
Politics 46.67 31.11 77.78 60.00 91.11
Psychology 55.56 29.63 85.19 62.96 100
Sociology 53.33 30.00 70.00 70.00 73.33

Table 19: Fine-Grained Subject Wise Evaluation of Serbian

19



E Sample Example from Different languages848

Figure 10 to 19 shows sample examples from different languages in EXAMS-V.

Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer: "{'answer': ‘B'}"

Correct Answer: "{'answer': 'C'}"

Figure 9: Example from the Arabic test set with a GPT-4V output.

Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer:  "{'answer': 'D'}"

Correct Answer: "{'answer': 'B'}"

Figure 10: A sample from Bulgarian test set with GPT-4V output

849
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Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON format as 
indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for the second choice, 

'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer:  "{'answer': 'A'}"

Correct Answer: "{'answer': ‘C'}"

Figure 11: A sample from Croatian test set with GPT-4V output

Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer:  "{'answer': 'A'}"

Correct Answer: "{'answer': 'D'}"

Figure 12: A sample from Chinese test set with GPT-4V output

Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer: "{'answer': 'C'}"

Correct Answer: "{'answer': 'C'}"

Figure 13: A sample from English test set with GPT-4V output
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Prompt: The image has a multiple-choice question with three options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice.

GPT4V Answer: "{'answer': 'B'}"

Correct Answer: "{'answer': 'A'}"

Figure 14: A sample from French test set with GPT-4V output

Prompt: The image has a multiple-choice question with three options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice.

GPT4V Answer: "{'answer': 'C'}"

Correct Answer: "{'answer': 'A'}"

Figure 15: A sample from German test set with GPT-4V output

Prompt: The image has a multiple-choice question with five options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice, ‘E’ for the fifth choice.

GPT4V Answer: "{'answer': 'C'}"

Correct Answer: "{'answer': 'C'}"

Figure 16: A sample from Hungarian test set with GPT-4V output
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Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer: "{'answer': 'C'}"

Correct Answer: "{'answer': ‘A'}"

Figure 17: A sample from Italian test set with GPT-4V output

Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer: "{'answer': 'B'}"

Correct Answer: "{'answer': 'B'}"

Figure 18: A sample from Polish test set with GPT-4V output

Prompt: The image has a multiple-choice question with four options. Provide the accurate response in JSON 

format as indicated: {'answer': 'xxx'}. Replace 'xxx' with the corresponding letter: 'A' for the first choice, 'B' for 

the second choice, 'C' for the third choice, 'D' for the fourth choice.

GPT4V Answer: "{'answer': 'B'}"

Correct Answer: "{'answer': 'D'}"

Figure 19: A sample from Serbian test set with GPT-4V output
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