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Abstract

In this paper, we present a benchmark to pressure-
test today’s frontier models’ multimodal decision-
making capabilities in the very long-context
regime (up to one million tokens) and investi-
gate whether these models can learn from large
numbers of expert demonstrations in their context.
We evaluate the performance of Claude 3.5 Son-
net, Gemini 1.5 Flash, Gemini 1.5 Pro, Gem-
ini 2.0 Flash Experimental, GPT-40, o1-mini, ol-
preview, and ol as policies across a battery of
simple interactive decision-making tasks: play-
ing tic-tac-toe, chess, and Atari, navigating grid
worlds, solving crosswords, and controlling a sim-
ulated cheetah. We study increasing amounts of
expert demonstrations in the context — from no
demonstrations to 512 full episodes. Across our
tasks, models rarely manage to fully reach expert
performance, and often, presenting more demon-
strations has little effect. Some models steadily
improve with more demonstrations on a few tasks.
We investigate the effect of encoding observa-
tions as text or images and the impact of chain-of-
thought prompting. To help quantify the impact of
other approaches and future innovations, we open
source our benchmark that covers the zero-, few-,
and many-shot regimes in a unified evaluation.

1. Introduction

The simple recipe of minimizing next-token prediction er-
ror at scale has led to large multimodal foundation models
(LMs) with remarkably general capabilities (OpenAl, 2023;
Anil et al., 2023; Anthropic, 2024a). Importantly, these
capabilities come in two flavors: (i) the ability to produce
outputs of high quality from a short and often underspecified
prompt (e.g., writing an essay about a novel topic), and (ii)
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the ability to learn new patterns and imitate algorithms in
context (Reid et al., 2024; Mirchandani et al., 2023). Both
types of capabilities demonstrate that LMs can manipulate
learned knowledge and respond to new information in flexi-
ble and non-trivial ways. These capabilities, both necessary
for reasoning and decision-making, have led to the recent
surge of using LMs as agents by sampling an action from
the model (Mirchandani et al., 2023; Palo & Johns, 2024).

While LMs have been shown to be able to perform
non-trivial reasoning and decision-making in some do-
mains (Huang et al., 2022; Yao et al., 2023; Romera-Paredes
et al., 2024), there are also many negative results where LMs
fail to perform decision-making tasks that are very simple
for humans, even when LMs arguably possess great factual
knowledge of the task. For example, LMs struggle to play le-
gal moves, let alone beat amateur humans, in chess (Carlini,
2023). At the same time, state-of-the-art LMs have detailed
expert knowledge of chess when queried in natural language.
But this declarative knowledge fails to translate into effec-
tive decision-making, i.e., “know-how” (Ryle, 1949). This
“knowing-doing gap” is also observed in the recently re-
leased BALROG benchmark (Paglieri et al., 2025), which
evaluates zero-shot capabilities (i.e., without expert demon-
strations) of state-of-the-art LMs on interactive decision-
making tasks in the long time horizon setting: 5 game envi-
ronments from Baby AI (Chevalier-Boisvert et al., 2019) to
Nethack (Kiittler et al., 2020). Overall, Paglieri et al. (2025)
find that “models struggle significantly with more challeng-
ing tasks” and highlight few- and many-shot evaluation as
an important potential solution. Our benchmark (developed
concurrently) addresses exactly this gap by covering the full
range from zero-shot to many-shot evaluation.

The general question arising from these results is whether
LMs in principle have the capabilities to solve interac-
tive decision-making tasks but misunderstand the “out-of-
distribution” specification given by the zero-shot prompt or a
few examples, or whether the problem is more deeply rooted.
Accordingly, our paper focuses on whether conditioning on
a large number of expert demonstrations (state-action tra-
jectories) helps unlock the decision-making capability of
pretrained LMs. In doing so, we test the multimodal in-
context learning capabilities of modern LMs at their limits,
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Figure 1. LMAct overview. Our multimodal benchmark consists of six decision-making tasks that come with an expert policy and
potentially multiple state representations. For evaluation, LM performance is measured on test episodes with unseen initial states. LMs are
conditioned on a generic decision-making preamble (fixed across all tasks), followed by 0 to /N demonstration episodes, and a separator

that indicates the start of the current episode (/V can be up to 512,

with up to 100 steps per episode, both depending on the task. The

maximum context length is 1M tokens). In each step of the test episode an action is generated by the LM’s predicted continuation of the
context. The resulting environment interaction produces the next observation that is added to the growing context of state action pairs.

with contexts that are up to a million tokens long (with
thousands of output tokens). Our main research question is:

Can state-of-the-art LMs learn to act in dynamic
environments by generalizing from large numbers
of multimodal in-context expert demonstrations?

Main Contributions See Figure 1 for our tasks and
methodology. We make the following key contributions:

* We conduct a comprehensive empirical evaluation of
the multimodal in-context imitation learning capabili-
ties of state-of-the-art LMs (Claude 3.5 Sonnet, Gem-
ini 1.5 Flash, Gemini 1.5 Pro, Gemini 2.0 Flash Exper-
imental, GPT-40, ol-mini, ol-preview, and ol) on a
battery of interactive, potentially long-horizon, tasks:
playing tic-tac-toe, chess, and Atari, navigating grid
worlds, solving crosswords, and a DM Control task.

We show that — even when optimizing the prompt
(number of demonstrations, chain-of-thought prompt-
ing, etc.) for each model and task — frontier LMs fail
to reach expert performance on Atari, chess, and DM
Control. Some models approach expert performance
on crosswords, grid world, and tic-tac-toe. All models
beat the random action baselines except on Atari.

We vary the number of expert demonstration episodes
in the context from 0 up to 512 (the limit depends on
the model and the task) and find that performance is

mostly independent of the number of demonstrations.
In some cases we observe strong in-context learning.

‘We run a control experiment where LLM agents need to
replay the single demonstration episode in the context,
where all models except for ol-mini perform well.

We open-source our in-context imitation learning
benchmark that covers the zero-, few-, and many-
shot regime in a unified manner, including all ex-
pert demonstrations and evaluation code at https:
//github.com/google-deepmind/lm_act.

2. Methods

We now briefly describe the models we evaluate (Sec-
tion 2.1), our benchmark environments (Section 2.2), how
we construct the prompt (Section 2.3), and our evaluation
protocol (Section 2.4). Full details are given in Appendix B.

2.1. Models

We evaluate the current (closed-weights) frontier LMs:
Claude 3.5 Sonnet (the 2024-10-22 version) (Anthropic,
2024b;c), Gemini 1.5 Flash and Gemini 1.5 Pro (the 002
versions) (Reid et al., 2024), Gemini 2.0 Flash Experimen-
tal (Google DeepMind, 2024b), GPT-40 (the 2024-08-06
version) (OpenAl, 2024a; OpenAl et al., 2024a), ol-mini
and ol-preview (OpenAl, 2024c), and ol (OpenAl et al.,
2024b). Except for ol-mini and ol-preview, all models
process multimodal prompts, though their exact specifica-
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tions differ (see Appendix B.1). We use temperature O for
all models (except for o1-mini, ol-preview, and o1, which
have a fixed temperature of 1 (OpenAl, 2024d)). We set
the maximum (output) sample length to 2048 tokens for all
models (except for ol-mini, ol-preview, and ol), which is
more than sufficient to achieve strong performance (see our
ablation in Fig. A7). In contrast, the performance of ol-
mini, ol-preview, and ol crucially depends on the number
of “reasoning tokens” (see Fig. A7), so we use a maximum
(output) sample length of 8192 tokens as a good compro-
mise between cost and performance (2048 tokens would
lead to severe performance degradation on our tasks — see
our ablation in Appendix C.1). We post-process the model
outputs by removing all the leading/trailing white spaces
and only consider the text after the keyword “Action:”, i.e.,
we discard all (chain-of-thought) reasoning traces.

2.2. Environments

We consider a battery of well-known interactive decision-
making environments: the Phoenix game from Atari
2600 (Bellemare et al., 2013), chess, crosswords, the chee-
tah run task from the DM Control suite (Tassa et al., 2018),
grid world navigation, and tic-tac-toe. We briefly describe
each environment below (full details in Appendix B.2).
Since sampling is deterministic for most models (i.e., the
temperature is 0, see Section 2.1), we introduce variability
in the demonstration and evaluation episodes by varying the
initial conditions (e.g., via the environment seed for DM
Control or by using different openings for chess; see below).

Atari — Phoenix We chose Phoenix as a representative
Atari task that has somewhat dense rewards, which is im-
portant since we can only evaluate 400 frames (with action
repeat 4, i.e., 100 steps), or roughly 6 seconds of play due
to context size limitations. Phoenix also forms part of the
set of 5 games that is highly predictive of the performance
on the full Atari suite (Aitchison et al., 2023). We use the
Arcade Learning Environment (Bellemare et al., 2013) ver-
sion, and for expert demonstrations we use the Gato training
data (Reed et al., 2022). We use the original (i.e., not down-
sampled or grayscale) images as observations (see Fig. Al).

Chess We evaluate models against the weakest-possible
version of Stockfish 16 (Romstad et al., 2008), i.e., level 0
(which corresponds to an Elo of approx. 1320). We further
weaken this version by evaluating only 1 node. We generate
expert demonstrations with the strongest (default) version of
Stockfish, i.e., level 20 with a time limit of 50ms per move
as the agent (note that the opponent, i.e., the “environment”,
remains fixed as the weakest version of Stockfish). We eval-
uate four different state representations (see Fig. A3): (i) a
2D ASCII encoding of the board, (ii) the Forsyth—-Edwards
Notation (FEN), which encodes the board and very limited

historical information as a string, (iii) the Portable Game
Notation (PGN), a plain text format for recording chess
games via the move history given in algebraic chess no-
tation, and (iv) an RGB image of the board. We always
represent actions via the algebraic chess notation. To ensure
variability in the demonstration and evaluation episodes,
we use the openings from the Encyclopedia of Chess Open-
ings (Matanovié, 1978), which we randomly sample without
replacement. We play all games for at most 100 steps (termi-
nating early in case of a win/draw/loss; the average number
of steps per game is 38) and assign a reward of 1 to a win, 0
to a draw, —1 to a loss, and O to all other states.

Crossword We create a large collection of 7 x 7 cross-
words using the genxword crossword generator (Whitlock,
2011) and a list of 55 189 clues with the lowest difficulty
rating collected by Matthew Ginsberg (individual clues may
appear in multiple crosswords with low probability). Each
episode is a distinct crossword represented as an ASCII
crossword grid followed by two lists of clues, one for the
“Across” words and one for the “Down” words (see Fig. A4).
A valid action consists of either “A” (for across) or “D” (for
down), followed by the word’s index and the word itself.
We assign a reward of 1 to a correct word, 0 to an incorrect
word with correct length or to a correct word that has been
already been placed, and we terminate the episode with a
reward of —1 for an incorrect word. We evaluate 25 steps
(which is sufficient to place the approx. 10 words per cross-
word on average) and terminate early if all words are filled.
We generate the expert demonstrations by simply outputting
the solution for each clue one by one in random order.

DM Control — Cheetah Run We use the Cheetah Run
task from the DM Control Suite (Tassa et al., 2018). We
represent observations as string in the style of a Python
dictionary of position and velocity vectors with individual
values between —1 and 1 (see Fig. AS). Each episode begins
in a new, randomly initialized state. We only evaluate the
first 100 steps of an episode (due to context length limits).
As for Atari, we use the Gato training data (Reed et al., 2022)
to create expert demonstrations (details in Appendix B.2).

Grid World We consider a 12 x 12 grid world with walls,
effectively yielding a 10 x 10 grid, with a single player and a
single target (no obstacles). Actions are up, down, left, and
right, and since the grid is fully observable, memorization
is not required. We evaluate three different state representa-
tions (see Fig. A6): (i) an ASCII encoding of the 2D grid,
(ii) the player and target coordinate tuples provided as plain
text, and (iii) the RGB image of the grid. The reward is 1 if
the player reaches the target and 0 otherwise. Episodes run
for a maximum of 25 steps (reaching any target from any
initial position in a 10 x 10 grid requires at most 18 steps).
We randomly initialize the player/target locations for every
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episode. The expert demonstrations correspond to one of
the shortest paths between the player and the target.

Tic-Tac-Toe We play tic-tac-toe against a random policy
that picks an empty spot uniformly at random. For demon-
stration episodes the expert uses minimax search (i.e., it
plays an optimal action), while the environment remains
fixed as a random policy. We evaluate two state representa-
tions (see Fig. A2): (i) an ASCII encoding of the 2D grid,
and (ii) the RGB image of the grid. To ensure variability,
each game starts from an opening state (similar to chess
openings), which we draw uniformly across all initial game
states (as a result, even the optimal minimax strategy can
only win 85% of the games and draws the rest). We assign
areward of 1 to a win, 0 to a draw, —1 to a loss, and O else.

2.3. Prompt

Our prompt consists of two main parts: (i) the expert demon-
stration episodes (Listing 1), and (ii) the trajectory of the
evaluation episode (including the episode’s previous actions
and environment states; see Listing 2). We use a generic
decision-making zero-shot preamble at the beginning of (i),
and a short separator prompt at the beginning of (ii) (see
Fig. 1 and Listings 1 and 2). The expert demonstrations
are fixed across an evaluation episode, but resampled across
episodes, while the current trajectory starts with a single ini-
tial state and grows as more state-action pairs are observed
(up to a maximum of 100 steps). We do not include an
environment task description (e.g., the rules of tic-tac-toe)
in the preamble. We may, however, show the available le-
gal actions, which depend on the environment, in each step
at the end of (ii) (see Listing 2), depending on whether it
is beneficial per model and task (see our ablations in Ap-
pendix C.4). Similarly, we may use a chain-of-thought (Wei
et al., 2022) style prompt at the very end of (ii) asking the
model to provide a reasoning before proposing an action
(see Listing 2), again, depending on whether it increases
performance in the ablations (Appendix C.4). We make both
of these decisions per model and task, i.e., the same model
may use chain-of-thought for one task but not another.

2.4. Evaluation Protocol

In every evaluation step, we condition the model on the
current context, upon which it generates an action that we
feed to the environment. We then concatenate the result-
ing next environment state (prepended with the action that
produced it) to the growing context. We ablated whether to
show the model’s previous actions in the evaluation trajec-
tory (see Appendix C.4.1) and found that it mostly improves
performance, so we always include them. If a model fails to
generate a legal action, we uniformly sample one of the le-
gal actions (we visualize the percentage of illegal actions in
Appendix C.3). Since the models have different maximum

context lengths (and different text/image tokenizers), the
maximum number of demonstration episodes that fit into
the context depends on the model, the task, and the state rep-
resentation format. For example, for a given model, we may
only by able to use 16 demonstration episodes with RGB
observations but up to 256 ASCII demonstration episodes.

We always evaluate 100 episodes with different initial condi-
tions (each episode is evaluated individually) and report the
average score. The maximum episode duration is 100 steps
and the score per episode is the cumulative reward over
all steps (we never show reward information to the mod-
els). For each evaluation episode we uniformly subsample
(without replacement) the demonstration episodes (for the
frozen part of the prompt) from a precomputed pool of up to
1000 distinct demonstrations. We ensure that all evaluation
episodes have initial states that differ from the demonstra-
tion episodes (except for the replay control experiments in
Appendix C.2). We only perform very minimal postprocess-
ing (see Section 2.1) of the LM generations to obain the
action and (deliberately) reject semantically correct actions
that are wrongly formatted, as matching the action format is
an important aspect of our imitation learning benchmark.

3. Results

We now present our comprehensive empirical evaluation of
the (closed-source) frontier models on our benchmark for
interactive decision-making with long multimodal context.
We investigate how performance changes when presenting
more demonstration episodes in the context (see Section 2.2
for a task overview and Appendix B.2 for details and illus-
trations). For each model and task, we first ablate whether
to use chain-of-thought prompting and whether to show the
legal actions in the prompt (results in Appendix C.4). We
use one demonstration episode (i.e., still many individual
demonstration steps) for these ablations, as a compromise
between lower computational demands and being represen-
tative of the in-context learning setting. Due to the very
low monthly rate limits of the Anthropic API (Anthropic,
2024d), we do not sweep over the number of demonstrations
for Claude 3.5 Sonnet and only run the ablation. We also do
not evaluate it on Atari since it can only process 100 images
at once (a single demonstration episode hits that limit).

3.1. Best Scores Per Model/Task

Fig. 2 shows the highest overall score per task and model
across all settings (number of demonstrations, observation
format, showing legal actions, chain-of-thought prompting).
Different models thus may use different settings on the same
task, and the same model may use different settings across
tasks. In Section 3.2, we will keep the observation format
and number of demonstrations constant across all models
per data point. As stated above, results for Claude 3.5 Son-
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Figure 2. Best scores per model and task across all observation formats, numbers of demonstration episodes, and ablations (chain-of-
thought, showing legal actions). Accordingly, different bars in a panel may be based on different settings. The expert policy (which
produced the demonstrations) is an upper baseline. The lower baseline randomly selects a legal action at each step. Claude 3.5 Sonnet,
ol-mini, and ol-preview cannot be evaluated on Atari — Phoenix because they cannot process (enough, for Claude 3.5 Sonnet) images.

net are from the ablation (i.e., 1 demonstration episode).
Fig. 2 shows that models often struggle to match expert
scores — even in their best setting. Exceptions are grid
worlds, which most models largely solve, tic-tac-toe, where
the ol models achieve near-optimal score (against a ran-
dom opponent), and crosswords, which ol-preview and ol
almost solve. On the other hand, all models always outper-
form the random action baseline except for Atari — Phoenix.
LM:s tend to repeat actions (see Fig. A14 for a detailed anal-
ysis), and in Phoenix holding down the firing button without
releasing results in a single shot (no auto-fire). In contrast,
random actions produce a fair amount of (successful) shots.

3.2. In-Context Imitation Learning

We now investigate the in-context imitation learning capa-
bilities of today’s frontier models, by varying the number of
demonstration episodes from zero-, to few-, and many-shot
evaluations. The largest number of demonstrations depends
on the models’ context sizes, the task, and the tasks’ obser-
vation formats (images require more tokens than text). We
omit Claude 3.5 Sonnet due to its low monthly token limit.

Atari — Phoenix Fig. 3 shows that on Atari — Phoenix all
models except ol improve slightly by having one demonstra-
tion episode, as opposed none. However, more demonstra-
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Figure 3. In-context imitation learning on Atari — Phoenix (RGB
observations). Almost all models benefit (mildly) from one demon-
stration episode, but not from more (GPT-40 and ol cannot fit
multiple demonstration episodes in the context). While no model
outperforms the random baseline, Gemini 1.5 Flash performs best.

tions (only possible for the Gemini models) do not improve
the performance further. All models struggle to outperform
the random action baseline because of their tendency to
repeat actions (and thus fire very little, since Phoenix has no
auto-fire). Table A1l contains the ablation results. Models
rarely output illegal actions (see Fig. A15), i.e., they reliably
(re)produce the correct action format. Atari — Phoenix is
arguably the hardest task in our benchmark, since it only
comes with image observations (no text representation), and
has very large demands w.r.t. context size (high frame rate,
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somewhat high resolution images, etc.). Despite LMs’ mas-
sive scale, playing Atari games well (at least by naively
feeding raw images to the context) seems currently beyond
reach, both in terms of capabilities, but also w.r.t. context
size and compute demands (cf. Waytowich et al. (2024)).
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Figure 4. In-context imitation learning on chess against the weak-
est variant of Stockfish (level 0, ~ 1300 Elo), further restricted
to one node. The models almost always lose (i.e., score —1) and
do not benefit from more demonstrations. The PGN observations
enable the best results, in particular for GPT-40, which performs
best but still loses majority of games against this weak opponent.
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Figure 5. In-context imitation learning on 7 x 7 crossword puzzles
(using clues with the simplest rating) with ASCII observations. The
performance of most models is largely unaffected by the number
of expert demonstration episodes. ol-preview and ol solve most
crosswords, while other models struggle to varying degrees.

Crosswords Fig. 5 shows LMs’ performance on cross-
words with simple clues (as rated by Matthew Ginsberg).
While the models achieve very different overall scores,
their individual performance is largely independent of the
number of demonstrations (except for ol-mini and Gem-
ini 2.0 Flash Experimental, which degrade with more
demonstrations). Overall, ol-preview and ol perform
best, almost completely solving all the (simple) crosswords.
Fig. A17 shows that the number of illegal actions (i.e., where
models either suggest a word of incorrect length or fail to
respect the “Across” vs. “Down” format) is quite high for all
models and roughly inversely proportional to their puzzle-
solving competence. We use chain-of-thought prompting
for some but not all models (see our ablation results in Ta-
ble AS), but we never show the legal actions (which would
be a unreasonably long list of words with correct length).

Chess Fig. 4 shows LMs’ chess-playing performance
against the weakest version of Stockfish 16 (Romstad et al.,
2008) (i.e., level 0, ~ 1300 Elo), further restricted to only
evaluating a single node. We investigate four observation
formats: ASCII, FEN, PGN, and RGB (ol-mini and ol-
preview cannot process images). Showing more demonstra-
tions has little effect on performance, and models rarely
manage to beat (score 1) or draw (score 0) against this very
weak opponent. The results show that playing chess (with-
out any scaffolding or fine-tuning) is still out of reach for
current LMs. Fig. A16 reveals that the models often out-
put illegal actions (which also does not improve with more
demonstrations) — even though the legal actions are pro-
vided in the prompt (cf. the ablations in Tables A2 to A4).

Tic-Tac-Toe Fig. 6 shows the results for playing tic-tac-
toe against a random-action opponent. Since the demon-
stration and evaluation episodes start from different initial
states, episodes begin with partially filled boards, which
cannot always be won (i.e., optimal score < 1). The ol
models reach expert performance with ASCII observations
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Tic-Tac-Toe vs. Random (ASCII)
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Figure 6. In-context imitation learning on tic-tac-toe against a ran-
dom action adversary. Apart from the o1 models on ASCII obser-
vations, all models struggle to play better than a random baseline.
ol-mini and ol-preview improve with more demonstrations and
both reach expert performance at 256 demonstration episodes.

and show signs of in-context learning. The other models
struggle to outperform the random action baseline (as does
ol with RGB observations). Fig. A20 shows that the models
(apart from Gemini 1.5 Pro on RGB) generate few illegal
actions, implying that the models’ weak performance is
caused by outputting suboptimal rather than illegal actions.

Grid World Fig. 7 shows how LMs perform on the task
of navigating a simple grid world. The Gemini models
steadily improve with more demonstrations for coordinate
and RGB image (1.5 models only) observations, demon-
strating strong in-context learning with very long contexts.
While GPT-40, 01-mini, and ol-preview do not benefit from
more demonstrations, ol performs very well in almost all
settings. On ASCII observations, most models (except ol
and Gemini 1.5 Flash) deteriorate with more demonstrations.
Fig. A19 shows the illegal actions for each model, revealing
that ol-preview’s performance drops on ASCII and coor-
dinate observations strongly correlate with the number of
illegal actions. All other models rarely generate illegal ac-
tions after one demonstration episode. Overall, grid world is
the easiest task in our benchmark where all models perform
quite well (some almost optimally) with the right combina-
tion of state representation and number of demonstrations.

Grid World (12x12) (ASCII)

1.0 e N s
.ﬁ\'

Gemini 1.5 Flash
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Gemini 2.0 Flash Exp.
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ol-mini
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Expert (Shortest Path)

Average Score

0 20 20 22 23 24 25 26 27
# of Expert Demonstration Episodes

(a) ASCII observations

Grid World (12x12) (Coordinates)
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o P
o - —e— ol-mini
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I \ e ol
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# of Expert Demonstration Episodes

(b) Coordinate observations
Grid World (12x12) (RGB)

g
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(c) RGB observations

Figure 7. In-context imitation learning for navigating to a target in
a 12 x 12 grid world (see Fig. A6) using the commands: up, down,
left, right. On ASCII, most models deteriorate with more demon-
strations. For coordinate observations (player and target tuple) and
RGB images, Gemini improves with more demonstrations (except
Gemini 2.0 Flash Experimental on RGB), indicating in-context
learning across a very long context. GPT-40 (and ol on RGB)
shows no such a trend but already achieves high zero- and few-shot
performance (o1 is near-perfect on ASCII and coordinates).

DM Control — Cheetah Run Fig. 8 shows LMs’ ability to
control a simulated (half) cheetah from DM Control (Tassa
et al., 2018). We encode observations and actions as strings
(see Fig. AS). For all models, except ol-mini, a single
demonstration episode is helpful but more than two demon-
strations degrade performance. The ol models struggle to
significantly outperform the random action baseline. Gem-
ini 1.5 Pro and Gemini 2.0 Flash Experimental achieve the
highest score, reaching roughly half the expert score. Ex-
cept for ol-mini, all models mostly generate legal actions
(see Fig. A18) — even without any demonstration episodes
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DM Control: Cheetah - Run (Coordinates)

Gemini 1.5 Flash
Gemini 1.5 Pro
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Figure 8. In-context imitation learning on the cheetah run task from
the DM Control suite using position/velocity vector observations
encoded as text. Gemini 1.5 Pro and Gemini 2.0 Flash Experi-
mental perform best with a single demonstration episode, GPT-40
and Gemini 1.5 Flash with two demonstration episodes, with more
demonstrations degrading performance. Gemini 1.5 Pro achieves
the highest performance, roughly half the expert score.

(the action format can be inferred from the past actions in
the evaluation trajectory since we randomly sample a legal
action if the model generates an illegal one). Therefore, the
poor performance in the zero-shot regime (i.e., 0 demonstra-
tion episodes) cannot be explained by the models’ potential
lack of knowledge of the action format. Instead, models
(with the exception of o1-mini) manage to learn a non-trivial
policy from one or two demonstration episodes (but fail to
leverage more episodes to further improve performance).

4. Discussion & Related Work

Many large-scale benchmarks have been developed to test
the general capabilities of frontier LMs, including the
Chatbot Arena (Chiang et al., 2024) or LiveBench (White
et al.,, 2025). Other benchmarks, such as Frontier-
Math (Glazer et al., 2024), TaskBench (Shen et al., 2024),
GameBench (Costarelli et al., 2024), and Atari-GPT (Way-
towich et al., 2024), specifically investigate the reason-
ing or interactive decision-making capabilities of (L)LMs.
Most closely related to our work, and published in parallel,
the BALROG (Paglieri et al., 2025) benchmark evaluates
frontier LMs’ zero-shot reasoning on multimodal decision-
making tasks in five game environments from Baby Al to
NetHack. Our work complements these benchmarks by
focusing on in-context imitation learning with long multi-
modal context, filling a gap in the current literature. Our
benchmark is currently in its “easiest” form (e.g., grid world
without obstacles) and can easily be made more challenging.

There are a few reasons to be optimistic about in-context
imitation learning with long-context models. Many demon-
strations should, in principle, improve performance over
few-shot learning (as shown by Agarwal et al. (2024); Jiang
et al. (2024) on non-interactive tasks), and modern LMs
have long enough contexts to test this at scale. Additionally,

pretrained LMs have a fairly general ability to recognize and
imitate algorithmic patterns in their context (Mirchandani
et al., 2023), which is in line with the memory-based meta-
learning view on (universal) in-context prediction (Ortega
et al., 2019; Grau-Moya et al., 2024). If universal enough,
models would, with enough observations, recognize and
correctly continue environment-agent interaction patterns.
See Appendix A for a discussion of additional related work.

While we find some cases of steady in-context learning, in
the majority of cases LMs’ performance is largely indepen-
dent of the number of demonstrations. It is unclear whether
in-context imitation learning is not well suited to commu-
nicate desired agentic behavior (i.e., models do not “under-
stand” the task purely from demonstrations), or whether
models have difficulty to effectively use a dense long con-
text. To provide additional insight we perform a “replay”
control experiment, where a single episode is shown in con-
text, and the same exact episode is evaluated, such that
models only need to “copy” actions from the demonstration
episode. We find that models (except ol-mini) perform well
in this control experiment on all tasks (see Appendix C.2).

Limitations We perform an evaluation via closed-source
APIs and thus have little control over how the data is pro-
cessed and fed to the underlying models. Since models
behind the APIs can be updated at any time, it is possible
that our results may not be quantitatively reproducible soon
after publishing this manuscript. Despite our best efforts
in evaluating different prompt formats, we cannot rule out
that even small changes to the prompt could lead to better
results. Accordingly, our current results are a lower bound
on the models’ performance. We can also not guarantee that
our observation formats do not cause tokenization issues
across all APIs (e.g., a loss of structure for a 2D grid in
ASCII). Finally, while our environments are simpler than
complex real-world scenarios like robotics, they require the
same fundamental agentic capabilities (long-context mul-
timodal understanding, in-context imitation learning) that
are often tested in robotics research and likely necessary for
real-world success. Accordingly, our LMAct benchmark
serves as a controlled testbed to evaluate these core skills, di-
agnose current model limitations, and guide research toward
more generally capable agents. Although direct transfer is
beyond this paper’s scope, findings on our benchmark can
inform future work addressing that challenge.

Future Work For Cheetah Run (Fig. 8) and grid world
navigation with ASCII demonstrations (Fig. 7) we observe
that the models’ performance deteriorates with increasing
numbers of expert demonstrations, a phenomenon we refer
to as “in-context interference”. For both tasks our analysis
of the percentage of illegal actions (Figs. A18 and A19)
suggests the problem is not due to an increased number
of illegal actions, but, instead, due to increasingly subopti-
mal actions. We have conducted a set of initial investiga-



LMAct: A Benchmark for In-Context Imitation Learning with Long Multimodal Demonstrations

tions into these failure modes (see Appendices C.2 to C.4
and Fig. A14), but a definitive answer to what causes in-
context interference would require a thorough investigation,
and, therefore, presents an interesting direction for future
work. Another promising avenue for future work is to focus
on models capable of general in-context reinforcement learn-
ing, which is a bit different than our in-context imitation
setting (in principle, all our tasks could easily be extended
by providing additional reward observations). It also seems
plausible that pretraining or finetuning with data from inter-
active decision-making tasks, and, in particular, in-context
imitation of an expert policy, would be quite effective. Fi-
nally, we also think that evaluating LMs’ performance on
partially observable tasks presents an interesting direction
for future research (we primarily investigate fully observ-
able tasks). Partially observable tasks require consistent
integration of information across several, potentially non-
adjacent, time steps, which is a great test of a model’s ability
to densely attend to the information in the context. However,
under partial observability, there is a theoretical problem
of self-delusion in imitation of an expert that has hidden
information (e.g., the hidden belief state of the agent; see
Ortega et al. (2021)). We want to keep our benchmark free
from these complicating issues and think that the right time
to move to such harder tasks is when frontier models eas-
ily solve simple, fully observable tasks at expert level (we
are currently at beginner level). Nevertheless, we believe
there is great value in benchmarks on interactive decision-
making tasks under partial observability (perhaps better
suited for in-context reinforcement learning, which avoids
the self-delusion problem), and refer to, e.g., the BALROG
benchmark (Paglieri et al., 2025).

5. Conclusion

We evaluated the multimodal in-context imitation learning
capabilities of some of the world’s most advanced Al mod-
els on interactive decision-making tasks — tasks that are
simple for humans but challenging for state-of-the-art LMs.
Our results show that, even with hundreds of demonstra-
tion episodes, context lengths of up to one million tokens,
and thousands of output tokens, models often struggle to
reach expert performance, thereby failing to translate their
(factual) knowledge about the tasks’ solution strategies into
effective decision-making. Solving this problem will be
crucial for the next generational leap in LM capabilities
towards general agents. Despite our focus on in-context im-
itation learning, we believe it will be interesting to compare
against other methods, including fine-tuning, retrieval-based
methods, reward-conditioning, etc. Our open-source bench-
mark (https://github.com/google-deepmind/
1m_act) serves as a yard stick to measure progress toward
that goal, and we are excited to see which innovations will
be needed to solve all our simple tasks.

Impact Statement

The (partial) automation of intellectual labor will have sig-
nificant societal and socioeconomic impact, both positive
and negative. One current hurdle is the automation of
general interactive decision-making tasks, as our bench-
mark demonstrates. If solved, this would lead to more au-
tonomous Al systems and agents that could facilitate or even
partly take over intellectual labor across a broad range of ap-
plications and domains. We believe this vision warrants both
enthusiasm and caution, and the scientific community and
developers of Al technology bear responsibility in raising
awareness of potential negative socioeconomic outcomes,
and in helping develop potential mitigations. Having said
that, our work is a benchmark that reports the current state
of affairs (showing the limitations of current frontier LMs)
and serves as one yard stick to measure future innovations
and progress against, but does not propose innovations to
improve capabilities of Al systems. While our benchmark
may contribute indirectly by helping develop more capable
Al systems faster, we believe this is far outweighed by the
benefit of having a clearer picture of current capabilities and
progress provided by our benchmark.
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A. Related Work

The emergence of strong in-context learning capabilities with increasing model and training data scale in LLMs was first
observed in the GPT-2 paper (Radford et al., 2019) and even gave the title to the GPT-3 paper (Brown et al., 2020). Soon
after, the recipe of next-token prediction at scale was applied to build agents from large sequential predictors, resulting,
e.g., in the decision (pretrained) transformer (Chen et al., 2021; Lee et al., 2023), or the generalist agent GATO (Reed et al.,
2022), and its more recent open source variant JAT (Gallouédec et al., 2024). While the empirical results were certainly
surprising at the time, at least in theory, in-context learning must necessarily arise as a core feature of a sequential predictor
trained to minimize next token log loss over an implicit meta distribution of data (Ortega et al., 2019; Mikulik et al., 2020;
Genewein et al., 2023), and could, in principle, even lead to universal in-context predictors (Grau-Moya et al., 2024). An
explicit application of this memory-based meta-learning principle at scale is the “adaptive agent” from Bauer et al. (2023),
which shows that an embodied agent in a 3D environment can adapt to novel task instances on human timescales (i.e., single-
or low double digit numbers of interaction episodes) purely in context and across a vast set of tasks. The SIMA Team et al.
(2024) conducted another impressive large-scale application of training and fine-tuning a complex vision-language agent
across a large set of environments, using instruction conditioning together with in-context learning.

Instead of pretraining separate models for general decision-making, many researchers have also attempted to directly
use the knowledge and reasoning capabilities of LLMs and VLMs for building agents that interact with an environment
(see Xi et al. (2025) for a 2023 survey of LLM-based agents) — either by fine-tuning (Li et al., 2022) or purely via
in-context demonstrations (Palo & Johns, 2024). In both cases, two open question are: (i) how to best represent environment
observations as tokens, and (ii) how to best elicit the decision-making capabilities of pretrained LMs. Mirchandani et al.
(2023) find that pretrained LLMs are “general pattern machines” that can learn to complete complex token sequences via
in-context learning, including agent-environment interactions. They even find that in many cases, randomly swapping the
alphabet does not have significant impact, suggesting that LLMs may be able to deal with many different ways of translating
observations into tokens. Perhaps more important is the question whether observations should be state-action sequences (as
in imitation learning and our work) or whether they should include rewards (for reward conditioning or in-context RL as in
Mirchandani et al. (2023) and Raparthy et al. (2024)). While this is still unclear for pretrained LMs, Ruoss et al. (2024) find
that, when training a large transformer to play chess, performance is roughly the same for imitation learning compared to
learning to predict state or action values (as long as the amount of data for all three variants is equal). Schultz et al. (2025)
extend these results on chess to LLMs by distilling the search proceedure into the model by linearizing the search trees. Ma
et al. (2025) find that, when prompted appropriately, a pretrained VLM (Gemini 1.5 Pro) can produce good value estimates
for real-world robotic tasks. The second open problem, how to best prompt LMs for decision-making, is a very active
research area (Wenliang et al., 2025; Genewein et al., 2025), with a lot of focus on designing or learning zero-shot prompts,
such as the famous “Let’s think about this step by step.” (Kojima et al., 2022) and “Take a deep breath and work on this
problem step-by-step.” (Yang et al., 2024), which has led to many chain-of-thought prompting schemes (Wei et al., 2022).
Besides better zero-shot prompts, advanced sampling and prompt optimization schemes have been explored, such as iterative
prompt refinement where an agent starts with some demonstrations in the context, then interacts with the environment, and
potentially replaces a lower performing episode with a higher performing one (Mirchandani et al., 2023; Brooks et al., 2023).

With the recent availability of long context models, a third possibility compared to improving zero-shot or few-shot prompts
has emerged: many-shot in-context learning, i.e., prompting with many demonstrations, on the order of having a full small
dataset in the context. Both Agarwal et al. (2024) and Jiang et al. (2024) show that many-shot prompts (hundreds or thousands
of examples in the prompt) improve pretrained LM performance over few-shot prompts in non-interactive tasks. Our paper
explores the same direction, with potentially hundreds of full episodes in the context, for interactive decision-making tasks.
At the time of writing, querying long context models with many tokens comes with high computational cost, but it would be
interesting to investigate how specialized models that were specifically developed for long-context tasks (Bulatov et al.,
2022; Cherepanov et al., 2024) would fare on our benchmark. An alternative could be to virtually extend the context via
retrieval based methods, e.g., REGENT (Sridhar et al., 2024), which trains a retrieval based agent. The retrieval problem is
currently not fully solved (as also pointed out in Paglieri et al. (2025)), and today’s largest state-of-the-art LMs do not offer
retrieval via their APIs and/or have not been trained to perform retrieval. Accordingly, placing all the data in the context, as
in our work, allows estimating LM performance independent of whether retrieval works well. Our results thus serve as an
upper baseline to calibrate retrieval based methods against.

Another line of work has investigated in-context learning for control (Duan et al., 2017; Xu et al., 2022; Fu et al., 2024;
Fang et al., 2024; Yin et al., 2024; Wang et al., 2024). While these methods focus on developing novel agents with strong
in-context learning capabilities, our paper’s primary goal is to benchmark the current state of existing, general-purpose
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frontier LMs on such tasks. Understanding how to best leverage insights from specialized agent research to enhance these
large, pre-trained models remains an open question, which underscores the importance of establishing clear benchmarks like
LMAct.

Comparing capabilities of LMs that span many tasks and domains requires large-scale benchmarks, such as the Chatbot Arena
(a.k.a. LMSys, Chiang et al. (2024)) or LiveBench (White et al., 2025). Other benchmarks, such as FrontierMath (Glazer
et al., 2024), Taskbench (Shen et al., 2024), Gamebench (Costarelli et al., 2024), and BABILong (Kuratov et al., 2024),
specifically investigate the reasoning or interactive decision-making capabilities of LLMs. Closely related to these and to our
work, and published in parallel to our work, the BALROG (Paglieri et al., 2025) benchmark evaluates state-of-the-art LMs
(the same as in our work with the exception of ol-mini and ol-preview and the addition of the Llama 3 models, which we do
not evaluate) on multimodal reasoning and decision-making tasks by using a set of 5 increasingly harder game environments
from Baby Al to Nethack. Like our work, the authors find that state-of-the-art LMs struggle significantly in challenging
game environments. The authors also make the observation that models arguably possess a lot of knowledge about their
tasks when queried appropriately, but that state-of-the-art LMs have a “knowing-doing” gap. Unlike our work, the BALROG
paper performs zero-shot evaluation and lists few-shot and many-shot evaluations as an important open research question
(the released codebase supports few-shot evaluations, but these evaluations have not been performed at the time of writing).
Similar to BALROG, Waytowich et al. (2024) evaluate the zero-shot game-playing capabilities of frontier LLMs (GPT-4V
Turbo, GPT-40, Gemini 1.5 Flash, and Claude 3 Haiku) on 8 different Atari games (but not the Phoenix game that we
consider). Compared to these previous benchmarks, ours is the only one that puts the emphasis on imitation learning with
long context in multimodal interactive environments — a regime that pushes against the limits of modern LMs’ in-context
learning and reasoning capabilities, both from an engineering and a capabilities perspective. Furthermore, our benchmark
covers the zero-shot, few-shot, and many-shot setting in a unified and thus easily comparable evaluation.

B. Experimental Details

In this section, we provide additional details on our experimental setup.

B.1. Models

Claude 3.5 Sonnet Claude 3.5 Sonnet has a maximum context of 200k tokens, but can only process 100 images at a time.
In our setting, a single episode can already consist of up to 100 images. As a result, we can, e.g., not evaluate in-context
learning for Claude 3.5 Sonnet on Atari. Claude 3.5 Sonnet uses approximately (width px - height px)/750 tokens per
image (Anthropic, 2024e). Finally, note that the monthly token limits for Claude 3.5 Sonnet are very low compared to the
other models ($5000 spend limit per month (Anthropic, 2024d)), which is why we can only conduct a somewhat limited
evaluation of this model.

Gemini 1.5 Flash, Gemini 1.5 Pro, and Gemini 2.0 Flash Experimental The Gemini 1.5 models have a maximum
context window of 10 million tokens. In practice, we restrict ourselves to 1 million tokens due to the prohibitive cost of
evaluating even longer prompts. The Gemini API considers images to be of fixed size, meaning that they consume a fixed
number of tokens (currently 258), regardless of their file size (Google, 2024). Gemini 2.0 Flash Experimental supports up to
1M input tokens and 8k output tokens (Google DeepMind, 2024a).

GPT-40 The GPT-40 model has a context length of 128k tokens and can process up to 250 images per prompt (OpenAl,
2024b). We use the “auto” resolution setting to process the images, which automatically determines whether to use a “low”
or “high” resolution based on the image size (OpenAl, 2024¢). In the “low” resolution mode, the model represents an image
with 85 tokens. In the “high” resolution mode, the model first consumes the low-resolution image (using 85 tokens) and
then creates additional detailed crops of the image using 170 tokens per 512px - 512px tile to cover the whole image.

ol-mini, ol-preview, and o1 ol-mini and ol-preview have a context window of 128k tokens with up to 65k output tokens
but cannot process images (OpenAl, 2024d) so we only evaluate them in the text-based environments (e.g., not on Atari).
The ol model has a context window of 200k tokens and up to 100k output tokens.
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Figure A2. Sample observations for each

state representation format from our tic-tac-
Figure A1. An RGB observation for the toe environment.

Phoenix game for Atari 2600.

ronob kobonor [Event "World Championship”]
p-p P P P P PP [Site ”London”]

[Date 72024.10.297]

[Round ”17]

[ White ”Stockfish”]
[Black ”Gemini”]

[Result 7"
P P P P P P P P
R N B Q K B N 1. b3 d5 2. e3 e5 3. c4 =
(a) ASCII (b) PGN (c) RGB

rnbgkbnr/pppppppp/8/8/8/8/PPPPPPPP/RNBQKBNR w KQkq — 0 1
(d) FEN

Figure A3. Sample observations for each state representation format from our chess environment, all of which we generate with the
python-chess library (Fiekas, 2012). Note that, unlike the ASCII, FEN, and RGB, which show the opening board state, the PGN
corresponds to a more advanced position to visualize the move list (Which would be empty for the opening board state).

B.2. Environments

Visualizing State Representations To evaluate multimodal in-context imitation learning, we consider multiple state
representations for our environments — which representations exactly depends on the environment. For example, for chess,
we evaluate four different formats: (i) ASCII, (ii) FEN, (iii) PGN, and (iv) RGB images. We visualize all formats for each
environment in Figs. Al to A6.

Atari — Phoenix Unlike chess - where a superhuman expert policy (i.e., Stockfish) is publicly available, or tic-tac-toe
- where the optimal policy can be described with a closed-form algorithm, the best performance on Atari 2600 games
is generally obtained by strong reinforcement learning (RL) agents (Mnih et al., 2013; Hessel et al., 2021). However,
rather than training an RL policy from scratch (which can be finicky), we make use of the training data corpus of the Gato
project (Reed et al., 2022). Concretely, Gato trained a Muesli (Hessel et al., 2021) agent for 200M steps and randomly
recorded roughly 20k episodes generated by the agent during training. As a result, the dataset also contains trajectories
from the beginning of training where the agent does not yet perform well, so we only consider the last 2048 trajectories
(i.e., the final stages of training). We further subsample these trajectories by only keeping the 256 highest-scoring as our
expert demonstrations. Since we only evaluate the first 100 steps (i.e., 400 frames with an action repeat of 4), we subsample
w.r.t. the cumulative reward in the first 400 frames and not w.r.t. the entire episode. Overall, we obtain a collection of
demonstration episodes with a high average return of 459.9 in the first 400 frames. In our experiments we match the Gato
setting (Reed et al., 2022), i.e., sticky actions and no uncontrolled random initial no-ops. To ensure variability in the
evaluation episodes, we manually perform different numbers of no-ops (based on the random seed) at the beginning of every
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Across: Across:
2: Go or Go Fish 2: Go or Go Fish
4: Texas hold 'em stake 4: Texas hold 'em stake
5: Sierra Club co-founder John 5: Sierra Club co-founder John
6: Cueto stat 6: Cueto stat
8: Eye sore 8: Eye sore
10: Shorn female 10: Shorn female
11: Store at a gas station 11: Store at a gas station
Down: Down:
1: Sushi bar libation 1: Sushi bar libation
2: It's set in a setting 2: It's set in a setting
3: Sincere, as an apology 3: Sincere, as an apology
7: Seating sections 7: Seating sections
9: Afternoon event in Chelsea 9: Afternoon event in Chelsea

(a) Initial crossword (b) Solved crossword

Figure A4. Sample observations from our crossword environment. Fig. A4a shows the initial crossword and Fig. A4b shows the solved
crossword after all the words have been placed in their corresponding slots. We create the crosswords of size 7 X 7 using the genxword
crossword generator (Whitlock, 2011) and a list of 55 189 clues collected by Matthew Ginsberg (we only use the clues with the lowest
difficulty rating; the full list contains 236 615 clues).

episode before starting the evaluation, which changes the initial state from which the agent has control (since enemies in
Phoenix keep moving during this time).

DM Control — Cheetah Run There is generally no closed-form or publicly available expert policy for the tasks from the
DM Control suite. Thus, we also leverage the Gato training corpus to generate our expert demonstration episodes for cheetah
run. For this task the Gato project trained a D4PG (Barth-Maron et al., 2018) agent, and, like for Atari, we only consider the
last 10k episodes (since those correspond to the later stages of training and thus better performance). Ideally we would want
to subsample the highest-scoring trajectories as expert demonstrations, but, unfortunately, the underlying MuJoCo (Todorov
et al., 2012) physics have changed since the time of the Gato data collection, which means that the rewards in the dataset no
longer match the observation-actions pairs in our DM Control environment (i.e., replaying the actions from the same initial
state does not yield the same return). Thus, we first replay the actions for every trajectory in our collection (setting the initial
state based on the first observation) and use the new returns to subsample the 1000 highest-scoring trajectories (again only
considering the cumulative reward in the first 100 steps). Overall, we obtain a collection of demonstration episodes with a
high average return of 37.4 in the first 100 steps.

B.3. Prompts

The frozen part and the dynamic part of the evaluation prompt are illustrated in Listing 1 and Listing 2, respectively.
C. Additional Results
In this section, we present additional results and ablations from our experimental evaluation.

C.1. Ablating the Maximum Sample Length

The ol family of models tends to generate (long) internal “reasoning traces” before returning an output. Thus, if the
maximum sample length is not large enough, these models may not have enough “reasoning tokens” and therefore do not
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Listing 1. The frozen part of the evaluation prompt, which contains the expert demonstration episodes and stays constant throughout an

evaluation episode. In this example, we have 8 demonstration episodes with 10 steps each and RGB observations. Before feeding the
prompt to the model, we replace the observation and action placeholders with the actual observations (i.e., images in this case) and action
strings.

demonstration_prompt = '''

You are a powerful reinforcement learning agent. You can effectively identify a policy
exposed by demonstrations and reproduce it in a new situation.

Here are a number of demonstrations:

Observation: <IMG_0_0> Action: <AC_0_0>
Observation: <IMG_0_1> Action: <AC_0_1>

Observation: <IMG_0_9> Action: <AC_0_9>

Observation: <IMG_1 0> Action: <AC_1 0>
Observation: <IMG_1_1> Action: <AC_1_1>

Observation: <IMG_1_9> Action: <AC_1_ 09>

Observation: <IMG_7_0> Action: <AC_7_0>
Observation: <IMG_7_1> Action: <AC_7_1>

Observation: <IMG_7_9> Action: <AC_7_9>

Listing 2. The dynamic part of the evaluation prompt containing the evaluation trajectory. While stepping through an environment, we
append this prompt to the one in Listing 1 in every evaluation step (e.g., for the 3rd step here), again replacing the observation and action
placeholders with the actual observations and actions. This example also shows the legal moves (lines 8 to 10) and uses chain-of-thought
prompting (lines 12 to 17, Wei et al. (2022)), both of which may be omitted depending on our ablations in Appendix C.4 (which can vary

for each model-task combination).

T

evaluation_prompt =
This is the current situation:

Observation: <IMG_8 0> Action: <AC_8_ 0>
Observation: <IMG_8_1> Action: <AC_8_1>
Observation: <IMG_8_2>

In this situation, this is the list of all the moves that are legal:
no action, jump left, left

Given the demonstrations and the current situation, you should infer the next logical
action. Check that the chosen action is in the set of legal moves. Think step by step
and very briefly explain your reasoning for choosing this action. You must answer with
the reasoning followed by the action in the following format:

Reasoning:

Action:
T
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{
'position': [-0.09944233298301697, ..., -0.032929372042417526]
'velocity': [0.0642457902431488, ..., 0.1964229941368103],

}

(a) Observation

[-0.8040763139724731, 0.9528138637542725, -1.0, 0.7932683229446411, 1.0, 1.0]

(b) Action

Figure A5. A sample observation and action from the cheetah run task from the DM Control suite (Tassa et al., 2018). Note that the
observation is actually presented to the model on a single line (we use the multi-line representation here for ease of visualization).
Moreover, we only show the truncated position and velocity vectors (represented by the ellipsis). The full position vector contains 8
elements, and the full velocity vector contains 9 elements. All elements are £1oat 64 converted to string.

produce an output (in which case the API returns an empty sample). Since we want to report each model’s best performance
on our benchmark, we therefore ablate the maximum number of sample tokens and choose the configuration that trades
off good performance and low cost (since, after a certain point, more tokens generally do not improve performance but
only increase the cost). The maximum sample length also has an impact on the other models, particularly when using
chain-of-thought reasoning, but a relatively low sample length typically suffices for our tasks (unlike the ol models which
require large maximal sample length).

To that end, Fig. A7 shows our ablation of the maximum sample length for Claude 3.5 Sonnet, GPT-40, o1-mini, ol-preview,
Gemini 1.5 Flash, and Gemini 1.5 Pro on all three observation types (ASCII, coordinates and RGB) for the grid world
navigation task with 1 demonstration episode. Fig. A7 shows the average score over 100 evaluation episodes for maximum
sample lengths from 32 to 32768 tokens (Claude 3.5 Sonnet only supports 8192 output tokens and GPT-40 only supports
16384 output tokens). Unsurprisingly, the performance of Claude 3.5 Sonnet, GPT-40, Gemini 1.5 Flash, and Gemini 1.5 Pro
is largely unaffected by the number of sample tokens, i.e., even 32 tokens are sufficient to achieve their best performance
(with the exception of Claude 3.5 Sonnet and GPT-40 on RGB observations, where they benefit from having 64 tokens).
This is in stark contrast with ol-mini and ol-preview, which require between 4096 and 8192 output tokens to achieve
their optimal performance (with a very steep degradation below 4096). To verify whether this sharp rise in performance is
actually due to the model not generating a valid action, Fig. A7 also visualizes the average percentage of illegal actions per
episode over the maximum sample length, which (inversely) correlates very strongly with performance for the ol models.
We therefore set the maximum sample length to 8192 for the ol models as a tradeoff between cost and performance (the
maximum for ol-preview is 32768, the maximum for o1-mini is 65536 (OpenAl, 2024d)). This should enable the o1 models
to achieve their best performance on our benchmark — even though they do so at a much higher (computational) cost than
the other models.

C.2. Replaying a Demonstration Episode

In-context imitation learning requires several different skills, one of which is being able to locate and retrieve the relevant
demonstration(s) from the context. We therefore conduct a “sanity check” experiment where we provide a single demon-
stration episode and “replay” the exact same episode for evaluation (akin to a multimodal sequence copying task). Thus,
for every step, the model only has to find the correct location in the demonstration episode in its context and reproduce its
corresponding action. Accordingly, we slightly change the evaluation setup since the next observation (both action and next
state) in the evaluation trajectory is always determined by the demonstration episode and not by the action generated by the
model (i.e., we perform teacher forcing rather than a dynamic evaluation). As a result, we are not interested in a model’s
return but in how often it manages to match the action from the demonstration episode. Like in our other experiments, we
evaluate 100 different episodes. For the sake of simplicity, we do not use chain-of-thought prompting, do not show the legal
actions in the prompt, and only consider a single demonstration episode. Other than that, we leave the prompt the same as in
our default experimental setup (i.e., including the same preamble and separator).

Figs. A8 to A13 show the average action replay accuracy per evaluation step for all frontier models on all six environments
(for all state representation formats separately). We observe that models are generally capable of replaying the demonstration
episodes, with slightly lower performance deeper into the episode. The significant exception is ol-mini which struggles
with the replay task in most settings. Similarly, Gemini 1.5 Flash fails to replay the actions for tic-tac-toe with RGB
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| wall | wall | wall | wall | wall | wall | wall | wall | wall | wall | wall | wall
| wall | tile | tile | tile | tile | tile | tile | tile | tile | tile | tile | wall
| wall | tile | tile | tile | tile | tile | tile | player | tile | tile | tile | wall
| wall 7Iiitlle | tile 717 tile | tile 717 tile | t11e77]7 tile | t11e77]7 tile | tile 717 wall |
| wall | tile | tile | tile | tile | tile | tile | tile | tile | tile | tile | wall |
| wall 7177tlle | tile 717 tile | tile 717 tile | tile 717 tile | tlleii]i tile | tile 717 wall |
| wall | tile | target | tile | tile | tile | tile | tile | tile | tile | tile | wall |
| wall | tile | tile | tile | tile | tile | tile | tile | tile | tile | tile | wall |
| wall | tile | tile | tile | tile | tile | tile | tile | tile | tile | tile | wall |
| wall | tile | tile | tile | tile | tile | tile | tile | tile | tile | tile | wall
| wall | tile | tile | tile | tile | tile | tile | tile | tile | tile | tile | wall
| wall | wall | wall I wall | wall I wall | wall I wall | wall | wall | wall I wall |
(a) ASCII

{'player': [2, 7], 'target': [6, 2]}

(b) Coordinates (c) RGB

Figure A6. Sample observations from our grid world environment for all three state representation formats. For the RGB observations
(Fig. A6c), we use the sprites from Crafter (Hafner, 2022) for the walls, the player, and the target (the floor is a black square).

observations. Note that, in theory, the observation type is irrelevant for this task since the models could just count the
number of observations in the evaluation trajectory and select the corresponding action in the demonstration trajectory.

C.3. Illegal Actions

As described in Section 2.4, we do not terminate the evaluation episode early if a model does not produce a valid action
(except on the crossword task) but instead randomly sample one of the actions that are legal in the current state and continue
the evaluation with the observation produced by that action. To differentiate illegal actions from acting randomly (over
legal actions), we compute how often models actually propose an illegal action and visualize the percentage of illegal
actions per episode over the number of expert demonstrations in Figs. A15 to A20 (analogous to Figs. 3 to 8). Note
that, since we perform an ablation over showing the legal moves in the prompt (see Appendix C.4), in theory, all models
could have the necessary information to sample a legal action at all times (whether we actually show this or not in our
main experiments depends on whether it improves model performance in the ablations). Nevertheless, we observe that
models do produce illegal actions actions across most environments. For example, on the grid world navigation task with
coordinate observations ol-preview produces almost 100% illegal actions with 2 or more expert demonstrations in the
context. Interestingly, the ability to produce legal actions also depends on the observation type: For tic-tac-toe, all models
mostly produce legal actions with ASCII observations, but the Gemini 1.5 models generate up to ~ 60% illegal actions for
RGB observations from the same environment.
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Figure A7. Ablating the maximum sample length for all three observation types (ASCII, coordinates, and RGB images) of the grid world
navigation task with 1 demonstration episode (the left panels show the average score, the right panels show the percentage of illegal
actions). As expected, 32 output tokens are sufficient for Claude 3.5 Sonnet, GPT-40, Gemini 1.5 Flash, and Gemini 1.5 Pro to achieve
their best performance on the task. In contrast, ol-mini and ol-preview require between 4096 and 8192 output tokens to achieve their
best performance. With less than 8192 output tokens, the o1 models do not have enough internal “reasoning tokens” at their disposal to
produce an output, which can be seen by the sharp increase in the percentage of illegal actions in the right panels. Note that 01-mini and
ol-preview are text-only models and therefore cannot process RGB image observations.
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Atari Phoenix - RGB
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Figure A8. Replaying the demonstration episode for the Phoenix game (with RGB observations) from Atari 2600. The color visualizes
the models’ average accuracy when attempting to replay the action for a given step. The Gemini 1.5 models generally perform well at
replaying the demonstrations, regardless of the step, though they show a slight degradation in performance towards the 80-step mark,
from which they immediately recover again. The performance of GPT-40 shows a slightly higher degradation towards step 80, but also
immediately recovers thereafter. Note that Claude 3.5 Sonnet cannot process more than 100 images at a time, so we cannot evaluate it on
this task. Similarly, ol-mini and ol-preview are text-only and, therefore, cannot process RGB observations.

Table Al. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for the Phoenix game
from Atari 2600. For this task, all models perform best without legal actions and without chain-of-thought.

Model Observation Legal Actions Chain-of-Thought Average Score
False 42.83
False T 616
Gemini 1.5 Flash RGB rue :
True False 8.07
True 6.46
False 21.86
False True 8.68
Gemini 1.5 Pro RGB !
True False 6.33
True 6.21
False 31.80
False True 11.40
Gemini 2.0 Flash Exp. RGB e False 15.20
u True 10.20
False T 340
GPT-4o RGB e False 6.40
True 5.40
False False 29.00
ol RGB True 19.20
T False 23.00
rue True 16.40

C.4. Hyperparameter Ablations

As mentioned in Section 3, we ablate the use of chain-of-though prompting (Wei et al., 2022) and whether or not to include
the list of actions that is legal given the current observation in the prompt for each model-task combination since we want to
report the best-possible performance the models can attain on our benchmark. For completeness, we present all the ablation
results in Tables A1 to A10. We highlight the best score for each model-observation pair in bold and use the corresponding
hyperparameter combination for our sweeps over the number of expert demonstration episodes in Section 3.2.

C.4.1. INCLUDING PAST ACTIONS

Over the course of our experimental investigation of frontier models’ performance in dynamic environments, we noticed that
these models have a tendency of getting stuck into repeating their previous action. We therefore conduct an ablation where
we do not show the past actions of the evaluation trajectory in the prompt (the past observations remain in the prompt, as do
the observations and actions of the demonstration episode). Tables A11 to A13, A15 and A16 show the performance for all
frontier models on the grid world navigation task with 1 expert demonstration episode with and without the past actions in
the prompt. In general, all models benefit from having the full history in the prompt (i.e., both the previous observations and
actions), even if that allows them to repeat their previous action more easily (in most environments they can still infer the
previous action from the two past observations). The only exception is Claude 3.5 Sonnet (see Table A11), which does not
show a clear trend in terms of including the past actions. Given these results, we decide to always include the past actions in
the prompt for all models and environments in all our other experiments.
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Chess vs. Stockfish (Level 0: 1 node) - ASCII
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(a) ASCII observations

Chess vs. Stockfish (Level 0: 1 node) - FEN
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GPT-40
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ol-preview
Gemini 1.5 Pro
Gemini 1.5 Flash
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

Step
I ]

! 1 1 1 1 1
0.0 0.2 0.4 0.6 0.8 1.0
Avg. Action Replay Accuracy

(b) FEN observations

Chess vs. Stockfish (Level 0: 1 node) - PGN

Claude 3.5 Sonnet
GPT-40

ol

ol-mini
ol-preview
Gemini 1.5 Pro
Gemini 1.5 Flash

Gemini 2.0 Flash Exp.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
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0.0 0.2 0.4 0.6 0.8 1.0
Avg. Action Replay Accuracy

(c) PGN observations

Chess vs. Stockfish (Level 0: 1 node) - RGB

Claude 3.5 Sonnet
GPT-40

ol

Gemini 1.5 Pro

Gemini 1.5 Flash

Gemini 2.0 Flash Exp.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

Step

| 1 | | 1 1
0.0 0.2 0.4 0.6 0.8 1.0

Avg. Action Replay Accuracy

(d) RGB observations

Figure A9. Replaying the demonstration episode for the different observation types from our chess environments. The color visualizes the
models’ average accuracy when attempting to replay the action for a given step. All models generally perform well across all observation
types, except for ol-mini, which shows a strong performance degradation towards the end of the episode across all three observation
text observation types (recall that ol-mini and ol-preview are text-only models, and, therefore, cannot process RGB images). With the

exception of Claude 3.5 Sonnet, all models struggle (to varying degrees) to replay the last few actions with PGN observations.
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Crosswords (7x7) - ASCII

Claude 3.5 Sonnet

GPT-d0

ol-mini

ol-preview

Gemini 1.5 Pro

Gemini 1.5 Flash

Gemini 2.0 Flash Exp.

i
0.0 02 0.4 0.6 0.8 10
Avg. Action Replay Accuracy

Figure A10. Replaying the demonstration episode for our crossword environment with ASCII observations. The color visualizes the
models’ average accuracy when attempting to replay the action for a given step. All models generally perform well, except for ol-mini,
which completely fails at this task. Moreover, Claude 3.5 Sonnet, Gemini 1.5 Flash, and Gemini 1.5 Pro struggle to replay the first step.

DM Control: Cheetah - Run - Coordinates

Claude 3.5 Sonnet
GPT-40

ol

ol-mini

ol-preview

Gemini 1.5 Pro
Gemini 1.5 Flash
Gemini 2.0 Flash Exp.

0 2 4 6 8 1012 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 98
Step

0.0 0.2 0.4 0.6 0.8 1.0
Avg. Action Replay Accuracy

Figure Al1l. Replaying the demonstration episode for the cheetah run task from the DM Control suite (with coordinate observations).
The color visualizes the models’ average accuracy when attempting to replay the action for a given step. GPT-40, Gemini 1.5 Flash, and
Gemini 1.5 Pro generally perform well. In contrast, o1-mini and o1-preview significantly struggle with this task. Claude 3.5 Sonnet shows
patches of slightly poorer performance around steps 32, 64, and 96, but performs well otherwise.

Table A2. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for Claude 3.5 Sonnet on
chess. For this task, Claude 3.5 Sonnet always profits from having the legal actions in the prompt. Chain-of-thought prompting improves
performance on FEN and RGB observations, but not on ASCII and PGN observations.

Model Observation Legal Actions Chain-of-Thought Average Score

- o
ASCII ’

T False -0.88

e True -0.93

False -0.96

FEN False True -0.99

True False -0.96

Claude 3.5 Sonnet True -0.95

(2024-10-22) False 0.92
False ’

PGN True -0.97

T False -0.82

fue True -0.86

False -0.96

RGB False True -0.99

T False -0.94

e True -0.91
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Grid World (12x12) - ASCII Grid World (12x12) - Coordinates

Claude 3.5 Sonnet Claude 3.5 Sonnet

GPT-40 GPT-do

o1
ol-mini ol-mini
ol-preview ol-preview
Gemini 1.5 Pro Gemini 1.5 Pro
Gemini 1.5 Flash

Gemini 1.5 Flash
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Step Step
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(a) ASCII observations (b) Coordinate observations

Grid World (12x12) - RGB

Claude 3.5 Sonnet
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Step

I | ]
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(c) RGB observations

Figure A12. Replaying the demonstration episode for the all observation types from our grid world navigation task. The color visualizes the
models’ average accuracy when attempting to replay the action for a given step. All models generally perform well across all observation
types, except for ol-mini on ASCII observations. Moreover, the Gemini 1.5 models struggle on step 12 with ASCII observations, and
ol-mini struggles with the last step for coordinate observations. Note that o1-mini and ol-preview are text-only models and, therefore,
cannot process RGB observations.
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Table A3. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for Gemini 1.5 Flash,
Gemini 1.5 Pro, and Gemini 2.0 Flash Experimental on chess. For this task, the models almost always profit from having the legal actions
in the prompt. Chain-of-thought prompting sometimes improves performance, but not across the board.

Model Observation Legal Actions Chain-of-Thought Average Score
False -1.00
ASCIL False True -1.00
True False -0.98
True -0.99
False -0.99
FEN False True -0.99
True False -0.99
.. True -0.98
Gemini 1.5 Flash
False False -0.98
PGN True -0.99
True False -0.96
True -0.97
False -1.00
RGB False True -1.00
True False -0.97
True -1.00
False -1.00
ASCII e True -099
True False -0.96
True -0.97
False -1.00
FEN False True -1.00
True False -0.95
.. True -0.97
Gemini 1.5 Pro
False False -0.93
PGN True -0.94
True False -0.90
True -0.97
False -1.00
RGB False True -0.99
True False -0.99
True -0.97
False -1.00
ASCII False True -0.99
True False -0.93
True -0.98
False -0.95
FEN False True 0.99
True False -0.91
. True -0.97
Gemini 2.0 Flash Exp.
False False -0.87
PGN True -0.96
True False -0.91
True -0.96
False -0.98
RGB False True -0.99
True False -0.95
True -0.95
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Table A4. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for GPT-40, o1-mini,
ol-preview, and ol on chess. For this task, the models always profit from having the legal actions in the prompt. Chain-of-thought
prompting sometimes improves performance, but not across the board.

Model Observation Legal Actions Chain-of-Thought Average Score
False -1.00
ASCII False True -1.00
True False -0.94
True -0.92
False -0.94
FEN False True -0.98
True False -0.98
True -0.90

GPT-40
False False -0.63
PGN True -0.97
True False -0.88
True -0.93
False False -0.90
RGB True -0.99
True False -0.84
True -0.91
False -0.99
ASCII False True -0.99
True False -0.96
True -0.96
False False -1.00
. True -1.00
ol-mini  FEN T False -0.89
rue True 0.92
False False -0.99
PGN True -0.97
True False -0.84
True -0.83
False -0.99
ASCII False True -0.99
True False -0.93
True -0.94
False -0.99
, False True 0.99
ol-preview FEN False -0.95
True True -0.89
False -0.98
PGN False True -0.98
True False -0.95
True -0.90
False False -0.98
ASCII True -0.98
True False -0.85
True -0.87
False -0.95
FEN False True 0.89
True False -0.82
True -0.87

ol

False False -0.80
PGN True -0.84
True False -0.85
True -0.79
False -0.95
RGB False True -0.97
True False -0.82
True -0.88
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Tic-Tac-Toe vs. Random - ASCII

Claude 3.5 Sonnet
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ol
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Gemini 1.5 Flash
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Tic-Tac-Toe vs. Random - RGB
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(a) ASCII observations (b) RGB observations

Figure A13. Replaying the demonstration episode for the all observation types from our tic-tac-toe environment. The color visualizes the
models’ average accuracy when attempting to replay the action for a given step. All models generally perform well across all observation
types except for Gemini 1.5 Flash on RGB images, where it fails completely. Claude 3.5 Sonnet and Gemini 1.5 Pro also struggle (to
varying degrees) with the first step (step 0) for RGB observations. Note that o1-mini and ol-preview are text-only models and, therefore,
cannot process RGB image observations.

Table AS5. Ablating the use of chain-of-thought prompting for the task of solving crosswords. Chain-of-thought prompting sometimes
improves performance, but not across all models. For this task, showing legal actions is infeasible (as it would include all possible (i.e.,
thousands of) words of the correct length for every slot), so we do not ablate it.

Model Observation Legal Actions Chain-of-Thought Average Score
Tl e e b 0
Gemini 1.5 Flash ASCII False ?fllls: }jﬁf{
Gemini 1.5 Pro ASCII False ;;lls: 2;;?,
Gemini 2.0 Flash Exp.  ASCII False ?illlie ;;g
GPT-40 ASCII False ?:IIJS: Zég
ol-mini ASCII False ?illls: :Zg
ol-preview ASCIT False %11: 3;3;
ol AscIl False pae o8
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Figure A14. Fraction of elements per repeated action subsequence length in the Phoenix game from Atari 2600 (without demonstration
episodes). To compute these results, we partition each evaluation episode into segments consisting of the same action generated
consecutively. The segment length is on the x-axis, and the height of each bar is the fraction of actions (out of the total number of actions)
across all time steps in all evaluation episodes that fall into each segment length. All three models have many episodes (e.g., more than
60% for Gemini 1.5 Flash) where they repeat the same action throughout almost the entire episode. Accordingly, they fire very rarely and
thus achieve a low score (cf. Fig. 3), since, in the Phoenix game, in order to fire repeatedly, the firing button needs to be pressed and
released repeatedly — constantly holding it down (i.e., repeating the previous action) only results in a single shot.

Atari Phoenix (RGB)
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Figure A15. Average percentage of illegal actions per episode over the number of expert demonstrations for the Phoenix game (RGB
observations) from Atari 2600. All models mostly generate legal actions. Note that o1-mini and ol-preview are text-only and, thus, cannot
process RGB observations.
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Chess vs. Stockfish (Level 0: 1 node) (ASCII)

Chess vs. Stockfish (Level 0: 1 node) (FEN)
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Figure A16. Average percentage of illegal actions per episode over the number of expert demonstrations for all state representation formats
from our chess environment. GPT-40, o1-mini, and ol-preview rarely generate illegal actions (except for GPT-40 with PGN observations).
In contrast, the Gemini 1.5 models consistently struggle to generate legal actions across all state representation formats and with higher
rates of illegal actions with increasing numbers of expert demonstrations in the context. Note that o1-mini and ol-preview are text-only
models and therefore cannot process RGB image observations.
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Figure A17. Average percentage of illegal actions per episode
over the number of expert demonstrations for our crossword en-
vironment with ASCII observations. All models produce a high
percentage of illegal actions (between ~ 40% and ~ 90% of all
the actions in an episode).

Figure A18. Average percentage of illegal actions per episode
over the number of expert demonstrations for the cheetah run
task from the DM Control suite with coordinate observations.
All models, except ol-mini, consistently produce mostly legal
actions.
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Figure A19. Average percentage of illegal actions per episode over the number of expert demonstrations for all state representation formats
form our grid world navigation task. The ol models increasingly struggle to produce legal actions with increasing numbers of expert
demonstrations in the context, with ol-preview having a very high percentage of illegal actions. In contrast, GPT-40, Gemini 1.5 Flash,
and Gemini 1.5 Pro consistently produce legal actions. Note that ol-mini and ol-preview are text-only models and therefore cannot
process RGB image observations.
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Figure A20. Average percentage of illegal actions per episode over the number of expert demonstrations for all state representation
formats from our tic-tac-toe environment. With ASCII observations, all models mostly produce legal actions. In contrast, for RGB
image observations, the Gemini 1.5 models struggle to produce legal actions (Gemini 1.5 Pro independently of the number of expert
demonstrations and Gemini 1.5 Flash increasingly with the number of expert demonstrations). Note that o1-mini and ol-preview are
text-only models and therefore cannot process RGB image observations.
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Table A6. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for the task of
simulating a cheetah from the DM Control Suite. For this task, most models do not benefit from chain-of-thought prompting or
showing the legal actions in the prompt (note that there are infinitely many legal actions which we represent with the following string:
'A comma-separated list (enclosed by square brackets) of 6 values between -1 and 1."').

Model Observation Legal Actions Chain-of-Thought Average Score
Fal False 4.70
Claude 3.5 Sonnet Coordinates alse True 3.53
(2024-10-22) oordmates e False 10.20
True 1.33
False ?alse ?gg

Gemini 1.5 Flash Coordinates rue :
True False 0.39
True 2.31
. oo

Gemini 1.5 Pro Coordinates ’
T False 7.69
rue True 244
False False 15.96
Gemini 2.0 Flash Exp.  Coordinat True 191
cmim ST T A oo e False 13.53
True 1.85
False 11.03
False True 0.72

GPT-40 Coordinates :
True False 1.00
True 0.92
False 0.80
ol-mini Coordinates e True 0.46
True False 0.78
True 0.44
False False 3.16
ol-preview Coordinates True 1.04
P " e False 4.08
True 1.88
False 2.08
. Coordinat False True 2.14
° . False 2.06
i True 1.84

Table A7. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for Claude 3.5 Sonnet
on the grid world navigation task. For ASCII and coordinate observations, the performance is largely independent of the ablated settings.
For RGB images, showing the legal actions and using chain-of-thought prompting performs best.

Model Observation Legal Actions Chain-of-Thought Average Score
False 1.00

ASCIT False True 1.00

Tr False 1.00

ue True 1.00

False False 0.96

Claude 3.5 Sonnet Coordinates i True 1.00
(2024-10-22) True False 0.99
True 0.99

False 0.19

RGB False True 0.40

True False 0.21

u True 0.53

33



LMAct: A Benchmark for In-Context Imitation Learning with Long Multimodal Demonstrations

Table AS8. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for Gemini 1.5 Flash,
Gemini 1.5 Pro, and Gemini 2.0 Flash Experimental on the grid world navigation task. The best-performing setting is model and
observation dependent.

Model Observation Legal Actions Chain-of-Thought Average Score

False 0.09

ASCII False True 0.08

Tru False 0.11

¢ True 0.15

False False 0.21

L. . True 0.10
Gemini 1.5 Flash Coordinates o

True False 0.14

True 0.08

False False 0.16

RGB True 0.12

True False 0.14

i True 0.12

False 0.51

ASCIT False True 025

True False 0.51

True 0.36

. B o

Gemini 1.5 Pro Coordinates True False 0.16

Y True 0.12

False 0.17

RGB False True 0.25

T False 0.24

e True 0.24

False 0.27

ASCII False True 0.41

True False 0.25

Y True 0.39

False False 0.22

L. Coordinat True 0.22

Gemini 2.0 Flash Exp. oordinates . False 0.30

e True 0.16

False 0.18

RGB False True 0.37

True False 0.23

True 043
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Table A9. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for GPT-40, o1-mini,
ol-preview, and ol on the grid world navigation task. The best-performing setting is model and observation dependent. Note that ol-mini
and ol-preview are text-only and, therefore, cannot process RGB observations.

Model Observation Legal Actions Chain-of-Thought Average Score
False 0.56
ASCII e True 0.57
True False 0.50
True 0.49
False False 0.69
GPT-40 Coordinates True 0.73
True False 0.76
True 0.72
False 0.52
RGB e True 0.70
True False 0.56
True 0.61
False 0.20
ASCII e True 0.22
True False 021
ini True 0.32
ol-mini
False False 0.92
Coordinates True 0.79
True False 0.87
True 0.80
False 0.94
ASCII False True 0.98
True False 0.97
i True 0.97
ol-preview
False False 0.99
Coordinates True 1.00
True False 0.99
True 1.00
False 1.00
ASCII e True 1.00
True False 1.00
True 1.00
ol
False False 0.99
Coordinates True 1.00
True False 1.00
True 1.00
False 0.81
RGB e True 0.86
True False 0.84
True 0.84
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Table A10. Ablating the use of chain-of-thought prompting and whether or not to show legal actions in the prompt for the game of
tic-tac-toe. Across almost all models and observations types, using chain-of-thought prompting and showing the legal actions achieves
the highest performance — often by a large margin. Note that ol-mini and ol-preview are text-only and, therefore, cannot process RGB
observations.

Model Observation Legal Actions Chain-of-Thought Average Score
False 0.10
ASCII False True 0.19
T False 0.14
Claude 3.5 Sonnet rue True 0.34
(2024-10-22) False o0t
False
RGB True 0.16
True False 0.20
True 0.19
False -0.12
ASCII False True -0.15
True False -0.10
Gemini 1.5 Flash True 0.00
Fals False 0.07
RGB e True 0.07
T False -0.05
e True 0.10
False -0.08
ASCII False True -0.07
True False -0.02
Gemini 1.5 Pro True -0.05
Fals False 0.08
RGB e True 0.06
True False -0.06
True 0.01
False 0.06
ASCII False True 0.05
True False 0.10
Gemini 2.0 Flash Exp. True 0.18
Fals False -0.07
RGB e True 0.07
True False 0.06
True 0.04
False False 0.01
ASCII True 0.15
True False 0.11
GPT-40 True 0.20
Fals False 0.00
RGB e True 0.10
T False 0.15
fue True 0.17
False 0.25
False
ini True 0.26
ol-mini ASCII . False 03
e True 045
False 0.21
False
i True 0.24
ol-preview ASCII - False 035
¢ True 0.36
False 0.58
ASCII rebe True 0.58
True False 0.83
" True 0.66
ol
False 0.38
RGB False True 0.48
True False 0.52
True 0.60
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Table A11. Ablating whether to include the past actions of the evaluation trajectory in the prompt (the actions of the demonstration
episodes are always included) for Claude 3.5 Sonnet on our grid world navigation task. Models are prone to repeating the previous action,
so omitting it from the prompt could alleviate this problem. For ASCII observations, Claude 3.5 Sonnet is mostly indifferent to having the
actions in the prompt. For coordinate observations, Claude 3.5 Sonnet performs better with the actions in the prompt, while for RGB
observations, the past actions deteriorate performance.

Model Observation Legal Actions Chain-of-Thought Past Actions Average Score
False 0.94
False True 1.00

False
True False 1.00
True 1.00

ASCII

False False 1.00
i True 1.00

True
True False 1.00
True 1.00
False 0.77
False True 0.96

False
T False 0.84
Claude 3.5 Sonnet . rue True 1.00
(2024-10-22) Coordinates Falee 077
False True 0.99

True
True False 0.78
True 0.99
False 0.26

False
False True 0.19
Tr False 0.47
ue True 0.40
RGB

False False 0.37
True 0.21

True
True False 0.68
True 0.53
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Table A12. Ablating whether to include the past actions of the evaluation trajectory in the prompt (the actions of the demonstration
episodes are always included) for Gemini 1.5 Flash on our grid world navigation task. Models are prone to repeating the previous action,
so omitting it from the prompt could alleviate this problem. In this case, including the full history of the current trajectory, i.e., both the
observations and the actions, almost always improves the performance of Gemini 1.5 Flash.

Model Observation Legal Actions Chain-of-Thought Past Actions Average Score
Fal False 0.07
e True 0.09

False
True False 0.12
True 0.08

ASCII

False False 0.09
s True 0.11

True
T False 0.10
rue True 0.15
Fal False 0.08
e True 0.21

False
True False 0.07
Gemini 1.5 Flash  Coordinates True 0.10
Fal False 0.10
e True 0.14

True
True False 0.08
" True 0.08
False 0.11
False True 0.16

False
T False 0.08
rue True 0.12

RGB

Fals False 0.10
abe True 0.14

True
T False 0.09
rue True 0.12
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Table A13. Ablating whether to include the past actions of the evaluation trajectory in the prompt (the actions of the demonstration
episodes are always included) for Gemini 1.5 Pro on our grid world navigation task. Models are prone to repeating the previous action, so
omitting it from the prompt could alleviate this problem. Without exception, including the past actions in the prompt always improves the
performance of Gemini 1.5 Pro.

Model Observation Legal Actions Chain-of-Thought Past Actions Average Score
False 0.41
False True 0.51
False
True False 0.22
Ti .25
ASCII rue 0.
Fal False 0.34
awe True 0.51
True
T False 0.30
fue True 0.36
Fal False 0.07
awe True 0.27
False
True False 0.06
Gemini 1.5 Pro  Coordinates True 0.13
Fal False 0.02
awse True 0.16
True
Tr False 0.08
ue True 0.12
False 0.14
False True 017
False
Tru False 0.14
© True 0.25
RGB
Fal False 0.16
5 True 0.24
True
True False 0.15
True 0.24
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Table A14. Ablating whether to include the past actions of the evaluation trajectory in the prompt (the actions of the demonstration
episodes are always included) for Gemini 2.0 Flash Experimental on our grid world navigation task. Models are prone to repeating the
previous action, so omitting it from the prompt could alleviate this problem. In this case, including the full history of the current trajectory,
i.e., both the observations and the actions, almost always improves the performance of Gemini 2.0 Flash Experimental.

Model Observation Legal Actions Chain-of-Thought Past Actions Average Score
False 0.19
False False True 027
True False 0.37
True 0.41
ASCIL

False False 0.17
True 0.25

True
True False 0.36
True 0.39
False 0.07
False True 022

False
True False 0.08
Gemini 2.0 Flash Exp.  Coordinates True 0.22
False False 0.06
True 0.30

True
True False 0.05
True 0.16
False galse g?;

False rue -
True False 0.36
True 0.37
RGB

False False 0.30
True 0.23

True
True False 0.38
True 0.43
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Table A15. Ablating whether to include the past actions of the evaluation trajectory in the prompt (the actions of the demonstration
episodes are always included) for GPT-40 on our grid world navigation task. Models are prone to repeating the previous action, so omitting
it from the prompt could alleviate this problem. Including the past actions in the prompt always achieves the highest performance.

Model Observation Legal Actions Chain-of-Thought Past Actions Average Score

False False 0.28
False True 0.56
T False 0.47
rue True 0.57
ASCII

False False 0.36
s True 0.50

True
True False 0.43
True 0.49
False 0.28

False
False True 0.69
True False 0.46
Tri 0.73
GPT-40  Coordinates ue

False False 0.21
True 0.76

True
Tr False 0.48
ue True 0.72
False False 0.47
False True 0.52
True False 0.51
u True 0.70

RGB

False False 0.51
True 0.56

True
True False 0.61
True 0.61
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Table A16. Ablating whether to include the past actions of the evaluation trajectory in the prompt (the actions of the demonstration
episodes are always included) for ol-mini, ol-preview, and ol on our grid world navigation task. Models are prone to repeating the
previous action, so omitting it from the prompt could alleviate this problem. In the vast majority of cases, including the past actions in the
evaluation prompt results in the best performance for o1-mini, ol-preview, and ol. Note that o1-mini and ol-preview are text-only models
and, therefore, cannot process RGB images.

Model Observation Legal Actions Chain-of-Thought Past Actions Average Score
False 0.18
False True 020
False
T False 0.22
e True 0.15
ASCII
False False 0.24
True 0.23
True
True False 0.29
ini ! True 0.35
ol-mini
False False 0.41
True 0.68
False
True False 0.40
i True 0.72
Coordinates
False False 0.44
s True 0.77
True
T False 0.44
e True 0.71
False 0.23
False
False True 0.38
True False 0.31
! True 0.42
ASCII
Fals False 0.30
e True 0.42
True
True False 0.27
i True 0.40
ol-preview
False False 0.10
False True 0.13
True False 0.14
T 0.13
Coordinates rue
False False 0.11
True 0.16
True
Tr False 0.10
e True 0.13
Fals False 1.00
e True 1.00
False
True False 1.00
True 1.00
ASCII
False False 1.00
) True 1.00
True
True False 1.00
True 1.00
False 0.98
False True 099
False
True False 0.98
i True 1.00
ol-mini Coordinates
False False 0.98
True 1.00
True
True False 0.99
! True 1.00
False False 0.60
False True 0.81
True False 0.59
True 0.86
RGB
False False 0.65
) True 0.84
True
True False 0.58
True 0.84
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