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Abstract

Acquiring large-scale annotated molecular
datasets has been one of the main bottlenecks
in scaling foundational models for chemistry
applications. Proprietary issues, cost, and com-
plex experimental setups have led to restrictively
small labeled datasets for some predictive tasks.
Unlike in language models, where pre-training
has shown significant improvements in down-
stream tasks, molecular pre-training has yet to
demonstrate a similar impact. Inspired by the
success of neural scaling laws, we explore the
impact of synthetic pre-training for molecular
machine learning models on their downstream
performance. We pre-train models of three
sizes (12M, 45M, 230M parameters) using 12
synthetic tasks in an encoder-decoder setup and
evaluate their performance across 10 downstream
tasks. Our findings reveal a general correlation
between pre-training perplexity and downstream
task performance, with this relationship varying
across different tasks. These insights suggest
that pre-training metrics could provide valuable
estimates of model performance post-fine-tuning.
We pre-train models with over 10B tokens
and observe that models saturate, indicating
potential for further parameter scaling. This study
represents a preliminary exploration of synthetic
task pre-training for molecular models, which can
be complementary to other pre-training methods
such as multi-task learning with labeled data and
multimodal learning.

1. Introduction
Recent advances in artificial intelligence are significantly im-
pacting molecular design and drug discovery research. How-
ever, acquiring large-scale annotated molecular datasets re-
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mains a bottleneck due to being time-consuming to run high-
quality experiments and the related costly lab work. This
results in relatively small labeled datasets, where machine
learning approaches tend to struggle with out-of-distribution
(OOD) structures and tasks.

Inspired by the success of language-based foundation
models, which can be fine-tuned to solve diverse down-
stream tasks even in low-data regimes, this paper explores
similar approaches for molecular tasks, specifically us-
ing ”synthetic” tasks. Several literature exploring pre-
training of molecular models exists; self-supervised se-
tups(Chithrananda et al., 2020; Wu et al., 2023a; Rong et al.,
2020a; Wang et al., 2022), pre-training with large labeled
datasets (Jiao et al., 2023; Ying et al., 2021; Zaidi et al.,
2022), and multi-modal approaches (Zeng et al., 2022; Ed-
wards et al., 2022; Fang et al., 2022; Li et al., 2022a). For a
more comprehensive survey on chemical pre-trained refer
to the work of (Xia et al., 2022)

Unlike language models, which benefit from abundant on-
line text data allowing for a next-token prediction objective
that naturally aligns with language understanding, obtaining
this learning signal in the chemical domain is less straightfor-
ward. For self-supervised approaches, predicting masking
objectives for stable structures might not provide a strong
and scalable learning signal to build general foundation
models. In this context, we study the impact of pre-training
on low-cost synthetic tasks on downstream applications, fo-
cusing on which tasks can endow models with a useful set
of priors and operations that can effectively help solve tasks
native to graph-space.

Following existing work in neural scaling laws for language
models (Kaplan et al., 2020; Hernandez et al., 2021), vi-
sion models (Klug & Heckel, 2022; Cherti et al., 2023),
Reinforcement Learning (Neumann & Gros, 2022), and
pre-training from labeled chemical data (Frey et al., 2023),
we pre-train a set of T5 models (Raffel et al., 2020) with
a diverse set of synthetic tasks. These tasks range from
general tasks, such as finding the shortest paths between
arbitrary atoms in a molecule and synthetic atom-mapping,
to low-fidelity software-generated tasks, such as 2D posi-
tions or RDKit functions (Landrum, 2016). This approach
allows us to create large-scale data without the need for
expensive human-curated annotations, effectively extracting
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Figure 1: Pre-training on synthetic task setup, where all
tasks are tokenized into text space to pre-train a LLM on
large-scale synthetic tasks.

information from individual molecules and selecting what
information to embed into the model.Also, synthetic pre-
training can be seen as complementary to pre-training with
labeled chemical data or multi-modal datasets.

Previous approaches in pre-training for molecular tasks,
such as (Li et al., 2024) and (Gao et al., 2022), highlight
the potential of large-scale pre-trained models in molecular
discovery. These models, leveraging vast amounts of unla-
beled data, generate informative representations crucial for
downstream tasks. Additionally, studies like (Choung et al.,
2023) and (Fang et al., 2023) emphasize the integration
of human knowledge and contrastive learning to enhance
model performance.

The motivation behind this approach is supported by find-
ings from various studies, such as SELFormer (Yüksel et al.,
2023) and (Born & Manica, 2023), which demonstrate
the effectiveness of Transformer-based models in molec-
ular tasks. Furthermore, research like (Born et al., 2023)
and (Wang et al., 2023) underscores the importance of pre-
training on diverse molecular representations.

1.1. Motivation

We opted to create a wide variety of tasks to avoid potential
negative transfer that can occur in some pre-training meth-
ods (Wang et al., 2019; Hu et al., 2019). If we only pre-train
on one particular task a high risk we only learn embeddings
to solve that one task. By diversifying the tasks we can en-
sure we are more likely to learn generalizable embeddings
that cover the full space of potential downstream molecular
tasks.

Even if the tasks are synthetic, they can still be useful to
create a more reasonable prior for the model representa-

tions than a completely random one. The main idea is
to equip the model with mechanisms and symmetries nor-
mally introduced through inductive, through a more flexible
mechanism instead of requiring the manual calculation of
these features as is done in standard Graph Neural Networks
(GNNs) approaches (Schütt et al., 2017; Gasteiger et al.,
2020; 2021). By having a set of synthetic pre-training ob-
jectives integrated together through next-token prediction,
we can gain secondary benefits as well, where other features
might emerge just from this single objective. For exam-
ple in the case of predicting 3D conformations, we could
pre-calculate an approximate 3D conformer configuration
and use it in a graph encoder through relative position bias.
However, we now need the ability to calculate or predict
the conformations at inference time (which is non-trivial
(Zhou et al., 2023; Xu et al.; Jing et al., 2022)), and it would
only this resulting characteristics and no lower-level inter-
actions that led to it. If on the other hand during training
we learn to predict these conformations, the model has to
learn to encode other related features that might be helpful
in the conformation prediction task (such as the degree of
the atoms, relation between node-types ). We will be less
dependant on a surrogate model or simulation at inference
time.

SMILES encoder vs Graph encoder There is a close
relation between sequence-based Transformer models
(Vaswani et al., 2017) and attention-based Graph Neural
Networks (GNNs) (Veličković et al., 2017). Besides the
local or global attention mechanism, one of the main differ-
ences is in their positional encoding, where generally GNNs
use either relative positional encodings in the attention bias
or more topological/structural encodings, while the vanilla
Transformers use absolute positional encodings.

Specifically for molecular representation learning, GNNs
can better represent natural inductive biases for graphs struc-
tures, which leads them to be more sample-efficient than
sequence-based approaches, since they are permutation in-
variant to node ordering, unlike SMILES, not relying on
node ordering when learning representations. GNNs, how-
ever, can be more complex from an computational perspec-
tive, requiring specialized sparse gather-scatter operations
and special batching techniques. In the case of sequence-
based models, due to the rise of generative pre-trained trans-
formers (GPT) (Brown et al., 2020), significant innovations
are constantly being developed to make transformer-based
pipelines more efficient for distributed training and infer-
ence, even at the hardware level (Wang et al., 2020). This
presents a compelling argument to keep exploring for oppor-
tunities on how new advances in other AI-related fields can
impact research in molecular representation learning, specif-
ically how string representations for molecules can better
exploit optimizations in the NLP domain. Although the
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methods described in this paper can also be generalized to
the pre-training of foundation models using synthetic tasks
for graph-based encoding models, base on these reasons, we
focus our experiments on SMILES based representations. In
this context, one of our main motivation is to overcome some
of the limitations of SMILES representations (like the lack
of permutation invariance), through large scale pre-training,
eliminating the need for manual feature engineering of a
graph-based encoder.

1.2. Contributions

Our preliminary findings show that models pre-trained on
the synthetic tasks explored here benefit downstream tasks
and overall improve as the number of pre-training tokens
increases for all model sizes. These trends align and com-
plement with results from studies like (Zhang et al., 2023)
and (Seidl et al., 2023), which show significant improve-
ments in model performance through advanced pre-training
techniques. To measure the impact of the learned molecu-
lar representations, we adopt a simplistic fine-tuning setup
where we freeze all encoder layers and pool the token rep-
resentations at the end of the transformer. We then train
a shallow MLP on top of this pooled representation and
evaluate downstream performance.

It’s important to note that our focus is not on achieving
State-of-the-Art (SOTA) pre-training performance under
this setup, which would likely require a more flexible fine-
tuning approach. Instead, we aim to explore the impact of
pre-training with synthetic tasks compared to from-scratch
baselines. Nevertheless, even with this simplistic setup,
many of our downstream metrics are competitive with SOTA
models, whether pre-trained or specialized architectures.
Analysis of more powerful fine-tuning techniques (e.g.,
adding a learnable pooling token analogous to [CLS] to-
kens or full fine-tuning) and comparison with all available
SOTA models for our downstream tasks is work-in-progress.

To summarize our contributions:

• Creation of a Large-Scale Synthetic Dataset: We
construct a comprehensive dataset of synthetic molecu-
lar tasks covering both singular molecules and multi-
molecule reactions, comprising approximately 1.1 bil-
lion molecules and totaling around 1 trillion tokens.
We plan to open-source our data, pre-training scripts,
and multi-GPU parallel downstream evaluation.

• Initial Scaling Law Observations: Our initial results
align with scaling laws observed in large language mod-
els. The observation that the pre-training loss saturates
long before running out of data suggests that scaling to
even larger models could further enhance performance.
Models continue to improve while perplexity in the
pre-training task decreases, and this trend persists with

more pre-training tokens and increased model capacity.

• Downstream Benchmarks: Despite a simplistic fine-
tuning setup, our models achieve competitive perfor-
mance metrics on several downstream tasks, underscor-
ing the effectiveness of the learned molecular represen-
tations. More detailed comparisons and benchmarks
against SOTA models are work in progress.

• Ablation Study of Pre-Training Tasks: We con-
ducted an ablation study to determine which pre-
training tasks have the most significant impact. This
analysis helps identify the most effective tasks for im-
proving model performance and build new synthetic
tasks.

These contributions highlight the potential our synthetic pre-
training setup to improve chemistry models, with possibili-
ties to extend synthetic tasks and scale models further. Our
future focus is to provide an initial blueprint to design, test
and expand synthetic tasks pre-training in an open-source
effort.

2. Datasets
The main requirement for pre-training datasets is scale; we
focus on datasets large enough to allow for large-scale pre-
training (¿100M+ molecules), such as Pubchem (Kim et al.,
2023) and ZINC (Irwin & Shoichet, 2005; Irwin et al., 2020;
Tingle et al., 2023). Although it is possible to combine
labeled datasets during pre-training, we would like to avoid
this as much as possible in this work, since it would also
reduce the set of possible downstream tasks we can evaluate
on, limiting the scalability of our pre-training approach.

As mentioned before, some of the largest publicly available
datasets with structures are currently ZINC ( 1B molecules)
and PubChem (1̃50M molecules). ZINC is partially syn-
thetic but mostly consists of synthesizable compounds that
are commercially available. Several versions of ZINC exist
(ZINC15, ZINC17, ZINC22), and it is continuously being
updated to extend the set of viable compounds. In addition,
other dataset that could potentially be used is the GDB-17
177B (Ruddigkeit et al., 2012), which enumerate all ’reason-
able’ permutation of up to 17 atoms that result in relatively
stable molecules. However, these are even more synthetic,
and possibly not synthesizable in reality, so we chose not
not include these in our preliminary experiments.

In total our dataset then is comprised of 1̃.1B molecules, to
which we can apply synthetic tasks; as a reference, with the
ten tasks presented in this preliminary work and an average
of 100 tokens per molecule, we can obtain a dataset of about
1T tokens for pre-training experiments.
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3. Synthetic Tasks
We perform our experiments on a suite of mostly synthetic
or highly available tasks, 9 of which capture single molec-
ular patterns (IUPAC Name Prediction, Stereochemistry,
Sanitization, SMILES2IUPAC, Shorted Paths, 2D Confor-
mation, 3D Conformation, Attributes, Descriptors) and 3 of
which focus to learn inter-molecular interactions emulating
mechanisms useful for chemical reactions/retrosynthesis
(Synth. Atom mapping, Synth. forward reaction, Synth.
Retrosynthesis). We briefly describe how we create each
task and the reasoning their design . We create input/output
pairs for each of the tasks, and ensure all of them can be
completely reason over text-space through special conver-
sion rules depending on the task. We also randomly mask
input tokens during training, similar to masked language
modeling (MLM) (Devlin et al., 2018), forcing the decoder
to look at neighbouring tokens and atoms when attempting
to generate learn these tasks.

3.1. RDKit Functions, Descriptors, and Fingerprints

The primary goal of pre-training on RDKit outputs is to en-
able the model to learn chemical knowledge that is indirectly
encoded in the hand-crafted rules of RDKit implementations
(Landrum, 2016).

Basic chemical knowledge can be extracted by counting
the types of atoms and bonds in a molecule, identifying
common substructures, or applying standard sanitization
rules. We convert such knowledge into tasks by training
the model to predict the number of atoms and bonds in
a molecule, perform sanitization on corrupted SMILES,
and estimate RDKit’s fingerprints and descriptors from the
SMILES input. Additionally, we compute the synthetic
accessibility score in RDKit, which serves as another task.

By learning these tasks, the model can encode chemical
knowledge embedded in RDKit’s rules, such as properly
counting atoms and bonds (e.g., three carbons, one nitrogen,
three single bonds, one double bond) and encoding common
substructures (e.g., Morgan fingerprints (Morgan, 1965)).

3.2. Graph features and shortest paths

When encoding SMILES in a Transformer, we lose the rela-
tive positional information between atoms, especially since
SMILES can be permuted without changing the molecule.
This loss of positional encoding means we also lose permu-
tation invariance, where the permutation of SMILES can
affect the encoding and resulting embedding. To address
this, we utilize shortest path prediction between atoms in
the molecule.

Shortest paths between atoms are a common method of
including relative positional encodings while maintaining

equivariance. We randomly sample two atoms in the
molecule and calculate both the length of the shortest path
and the sequence of atom mapping numbers in that short-
est path. We train the model to predict these two values,
implicitly learning the relative positions of the atoms in
SMILES.

The model should learn to predict the shortest path length
and the sequence of the path traversal directly. Our
task tokens thus become the task and a query between
two atoms within the atom-mapped SMILES input (e.g.,
[sp][query][71][67]), which should output the
length and sequence (e.g., len: 10, seq: 71 96 16 93 94 35
63 42 69 52 67). This way, we can indirectly learn shortest
path encodings between atoms. Since the decoder has to be
capable of performing shortest path traversal, embeddings
should also learn to align with this task.

The main goal is to learn the graph inductive bias itself,
instead of manually constructing a graph-based inductive
bias. By learning the shortest path, other useful features
might also be learned, such as atom types and atom degrees,
to ensure embeddings are unique along the path.

3.3. Synthetic reactions and atom mappings

Learning the role of a molecule in a reaction is crucial not
only for reaction-based downstream tasks but also for prop-
erty prediction. Instead of relying on limited reaction data,
we create synthetic reactions by fragmenting molecules. To
ensure these fragmentations yield more reaction-like results,
we calculate the probability distribution for each bond in
the molecule. This calculation is based on the normalized
max-flow in the molecular graph (analogous to spectral clus-
tering), bond type (giving less weight to aromatic rings), and
the proximity to leaf atoms, which are more likely to break.
This method reduces the chances of unlikely reactions, such
as the breaking of rings. See Figure 2 for an example of a
generated reaction using this method.

Additionally, we train the model to predict the mapping
between atoms in synthetic reactions. This forces the model
to learn how to distinguish atoms in distinct local neighbor-
hoods, which is closely related to the atom-mapping task in
reaction prediction (Schwaller et al., 2019).

By creating synthetic reactions and enforcing atom mapping
predictions, the model learns to encode multiple molecules
and match graphs. Graph-matching requires learning em-
beddings for atoms that are unique and accurately describe
their local neighborhood, leading to better overall embed-
dings.

3.4. SMILES to IUPAC

IUPAC (International Union of Pure and Applied Chem-
istry) (Bergmeier, 1998) names of molecules contain rich
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Figure 2: Example of a synthetic reaction that was created
by fragmenting the product molecule into two reactants.

information about their functional groups. By training a
model to predict the IUPAC names from SMILES repre-
sentations, we aim to align the SMILES embeddings in
latent space, allowing them to represent similar functional
groups more effectively. This alignment helps in capturing
the structural and functional similarities between molecules.
Additionally, predicting IUPAC names is challenging due to
the one-to-many mapping nature, where a single molecule
can have multiple valid IUPAC names. This complexity
enhances the model’s ability to learn robust and generalized
embeddings. To create this task, we sampled approximately
100 million molecules from the PubChem database that have
corresponding IUPAC names. Even though this task is not
strictly synthetic, there is enough available information for
our pre-training purposes.

3.5. Conformations and stereochemistry

The structures of molecules significantly impact their prop-
erties and reactivity. Therefore, it is crucial for the model
to understand structural information to perform molecular
downstream tasks. However, SMILES representations of-
ten fail to retain this information. To augment the model
with structural data, we obtain approximate 2D and 3D
conformations from the ZINC dataset (3D, calculated with
OpenEye’s Omega (Hawkins et al., 2010)) and standard
RDKit functions (2D). In our experiments, we focus on an
autoregressive Transformer model and need a method to
tokenize the coordinates of each atom in a molecule. By as-
signing coordinates to each atom in the SMILES sequence,
similar to assigning atom-map numbers, we achieve a cus-
tom conversion from position to text space. By rounding
the positions to a certain decimal place, the sequential pre-
diction of the coordinates in autoregressive decoding works
as if we are first approximating the position of the atom in
a larger grid and then sequentially determining the more
precise positions, as shown in Figure 3.

We thus get a text-based representation of the 2D and 3D
conformations, e.g., [C—xyz 3.1 9.0 1.3][N—xyz 3.1 9.0
1.3], where —xy and —xyz let the model decode either
2D or 3D positions purely in text space. Although these
are absolute positions and not SE(3)-invariant, given that
we are using them as targets and not features, and with a

Figure 3: Example of how we can tokenize the 2D positions
of atoms by rounding the absolute positions to create a
hierarchical tokenization. A similar method can also be
applied in 3D space.

large enough number of training examples, we believe this
can constitute an extremely powerful learning signal. By
tokenizing and learning to predict these positional SMILES
representations, representations of the 3D and 2D geometric
space of molecules should emerge within the latent space of
the encoder model. Since our goal is purely for pretraining,
we do not necessarily need high accuracy; we only need a
sufficient self-supervised learning signal for the model to
create better representations.

In addition, the stereochemistry of molecules can also have
a significant impact on their properties. We add a task of
predicting a molecule’s stereochemistry by removing the
stereochemical information from the SMILES and recover-
ing it in the decoder.

4. Method
4.1. Model

We use a T5-based model with an encoder-decoder architec-
ture (Raffel et al., 2020). This architecture allows us to sep-
arate the encoder and decoder parts of the model, enabling
us to use only the encoder for fine-tuning on downstream
tasks. The choice of model sizes was made to align with
model sizes commonly used in previous literature (Irwin
et al., 2022). We opted for the following model sizes:

• 12M / 5.5M (encoder-only)

• 45M / 19.5M (encoder-only)

• 230M / 101M (encoder-only) (in-progress)

All models are initially pre-trained on synthetic tasks using
the full T5 model. Subsequently, the encoder part is used
with a linear layer for fine-tuning on downstream tasks.
The pre-training process was conducted on 8xA40 GPUs,
with the 12M model taking approximately 12 hours, the
45M model taking approximately 48 hours, and the 230M
parameter model expected to train in about 5 days.

4.2. Tokenizer

For each task, we include a special task token that is pro-
vided only to the decoder. This decision ensures that the
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learned encoding remains as general as possible for any
potential downstream task. By restricting the task token
to the decoder, the encoder and embedding layers must be
larger, as they are required to encode all features regardless
of the downstream or decoding task. If the task token were
included in the encoder, the model could dynamically ad-
just its attention behavior, but we would not know the task
token at inference time. Our goal is to develop a generalist
encoding model.

Although we generally expect SMILES inputs during the
fine-tuning of downstream tasks, we also added extra to-
kens for all additional characters or words that might be
used in some of the pre-training tasks (e.g., numbers for
conformation predictions or IUPAC generation). In total,
the vocabulary size is around 1100 tokens.

5. Results
5.1. Downstream property prediction finetuning

To evaluate the downstream task performance of the pre-
trained models, we fine-tuned them on MoleculeNet (Wu
et al., 2018) property prediction tasks. A prediction head
with two fully connected layers was fed with mean-pooled
hidden states from the encoder of the pre-trained model to
predict the desired property values. The model was trained
for 5000 steps with a batch size of 64 and early stopped
when the validation metric did not improve for 5 validation
checks. Each dataset was split using scaffold splitting fol-
lowing previous work (Chithrananda et al., 2020; Li et al.,
2022b; Luong & Singh, 2024; Ross et al., 2022; Rong et al.,
2020b; Wu et al., 2023b; Zhu et al., 2022; Bai et al., 2023),
and the test set performance was recorded.

5.2. Downstream tasks evaluation

Figures 4 and 5 display the results on the downstream tasks
for the 12M and 45M models, as well as initial results for
the 230M model (still in progress). Multiple checkpoints
of the pre-trained models were fine-tuned and evaluated to
investigate the effect of the amount of data seen for each
model size. Generally, the larger models performed better on
the downstream tasks as the number of pre-training tokens
increased.

For certain tasks (ClinTox, Tox21, QM8, QM9), the smaller
12M (5.5M encoder) model showed a tendency to perform
worse on downstream tasks with more pre-training tokens,
possibly indicating that its capacity is too limited to learn
proper embeddings for all tasks. This could mean it sac-
rifices performance on harder pre-training tasks over time,
specializing in tasks it can solve, potentially leading to an
embedding space that does not generalize well to down-
stream tasks. Further experiments are needed to fully inves-
tigate this behavior.

Table 1: Model performance on various classification tasks
for different model sizes and checkpoints. Higher is better
(↑).

Model Size Checkpoint BACE ↑ BBBP ↑ ClinTox ↑ Tox21 ↑

stp-t5-12m

Baseline 0.6841 0.6684 0.9860 0.7621
6M Tokens 0.7120 0.6803 0.9883 0.7554
24M Tokens 0.7726 0.6624 0.9878 0.7574
42M Tokens 0.7890 0.6604 0.9871 0.7602
60M Tokens 0.7775 0.6568 0.9871 0.7613
300M Tokens 0.8051 0.7040 0.9867 0.7685
2.1B Tokens 0.8010 0.6964 0.9927 0.7583
3.6B Tokens 0.8022 0.7167 0.9753 0.7545
5.7B Tokens 0.7936 0.7081 0.9713 0.7493
7.8B Tokens 0.7972 0.7065 0.9500 0.7428
11.4B Tokens 0.8059 0.7069 0.9574 0.7344

stp-t5-45m

Baseline 0.6992 0.6401 0.9887 0.7624
6M Tokens 0.7332 0.6697 0.9884 0.7713
24M Tokens 0.7231 0.6596 0.9888 0.7686
42M Tokens 0.7396 0.6606 0.9882 0.7674
60M Tokens 0.7468 0.6691 0.9882 0.7660
300M Tokens 0.7707 0.6750 0.9876 0.7810
2.1B Tokens 0.8116 0.7123 0.9889 0.7915
3.6B Tokens 0.7950 0.7115 0.9925 0.7887
5.7B Tokens 0.8091 0.7113 0.9960 0.7892
7.8B Tokens 0.8054 0.7394 0.9980 0.7873
11.4B Tokens 0.8082 0.7336 0.9984 0.7877

stp-t5-230m

Baseline 0.6995 0.6580 0.9879 0.7650
6M Tokens 0.6998 0.6302 0.9879 0.7629
24M Tokens 0.7350 0.6364 0.9890 0.7638
42M Tokens 0.7441 0.6414 0.9877 0.7655
60M Tokens 0.7503 0.6442 0.9885 0.7733
300M Tokens 0.7654 0.6685 0.9975 0.7773

Figure 7 shows the perplexity over next-token prediction for
all the synthetic pre-training tasks. The tables demonstrate
that as more tokens are shown to the pre-trained models,
they improve at their pre-training tasks. Additionally, larger
models exhibit better performance, which is expected. The
pre-training perplexity generally aligns with downstream
task performance. However, models tend to saturate in
their pre-training objectives due to constrained size and
sometimes show worse performance. While further exper-
iments are needed to fully investigate the relationship be-
tween model size, the number of pre-training tokens, the
loss of pre-training tasks, and downstream performance,
initial results are promising.

Given its increased capacity, initial results for fine-tuning the
230M model on pre-training tasks show perplexity curves
seem to converge to far lower values but at slower rate,
which is promising but, due to the training speed of this
bigger version, these improvements cannot be seen in our
early checkpoints (until 300B tokens). We will report final
results for pre-training and downstream performance for
230M and a 700M models trained on 200B billion tokens in
future work (in-progress)

5.3. Ablation study

We conducted initial ablation studies on each of the individ-
ual pre-training tasks to assess their importance (see Table
2). Overall, pre-training on the synthetic accessibility score
and learning to count the number of atoms and bonds appear
to be among the most crucial tasks. This may be because the
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Figure 4: Plots of downstream classification performance on downstream tasks. The baseline model trained from scratch is
plotted as dotted line for each model size.

Figure 5: Plots of downstream regression performance on downstream tasks. The baseline model trained from scratch is
plotted as dotted line for each model size.

7



Exploring Neural Scaling Laws in Molecular Pretraining with Synthetic Tasks

Figure 6: An example of how 2D conformation predictions
evolve during pre-training, becoming increasingly accurate
as more pre-training tokens are processed. This indicates
that the model improves its understanding of the geometric
structure of molecules over time.

models, at 12M and 45M capacities, focus on solving more
manageable tasks. Conversely, pre-training solely on the
3D conformation or descriptors tasks performs significantly
worse, likely due to their complexity. A more extensive anal-
ysis is needed to fully understand the reasons behind this,
including examining larger model sizes and the dynamics
of pre-training task losses.

Table 2: Ablation study on the impact of each synthetic pre-
training task on downstream performance. The pre-training
setup is kept consistent, but for each pre-training run, only
tokens/samples from a single task are used. For clarity, we
present the overall rank of each pre-training task.

Model Size Task BACE BBBP ESOL QM7 Tox21 Avg. Rank

stp-t5-12m

All tasks 1 1 1 1 1 1.0
Formula & SAScore 4 2 2 2 2 2.4
Stereochemistry 3 7 4 5 7 5.2
Sanitization 8 6 3 7 3 5.4
Forward Reaction 7 3 7 11 5 6.6
SMILES2IUPAC 6 4 9 4 11 6.8
Mapping 2 12 8 6 9 7.4
Retro Reaction 13 5 5 10 6 7.8
Attributes 5 8 10 12 8 8.6
2D Conformation 11 9 6 9 12 9.4
Shortest Path 12 10 13 8 4 9.4
Descriptors 10 13 12 3 14 10.4
3D Conformation 9 11 11 13 10 10.8

stp-t5-45m

All tasks 1 1 1 1 1 1.0
Formula & SAScore 8 3 4 5 2 4.6
Stereochemistry 7 6 2 3 5 4.8
Sanitization 10 11 7 2 3 6.8
Forward Reaction 2 7 3 4 4 4.0
SMILES2IUPAC 12 4 10 12 10 10.0
Mapping 6 13 6 11 8 9.4
Retro Reaction 11 10 9 8 7 9.4
Attributes 3 12 5 6 9 7.2
2D Conformation 4 9 12 9 12 9.8
Shortest Path 5 2 11 10 6 7.2
3D Conformation 9 5 8 13 11 9.6
Descriptors 13 8 13 7 13 11.6

6. Discussion
Limitations While the data generation process is highly
scalable for most tasks since they are calculated and derived
directly from the SMILES representations, there are notable

limitations. Specifically, the Smiles2IUPAC task is con-
strained by the availability of labels from PubChem, as these
labels are challenging to derive or generate. One potential
solution is to train a model that can generate IUPAC names
from SMILES, but a more scalable alternative might be to
use a byte pair encoding tokenizer on the SMILES strings
and use those tokens as outputs. This type of tokenization
might encode functional groups similarly to IUPAC names.
Additionally, fingerprints serve a similar function, suggest-
ing that the IUPAC task may not be as critical. Further
experiments are necessary to investigate the importance and
impact of the IUPAC task on overall model performance.

Improvements One important improvement to our setup
would be the addition of chemical reaction benchmarks to
better understand the impact of our synthetic tasks. There
are also several improvements possible for fine-tuning the
model on the downstream tasks. We used a simple pooling
layer on top of the encoder that pools the embeddings of the
entire sequence, but this might not be optimal, since it can-
not learn to weigh the importance of different tokens in the
sequence when pooling. As mentioned before, more special-
ized fine-tuning techniques, such as adding a learnable pool-
ing token analogous to [CLS] tokens or full fine-tuning,
need to be explored. These methods could potentially en-
hance the model’s performance on downstream tasks by
better leveraging the pre-trained embeddings.

Future directions One of the main observations from
pre-training is that we saturate on the pre-training loss long
before we run out of data. This indicates that we could
potentially train even larger models. Currently, we have
230M and 700M models in progress, but with further devel-
opments, we could aim for 3B or 7B parameters, similar to
current Pre-trained Large Language Models (LLMs). We
only trained on about 10% of the molecules and only 1% of
the possible tokens we could have generated. Larger mod-
els might get expensive at inference time for downstream
tasks, but we can potentially leverage optimizations being
developed for LLMs, such as LoRa-based fine-tuning (Hu
et al., 2021), or use distillation techniques to create a smaller
model.
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A. Supplemental Materials
This section provides supplementing tables and plots for the main paper’s findings.

A.1. Pre-training Perplexity Results

Figure 7 illustrates the perplexity over pre-training tasks as the number of tokens increases. It shows that larger models
generally achieve lower perplexity as more tokens are observed, indicating better performance in downstream tasks with
lower pre-training loss. Initial results for fine-tuning the 230M model on pre-training tasks show promising trends, though
improvements cannot be fully observed in early checkpoints. Final results for pre-training and downstream performance for
230M and 700M models trained on 200B tokens will be reported in future work.

A.2. Smiles2IUPAC Pre-training Task Results

In figure 8 we show how the accuracy of IUPAC generation improves as more data is processed during training. Although
initial IUPAC names are valid and can be converted to SMILES, they do not match the ground truth until much later in the
training process.

A.3. Performance on Downstream Regression Tasks

In table 3 we display the model performance on various regression tasks for different model sizes and checkpoints. Lower
RMSE values indicate better performance. The results highlight the impact of different model sizes and the amount of
pre-training on the regression tasks.

Table 3: Model performance on various regression tasks for different model sizes and checkpoints. Lower is better (↓).

Model Size Checkpoint FreeSolv ↓ Lipo ↓ QM7 ↓ QM8 ↓ QM9 ↓ ESOL ↓

stp-t5-12m

Baseline 3.593 1.114 170.4 0.02962 0.01843 1.624
6M Tokens 2.7720 0.9955 131.6422 0.0281 0.0171 1.1353
24M Tokens 3.0146 0.9904 121.2261 0.0283 0.0176 1.0062
42M Tokens 2.7413 0.9704 114.9021 0.0279 0.0176 0.9882
60M Tokens 2.7565 0.9699 115.8992 0.0282 0.0178 0.9693
300M Tokens 2.7097 0.9161 112.0384 0.0296 0.0181 0.9017
2.1B Tokens 2.4624 0.8749 114.1018 0.0300 0.0189 0.9644
3.6B Tokens 2.4694 0.8749 103.9951 0.0300 0.0190 0.9334
5.7B Tokens 2.2439 0.8669 105.1660 0.0298 0.0193 0.9369
7.8B Tokens 2.2764 0.8826 107.7765 0.0307 0.0197 0.9387
11.4B Tokens 2.3650 0.8897 113.6905 0.0314 0.0204 0.9137

stp-t5-45m

Baseline 3.366 1.099 162.1 0.02922 0.01815 1.529
6M Tokens 2.6180 0.9959 87.8506 0.0271 0.0173 1.1184
24M Tokens 2.7270 0.9956 89.1413 0.0275 0.0179 0.9909
42M Tokens 2.8634 0.9909 105.1391 0.0273 0.0178 0.9803
60M Tokens 2.7761 0.9810 111.4210 0.0276 0.0176 0.9499
300M Tokens 2.7699 0.9690 112.3831 0.0269 0.0171 0.9235
2.1B Tokens 2.5550 0.8484 96.5613 0.0272 0.0175 0.8673
3.6B Tokens 2.6181 0.8299 85.5782 0.0267 0.0177 0.9228
5.7B Tokens 2.4683 0.8231 88.2237 0.0274 0.0175 0.8879
7.8B Tokens 2.3794 0.8146 87.8312 0.0273 0.0169 0.8950
11.4B Tokens 2.4145 0.7882 85.9396 0.0277 0.0168 0.9308

stp-t5-230m

Baseline 2.659 1.172 175.7 0.02915 0.01831 1.615
6M Tokens 2.7598 0.9813 85.3427 0.0262 0.0182 1.1301
24M Tokens 3.2061 0.9959 73.5555 0.0271 0.0177 1.0505
42M Tokens 3.2342 1.0123 75.0612 0.0281 0.0174 1.0194
60M Tokens 3.0928 0.9495 80.1895 0.0273 0.0173 0.9734
300M Tokens 2.6273 0.9622 99.2142 0.0289 0.0177 0.9881
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Figure 7: Perplexity over pre-training tasks as the number of tokens increases. Values are reported for 12M and 45M models,
while results for the 230M parameters model are still in progress (Trained for 300M tokens, downstream results shown in
table 1 & 3).
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Figure 8: An example of how IUPAC generation becomes increasingly accurate as more data is processed during training.
Although initial IUPAC names are valid and can be converted to SMILES, they do not match the ground truth until much
later in the training process.
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