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Abstract

Composed image retrieval (CIR) enables users to search images001
using a reference image combined with textual modifications.002
Recent advances in vision-language models have improved003
CIR, but dataset limitations remain a barrier. Existing datasets004
often rely on simplistic, ambiguous, or insufficient manual005
annotations, hindering fine-grained retrieval. We introduce006
good4cir, a structured pipeline leveraging vision-language007
models to generate high-quality synthetic annotations. Our008
method involves: (1) extracting fine-grained object descriptions009
from query images, (2) generating comparable descriptions010
for target images, and (3) synthesizing textual instructions011
capturing meaningful transformations between images. This012
reduces hallucination, enhances modification diversity, and013
ensures object-level consistency. Applying our method improves014
existing datasets and enables creating new datasets across015
diverse domains. Results demonstrate improved retrieval016
accuracy for CIR models trained on our pipeline-generated017
datasets. We release our dataset construction framework to018
support further research in CIR and multi-modal retrieval.019

1. Introduction020

Composed Image Retrieval (CIR) is an emerging task in vision-021
language research that allows users to refine image searches022
by providing both a reference image and a textual modification.023
While CIR has benefited from advancements in vision-language024
models (VLMs), the progress of retrieval models remains con-025
strained by limitations in existing datasets. Most CIR datasets026
are constructed through either manual annotation or automated027
data mining. Manually labeled datasets, such as CIRR, provide028
high-quality human descriptions of modifications but are often029
limited in scale, expensive to create, and prone to inconsistencies030
in textual annotations. Automatically generated datasets, such as031
those based on image synthesis or retrieval-based mining, offer032
scalability but frequently introduce issues such as annotation033
noise, hallucinated content, or overly simplistic modifications034
that fail to capture the complexity of real-world retrieval tasks.035

In this paper, we introduce a structured framework for036
generating synthetic text annotations for CIR datasets using037

Figure 1. Existing composed image retrieval datasets are costly to
construct and often have low quality text annotations. We propose
a new approach that leverages VLMs to generate higher quality,
synthetic text annotations for composed image retrieval.

a vision-language model-driven pipeline. Our approach 038
consists of three key stages: (1) extracting detailed object-level 039
descriptions from query images, (2) generating a corresponding 040
set of descriptions for target images while ensuring consistency 041
and capturing meaningful differences, and (3) synthesizing 042
natural language modifications that describe the transformations 043
required to reach the target image. This structured approach 044
mitigates common pitfalls in CIR dataset construction, such 045
as hallucinated object descriptions, vague or redundant 046
modifications, and inconsistencies in annotation quality. 047

We apply our methodology to enhance existing CIR datasets 048
and construct new ones across multiple domains. By evaluating 049
retrieval models trained on datasets generated with our 050
framework, we demonstrate improvements in retrieval accuracy, 051
particularly for fine-grained modifications that require precise 052
object-level reasoning. Our contributions include not only a 053
scalable and effective dataset generation framework but also 054
insights into the impact of dataset composition on CIR model 055
performance. A GitHub link to use our dataset generation 056
pipeline, to access our introduced datasets, and to re-produce 057
our evaluations will be shared in our camera ready submission. 058
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2. Related Work059

2.1. CIR Methods060

Modern composed image retrieval (CIR) methods fuse query061
image and text representations using multimodal vision-062
language models to retrieve relevant images [4, 5, 9, 20, 27, 31].063
Much of the recent work focuses on algorithmic developments064
to improve CIR performance including through the implemen-065
tation of attention-based mechanisms [7, 36], denoising [14],066
and interpolation-based fusion [15]. Generative vision-language067
models [8, 19] enable training-free CIR, including video-based068
approaches [2, 28, 30]. Textual inversion techniques [3, 13, 24]069
learn pseudowords for query images, while other methods070
refine cross-modal alignments [17, 25, 32, 33] for fine-grained071
retrieval, particularly in fashion domains.072

2.2. CIR Datasets073

This paper focuses not on algorithmic developments for074
composed image retrieval (CIR), but on CIR datasets and075
methods for improving or creating them.076

CIR datasets fall into two categories: manually and077
automatically generated. Manually generated datasets include078
CIRR [20], derived from NLVR2, which provides human079
annotations describing image modifications. Although a key080
benchmark, CIRR has limitations: dependence on NLVR2081
image pairs, misaligned captions, and annotations describing082
only single-object changes [3]. CIRCO [4] addresses these083
issues by allowing multiple modifications per annotation,084
sourced from MS-COCO [18], but lacks a training set and085
serves solely for evaluation.086

Automatically generated datasets overcome some of these087
limitations, leveraging existing labeled data or image-generation088
tools. Examples include LaSCo [16], synthesizing annotations089
from large-scale datasets like VQA2.0 [12], and Syn-090
thTriplets18M [14], generating images via InstructPix2Pix [6].091
Domain-specific datasets, such as Birds-to-Words [11] for092
bird species retrieval and PatternCom [22] for remote sensing,093
also exist, alongside video retrieval datasets extending CIR094
temporally [29, 30].095

Most relevant to our work is MagicLens [36], which096
constructs a dataset of 36.7 million triplets using image097
pairs mined from web pages. After filtering duplicates and098
low-quality content, captions and instructions are generated via099
large multimodal and language models. While this methodology100
is sound and the dataset could be potentially impactful for other101
researchers working on composed image retrieval, as of March102
2025, the dataset is not shared publicly and no code has been103
shared to replicate it, with the authors stating on GitHub, “We104
personally would like to release the data but the legal review105
inside may take years.” [1]106

Across the CIR datasets that are publicly available, there are107
a variety of problems, regardless of the method of generation,108
including queries where the text on its own is sufficient to find109

Query Image Target Image Text Difference Issue

“show three bottles
of soft drink” [20]

Query
photo is unnecessary

“has two children
instead of cats” [3]

Images
are not visually similar

“Have the
person be a dog” [14]

Images
are too visually similar

“Add a red ball” [4] Modification
is very simple

Figure 2. Qualitative issues with existing CIR datasets.

the target image and issues with the degree of image similarity 110
in the queries. Across existing datasets, the modifications are 111
often overly simple, focusing on a single change to a foreground 112
object. We show examples of these issues in Figure 2. Further, 113
many of the existing CIR datasets such as CIRR and CIRCO 114
are highly general in nature, lacking the specificity required 115
for many domain-specific tasks, such as medical imaging and 116
environmental monitoring. Finally, the scale of many of these 117
datasets is relatively small for any substantial training efforts. 118

3. Method 119

To improve existing CIR datasets and support the creation of 120
new ones with realistically complex textual modifications, we 121
propose good4cir, a novel pipeline that utilizes a large language 122
model – specifically OpenAI’s GPT-4o – to generate CIR 123
triplets. Our approach assumes the presence of a collection 124
of related images, which may originate from an existing 125
CIR dataset with suboptimal annotations or a novel domain 126
containing image pairs (further discussed in Section 3.6). To 127
enhance precision and reduce hallucination, we break down the 128
CIR triplet generation process into focused sub-tasks, designed 129
to encourage the production of fine-grained descriptors [10]. 130

Figure 3 depicts the structure of the proposed synthetic 131
data generation pipeline. good4cir is split into three stages, 132
which we discuss below. In the sections below, we describe the 133
general prompts for each stage. In specific domains, it may be 134
helpful to add additional specification to the prompt, such as the 135
domain of the imagery or type of scene, or a list of objects for 136
the VLM to annotate. We discuss one such case in Section 3.6, 137
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Figure 3. Our synthetic CIR data generation pipeline. The three-stage pipeline uses a structured flow of data to compare a query image and a
target image without overwhelming the context window of the VLM to mitigate hallucination. In this figure, the prompts are simplified. The
full prompts are discussed in the text.

and include the exact dataset specific prompts in the Appendix.138
Additionally, in Section 3.5, we demonstrate that this phased139
approach yields superior CIR triplets when compared with an140
alternative simpler approach of simply prompting a VLM to141
describe differences between a pair of images.142

3.1. Stage 1: Query Image Object Descriptions143

In the first stage, the VLM is prompted to generate a list of key144
objects and descriptors from the query image. Objects are the145
building blocks of any visually dense image, inherently making146
them signals of change. Queries used in composed image147
retrieval reference a specific object and a modifying caption148
(e.g., “Find a similar image but change the color of the chair149
to red”). By directing the VLM to focus on individual objects,150
we facilitate a more structured and detailed understanding of151
image differences.152

The general form of the prompt for this stage is:153

“Curate a list of up to X objects in the image from most154
prominent to least prominent. For each object, generate a155
list of descriptors. The descriptors should describe the exact156
appearance of the object, mentioning any fine-grained details.157

Example: Object Name: [“object description 1”, “object158
description 2”, . . . , “object description N”]159

Format objects and descriptors as a JSON output.”160

The example should be constructed for the specific domain,161
and the quantity for X can be modified depending on the162
density of objects in the dataset and desired number of outputs.163

3.2. Stage 2: Target Image Object Descriptions 164

In the second stage, the VLM is prompted to derive a similar list 165
from the target image by comparing it against the list of objects 166
from the query image, ensuring consistency and making mod- 167
ifications when necessary. This is done by passing both the fol- 168
lowing prompt and the output from the first stage into the VLM: 169

“Here is an image and a list of descriptors that describe a 170
different image. Curate a similar list for this image by doing 171
the following: 172

1. If there is a new object in this image that isn’t described 173
in the description of the other image, generate a new set 174
of descriptors. 175

2. If the description of an object from the other image 176
matches the appearance of an object in this image, use 177
the exact same list of descriptors. 178

3. If the object appears different in this image in comparison 179
to the description from the other image, generate a new 180
set of descriptors. 181

Format objects and descriptors as a JSON output.” 182

3.3. Stage 3: Describing Differences 183

In the final stage, the text outputs from the first two stages are 184
passed into the VLM with the following prompt: 185

“The following are two sets of objects with descriptors that 186
describe two different images that have been determined to 187
be different in some ways. Analyze both lists and generate 188
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Figure 4. Comparing the direct single-stage prompting method for capturing differences, versus using good4cir’s three-stage approach.

short and comprehensive instructions on how to modify the189
first image to look more like the second image. Be sure to190
mention what objects have been added, removed, or modified.191
Don’t mention “Image 1” and “Image 2” or any similar192
phrasing. Focus on having variety in the styles of captions193
that are generated, and make sure they mimic human-like194
syntactical structure and diction.”195

good4cir’s three-stage pipeine is aimed at addressing two196
fundamental issues that arise when working with VLMs:197

1. Hallucination: VLMs generate captions that describe198
objects or attributes that are not actually present in the image.199
The multi-stage pipeline mitigates this by guiding the model200
to focus on concrete objects, rather than deriving a wholistic201
interpretation of the scene that may introduce imaginary202
objects or features.203

2. Limitations in Fine-Grained Captioning: VLMs are204
proficient in generating relatively descriptive captions but205
may lack the granularity demanded by fine-grained retrieval206
tasks. A single-stage, direct captioning approach may lead207
to a vague or uninformative understanding of the object’s208
appearance. This idea motivates the three-stage procedure.209

3.4. Stage 4: Caption Permutations210

After running the first three stages, we have a dataset that211
consists of a number of image pairs and synthetically generated212
text captions describing specific differences between the images.213
In order to construct captions that contain more complex214
text differences, we implemented an automated procedure to215
combine individual captions into compound sentences.216

For exactly two captions, we joined them by removing the217
period from the first caption, adding a comma and the word218

’and’, and converting the second caption’s initial character to 219
lowercase, resulting in a natural-sounding compound sentence. 220
For combinations involving three captions, we sequentially 221
combined the first two captions with commas, ensuring all 222
intermediate captions began with lowercase letters, and added 223
the conjunction ’and’ before the final caption. The final datasets 224
include each original caption on its own, and then randomly 225
sampled combinations of up to three captions, ensuring no 226
caption was used more than once within compound sentences. 227
Captions containing the verbs ‘maintain’ or ‘ensure’ were 228
excluded, as they do not indicate actual differences between 229
the query and target images. 230

We then utilized the CLIP tokenizer from OpenAI’s 231
CLIP-ViT model (base-patch32) to validate each generated 232
caption, discarding combinations exceeding the tokenizer’s 233
77-token limit. Combination generation continued until either 234
all available sentences were exhausted or a predefined limit of 235
60 total combined sentences per image pair was reached. 236

3.5. Comparison to a Single-Stage Approach 237

An alternative to good4cir’s three-stage approach would be a 238
single-stage approach, where the VLM is directly prompted 239
to describe the differences between a pair of images. For 240
comparison, we consider the following prompt: 241

“The following are two different rooms that have been 242
determined to be different in some ways. Analyze both lists 243
and generate short instructions on how to modify the first 244
image to look more like the second image. Don’t mention 245

”room 1” and ”room 2” or any similar phrasing. One caption 246
should discuss one modification that needs to be made to one 247
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Train Val Test Average Metrics

Dataset
Image
Pairs

CIR
Triplets

Total
Images

Image
Pairs

CIR
Triplets

Total Images
(w/ Distractors)

Image
Pairs

CIR
Triplets

Total Images
(w/ Distractors)

Avg. Prompt
Tokens

Avg. Output
Tokens

CIRRR 28,225 199,350 16,939 4,184 22,620 2,297 – – – 1,600 670
Hotel-CIR 65,364 415,447 129,225 2,092 13,298 14,549 2,069 13,178 14,404 3,310 1,750

Table 1. Dataset Statistics

element of the room. If one object has multiple modifications248
that need to be made, include each modification in a separate249
caption. Make sure to focus on having variety in the styles250
of captions that are generated, and make sure they mimic251
human-like conversational syntactical structure and diction.”252

Figure 4 compares the output of the single-stage, end-to-end253
approach with that of the good4cir pipeline. In the captions254
generated by direct captioning method, a modification to a255
chair in the room is described, but no chair exists in the target256
image. Similarly, the VLM incorrectly describes the addition257
of a nightstand in the second image, despite there being no258
nightstand. Both errors emphasize the hallucination issue with259
VLMs as well as their tendency to confuse objects and ideas260
when operating in an enlarged context window. Additionally, in261
the first set of captions, the model simply mentions the addition262
of a flower, whereas the second set provides details on the exact263
colors of the flowers and leaves, as well as their arrangement.264
This level of granularity is achieved through the structured265
pipeline, demonstrating the limitations of direct captioning.266

3.6. Constructing New CIR Datasets267

CIR datasets consist of triplets of query images, target images,268
and the text that describes the modification between the269
two. Many CIR datasets also include distractor images that270
are similar to the query, but do not necessarily match the271
text modification. Our proposed method for generating CIR272
captions assumes that the query-target image pairs already exist,273
as in the case of rewriting the captions for existing CIR datasets.274

It is also possible to construct new CIR datasets by mining275
image pairs in existing image datasets that are visually similar276
but likely to contain differences. This is a property that is277
especially likely to be found in fine-grained domains, where278
there are large numbers of visually similar images from279
different classes. To mine CIR pairs from fine-grained domains,280
we use a combination of two different image representations:281

1. Learned Image Embedding: Using either a domain-282
specific embedding model (i.e., one trained on a specific283
dataset) or a general-purpose model such as CLIP’s image284
encoder, we can identify the most semantically similar285
image for each image in a dataset. This process generates286
pairs of related images based on the similarity notion that287
was optimized over during the model training.288

2. Perceptual Hashing: We use perceptual hashing and select289
both a minimum and maximum hash distance, allowing290

us to identify pairs that structurally and visually similar, 291
without being identical. 292

The exact similarity thresholds, and relative importance of 293
the learned image similarity and perceptual hash similarity vary 294
as a function of the dataset. 295

4. Datasets 296

We use our proposed approach to generate synthetic text 297
annotations for two new datasets – CIRRR, which is a re-written 298
version of the CIRR dataset, and Hotel-CIR, a new CIR dataset 299
focused on hotel recognition, a very object-centric fine-grained 300
problem domain. Table 1 includes details on the number of 301
image pairs, generated CIR triplets and total images (including 302
distractors) in the training, validation and test sets, as well as 303
the average number of GPT-4o tokens used per prompt. 304

4.1. CIRRR 305

We use our approach to re-write the captions for the CIRR 306
training and validation sets. As of March 2025, using the gpt-4o 307
model and the OpenAI Batch API, it cost just about $200 to 308
generate all of the synthetic captions for CIRRR. 309

Figure 5 (top) shows several examples of image pairs 310
from the original CIRR dataset with the original CIRR text 311
difference caption, and a sample of our re-written captions. 312
These examples show that not only does our proposed approach 313
generate many text prompts for each image query, but those 314
prompts are also significantly richer in both the variations they 315
describe and the language and grammar that they use to describe 316
them. Additional examples can be found in the Appendix. 317

The CIRR test set is not publicly shared. This limits the 318
relevance of our re-written captions for evaluating performance 319
on the CIRR test set, as those captions are still in the same 320
style as the original training set – however, in Section 6 we 321
show that training on the rewritten dataset yields performance 322
improvement on the zero-shot CIR dataset CIRCO. 323

4.2. Hotel-CIR 324

In order to construct the Hotel-CIR dataset, we start from the 325
Hotels-50K dataset [26]. The hotels domain is ideal for this 326
pipeline because the scenes in the images are dense in terms 327
of the number of objects in any given image, and there are 328
large numbers of visually similar images, requiring CIR models 329
to learn subtle visual differences and rich representations of 330
textual and semantic features. 331
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Figure 5. Example generated text differences for the CIRRR (top) and Hotel-CIR (bottom) using our synthetic data generation pipeline. For CIRRR,
we include the original caption as well.

We construct (query, target) image pairs by first computing332
image embeddings for the images in the Hotels-50K dataset333
using the pre-trained model from [34], and selecting the nearest334
neighbor for each image that is not from the same hotel (to335
guarantee that there are possible modifications to describe in336
text). We then use perceptual hashing to filter image pairs that337
are either too dissimilar or nearly identical, using a similarity338
threshold between 25 and 35 (inclusive). Near identical matches339
can occur in the original Hotels-50K dataset, as different hotels340

in the same chain occasionally use the same promotional 341
images. Combining the learned image similarity and the 342
perceptual hashing thresholding yields a set of image pairs that 343
can be passed through the synthetic data pipeline to generate 344
data triplets of a CIR dataset. 345

The specific prompts used at each stage of the pipeline to 346
generate the Hotel-CIR dataset can be found in the Appendix. 347
These captions are slightly modified from the “general” case, 348
as including domain-specific information (such as the fact that 349
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these images come from hotel rooms, and providing a list of350
specific objects of interest) yields improved text differences.351

We additionally include distractor images in the Hotel-CIR352
dataset. To find reasonable distractor images, we embed the353
entire Hotels-50K dataset using OpenAI’s CLIP-ViT image354
encoder (base-patch32). For every (query, target) pair in the355
proposed dataset, we find any other images that have higher356
cosine similarity in the CLIP image embedding space than the357
query and target. We randomly sample up to 5 of these images358
as distractors for every image pair in CIR. The same image may359
be a distractor for multiple pairs. These distractors ensure that360
the composed image retrieval task in this dataset is challenging,361
and that models trained on it must actually learn to incorporate362
the information from the text difference caption, rather than363
simply finding visually similar image pairs.364

Figure 5 (bottom) shows several examples of CIR triplets365
from this new dataset, and additional examples can be found366
in the Appendix.367

5. Evaluation368

To demonstrate how effective our proposed pipeline is at369
generating high-quality data, we conduct a series of experiments370
training simple CIR models on both existing datasets and371
our synthesized datasets created using the good4cir approach.372
We train supervised models based on the CLIP [23] ViT-B373
backbone. We train three modules: an image encoder fI , a text374
encoder fT , and a multimodal fusion mechanism fF , where375
fI,fT are the CLIP image and text ViT-B models, respectively.376
fF is implemented using 4 sequential cross attention layers377
using the text tokens as Q and the image tokens and previous378
outputs as KV , followed by an attentional pooling as defined379
by Yu et al. [35]. We define a forward pass through the entire380
model as f(Q,M) = fF (fI(Q),fT (M)) for a query image381
and modification text pair Q,M . This model is optimized382
contrastively with the following loss function, given a batch of383
size N , {(Qi,Mi,Ti),i∈{1,2,...,N}}:384

L=
exp(sim(f(Qi,Mi),fI(Ti)) /τ)∑N
j=1exp(sim(f(Qj,Mj),fI(Tj)) /τ)

This framework is optimized with AdamW [21] with a385
weight decay of 1e-2.386

We trained this model on the following datasets and their387
combinations:388

1. CIRR (baseline): Composed Image Retrieval on Real-life389
images dataset.390

2. CIRRR: a variant of the CIRR dataset rewritten using the391
proposed pipeline.392

3. Hotel-CIR: a composed image retrieval dataset generated393
for the hotels domain using the VLM-powered pipeline.394

Because the good4cir pipeline generates a number of cap-395
tions for every (query, target) image pair, the CIRRR dataset396
includes a significantly larger number of triplets than the original397

Method R@1 R@2 R@5 R@10 R@50

CIRR 16.506 25.205 41.181 56.289 82.072
CIRRR 9.470 16.337 29.759 43.398 72.265
CIRR + CIRRR 19.181 29.976 47.566 61.157 86.048

Table 2. Evaluation on CIRR test set. We evaluate CIRRR and
Hotel-CIR against CIRR (baseline) using a performance metric of
Recall@K (or R@K). The best results are bolded.

CIRR dataset. To ensure fairness in our evaluation, when we 398
train on CIRRR, we sample the synthetic captions and only in- 399
clude a single caption for each image pair. It likely would be ben- 400
eficial to train on the full dataset, but that would make the com- 401
parison between models trained on CIRR and CIRRR unfair. 402

6. Results 403

To evaluate the quality of the data produced by the good4cir 404
pipeline, we compare retrieval performance across various 405
training setups: (1) models trained on existing CIR datasets 406
(CIRR), (2) models trained on good4cir generated datasets 407
(CIRRR, Hotel-CIR), and (3) models trained on a combination 408
of both dataset types. All model setups were evaluated on the 409
Hotel-CIR, CIRR, and CIRCO test sets. The results from these 410
experiments are summarized in Tables 2, 3, and 4. 411

6.1. CIRR Evaluation 412

Table 2 summarizes the results from training on the CIRR, 413
CIRRR, and their aggregate datasets and evaluating on the 414
original CIRR test set. Training with only CIRRR captions 415
degrades retrieval performance compared to training on the 416
original CIRR training set. Since the text modifiers in the 417
CIRRR dataset were reformulated to introduce greater semantic 418
complexity, they are no longer well aligned with the query 419
composition of the CIRR test set. Consequently, the model 420
struggles to align text queries to their corresponding images. 421
However, when CIRR and CIRRR are combined, the model 422
exceeds that of the CIRR baseline, suggesting that the diverse 423
captioning offered by the CIRRR strengthens the model’s 424
ability to generalize when integrated with CIRR. 425

6.2. Hotel-CIR Evaluation 426

The model trained only on the original CIRR captions, and eval- 427
uated on the Hotel-CIR test set achieves the lowest recall scores 428
across all thresholds, signifying its limitations in fine-grained 429
composed image retrieval tasks. By comparison, training on 430
only CIRRR data offers a small boost in performance which 431
is most apparent at higher recall levels. However, the retrieval 432
accuracy achieved when coupling these datasets together 433
surpasses that of any one dataset alone. It is reasonable to 434
assume that the model benefits from the greater diversity in 435
length, complexity, and style of training examples provided by 436
the combined training set. 437
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Method R@5 R@10 R@50 R@100

CIRR 1.27 2.03 5.80 9.07
CIRRR 1.61 2.75 7.52 11.22
CIRR + CIRRR 2.07 3.20 8.66 13.09
Hotel-CIR 8.32 12.35 26.07 34.41
CIRR + Hotel-CIR 7.85 11.77 24.72 32.70
CIRRR + Hotel-CIR 8.62 12.23 25.73 34.15
CIRR + CIRRR + Hotel-CIR 8.57 12.20 25.69 34.04

Table 3. Evaluation on Hotel-CIR test set. We evaluate training on
CIRR (baseline), CIRRR and Hotel-CIR using the performance metric
of Recall@K. The best results are bolded.

Still, training exclusively on Hotel-CIR data yields the438
greatest performance boost. Given that it is a domain-specific439
dataset that places an emphasis on small, object-level modifi-440
cations, Hotel-CIR better guides the model in understanding441
subtle visual differences. As shown in Table 3, Hotel-CIR442
achieves the highest recall accuracies at R@10, R@50, R@100,443
and third highest at R@5. This is likely due to the CIRRR444
introducing specific concepts that help retrieval in a few select445
cases. Otherwise, coupling the Hotel-CIR dataset with any446
data set from the CIRR domain (CIRR or CIRRR) negatively447
impacts retrieval performance. Since the concepts of the CIRR448
domain have minimal overlap with the hotels domain, they449
likely disrupt the patterns that the model is trying to learn from450
hotel-related images, introducing noise into the model.451

6.3. CIRCO Evaluation452

CIRCO is a zero shot composed image retrieval dataset that has453
multiple possible targets per query. In comparison to CIRR, the454
CIRCO captions are generally longer and more descriptive in455
their composition, making its test set a more relevant evaluation456
for the utility of the good4cir-generated datasets than the457
original CIRR test set.458

Table 4 shows results on the CIRCO test set when training459
with CIRR, CIRRR and their combinations, as well as460
combining them with the Hotel-CIR dataset for a single more461
expansive training dataset. Training on the CIRRR dataset462
exceeds the performance of training only on CIRR, and463
combining them together achieves slightly better performance464
still. This indicates that CIRRR is better aligned with the textual465
structure and complexities of the CIRCO test set than CIRR. We466
further demonstrate this by training on the aggregate of CIRR,467
CIRRR, and Hotel-CIR which nearly doubles the mAP score at468
mAP@5, mAP@10, mAP@50, and mAP@100. These results469
suggest that the captions generated by the good4cir pipeline470
improve the model’s ability to generalize across different471
retrieval tasks of varying complexities.472

7. Limitations473

While the proposed approach to generating synthetic text474
annotations for CIR datasets mitigates known limitations of475

Method mAP@5 mAP@10 mAP@25 mAP@50

CIRR 2.54 2.78 3.14 3.54
CIRRR 2.72 3.29 3.84 4.12
CIRR + CIRRR 2.84 3.43 4.21 4.60
CIRR + CIRRR + Hotel-CIR 4.64 5.39 6.38 7.04

Table 4. Evaluation on CIRCO test set. We evaluate training on CIRR
(baseline), CIRRR and Hotel-CIR using the performance metric of
mAP@K. The best results are bolded.

VLMs, several challenges persist: 476

• Hallucination: The three-stage pipeline reduces but does 477
not fully eliminate hallucination. Particularly when query 478
and target images are highly similar, the VLM occasionally 479
describes objects not present in either image. Hallucinations 480
are less frequent in datasets with more visually distinct image 481
pairs (e.g., CIRR dataset). 482

• Counting: VLMs often inaccurately count objects, resulting 483
in captions that correctly identify objects but incorrectly 484
specify their quantity. 485

• Sentence Structure: Despite prompts requesting varied 486
styles, chat-based LLM outputs often exhibit limited stylistic 487
diversity. Future work could address this by adding a 488
post-processing step to rewrite captions in diverse styles. 489

• Object-centric Focus: The pipeline primarily captures 490
variations in individual objects, limiting its effectiveness 491
for non-object-centric datasets and abstract, conceptual 492
differences. For instance, it might describe furniture changes 493
in a room but miss broader shifts, such as from a modern to 494
a traditional ambiance. 495

• Cost: The proposed method relies on OpenAI’s GPT-4o, 496
incurring a per-query cost. While substantially cheaper than 497
human annotation, this expense remains noteworthy. We 498
explored open-source VLM alternatives but found GPT-4o 499
significantly superior. 500

8. Conclusion 501

In this work, we presented good4cir, a structured and scalable 502
pipeline for generating synthetic, high-quality text annotations 503
for Composed Image Retrieval datasets. By leveraging advanced 504
vision-language models and a carefully designed multi-stage 505
prompting strategy, our approach generates richer and more di- 506
verse textual annotations than existing datasets. We introduced 507
two new datasets, CIRR and Hotel-CIR, created using good4cir, 508
and demonstrated through evaluations on composed image re- 509
trieval benchmarks that training with these datasets improves 510
composed image retrieval accuracy in general. Our datasets and 511
publicly available construction framework, which can be found 512
at https://github.com/tbd/after/camera/ 513
ready aim to facilitate further progress and innovation in com- 514
posed image retrieval and broader multimodal retrieval research. 515
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