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Abstract

LLMs have shown impressive performance on001
tasks requiring complex reasoning, but most002
evaluations focus exclusively on English. This003
work investigates how well LLMs perform004
mathematical reasoning in low-resource lan-005
guages, using Basque as a primary case study.006
To support this analysis, we introduce MASEU,007
a benchmark designed to evaluate reasoning in008
Basque across arithmetic, algebraic, and logi-009
cal tasks, and assess both existing open mod-010
els and newly trained systems. We address011
three key questions: how well LLMs support012
Basque in reasoning tasks, to what extent En-013
glish in prompts can improve results, and the014
effect of continued pretraining in Basque. To015
explore these aspects, we use a prompting strat-016
egy adapted for mathematical reasoning (DUP017
prompting), which allows for more precise ex-018
perimentation across zero-shot and few-shot019
settings, providing insights into how multilin-020
gual models handle reasoning tasks in under-021
represented languages.022

1 Introduction023

Large Language Models (LLMs) have led to large024

improvements on complex reasoning tasks, ranging025

from deductive reasoning (Saparov and He, 2023;026

Stechly et al., 2025) to mathematical reasoning (Pa-027

tel et al., 2021; Shi et al., 2023). Much of this028

improvement stems from in-context learning tech-029

niques, e.g., few-shot learning and novel reasoning030

techniques such as Chain-of-Thought (CoT) (Wei031

et al., 2022) or Tree-of-Thought (ToT) (Yao et al.,032

2023) prompting. While these task-agnostic reason-033

ing techniques have already shown improvements034

for mathematical reasoning, other approaches have035

instead tried to incorporate the idiosyncrasies of036

mathematics into the reasoning strategy. Deep Un-037

derstanding Prompting (DUP) (Zhong et al., 2024),038

for example, provides a targeted prompting strategy039

adapted for mathematical reasoning.040

Mathematical reasoning (Roy and Roth, 2015; 041

Hendrycks et al., 2021), provides a robust bench- 042

mark for evaluating structured problem-solving and 043

logical inference in LLMs, as answers are consis- 044

tent and do not require human evaluation. The task 045

is often presented as math word problems (MWPs), 046

where a complex situation is provided, followed by 047

a specific mathematical question. The model must 048

then return the correct value. 049

However, an LLM’s reasoning ability is often 050

tied to its language capabilities (Shi et al., 2023), 051

and models generally achieve stronger performance 052

on math reasoning in high-resource languages, 053

such as English. While translating data into En- 054

glish can help, it also may introduce noise, and 055

therefore it would be preferable for models to have 056

similar reasoning abilities directly in low-resource 057

languages. 058

Although mathematical reasoning has been pre- 059

viously studied in low-resource languages (Shi 060

et al., 2023; Huang et al., 2023; Qin et al., 2023; 061

Huang et al., 2024), there is little research into 062

the effects of language-specific pretraining and the 063

combination of languages inside of task-specific 064

prompting techniques, such as DUP. To address 065

these concerns, we present a novel mathematical 066

reasoning dataset in Basque (MASEU), as well as 067

a targeted evaluation of how effectively LLMs can 068

perform mathematical reasoning on this dataset. 069

Specifically, we ask three principal research ques- 070

tions: 071

RQ1: How well can LLMs perform com- 072

plex mathematical reasoning tasks in a few- 073

shot scenario for a low-resource language like 074

Basque? 075

RQ2: Do models in Basque see performance 076

gains from including English into the interme- 077

diate mathematical reasoning steps? 078

RQ3: Does continued pretraining improve 079

in-language reasoning abilities? 080
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The first focuses on evaluating how effectively081

current LLMs, including both general-purpose and082

Basque-adapted models, support complex reason-083

ing tasks in Basque. The second examines whether084

selectively incorporating English into prompts can085

improve model performance, given its overwhelm-086

ing presence in pretraining data. The third offers087

a vision of how much the English bias can be mit-088

igated through continued pretraining. Together,089

these questions aim to advance our understand-090

ing of language-specific and cross-linguistic fac-091

tors that influence mathematical reasoning in low-092

resource settings.093

To support our first research question, MASEU094

(§3) provides a controlled benchmark for evaluating095

mathematical reasoning in Basque. Covering arith-096

metic, algebraic, and logical problems, MASEU097

offers a carefully curated collection of examples098

that ensure both linguistic accuracy and mathemat-099

ical rigor. This dataset fills a critical gap by provid-100

ing a reliable, controlled setting for assessing the101

reasoning capabilities of LLMs in a low-resource102

language context.103

Similarly, for the second research ques-104

tion, we adopt Deep Understanding Prompting105

(DUP) (Zhong et al., 2024) as a framework for106

structured multilingual prompting. Building on the107

foundations of Chain-of-Thought (CoT) prompt-108

ing, DUP offers a more systematic approach by109

explicitly decomposing the reasoning process into110

modular steps: extracting the main question, isolat-111

ing relevant facts, and generating a solution.112

Finally, to answer the third research question, we113

compare 8B and 70B multilingual models (Llama114

3.1) with Latxa—Llama 3.1 with continuous pre-115

training in Basque—as well as similar size reason-116

ing models (Qwen 2.5).117

2 Related Work118

Mathematical reasoning has become a key capa-119

bility for evaluating LLMs, reflecting their capac-120

ity for structured problem-solving, inference, and121

symbolic computation. Early research in this area122

focused on mathematical word problems (MWPs),123

particularly on equation parsing and symbolic logic124

in arithmetic and algebraic contexts (Roy and Roth,125

2015; Koncel-Kedziorski et al., 2015), laying the126

foundation for logic-based reasoning frameworks.127

A major shift occurred with the introduction128

of in-context learning through large-scale mod-129

els (Brown et al., 2020), which enabled few-shot130

prompting strategies. This, along with advances 131

in transfer learning and instruction tuning (Raffel 132

et al., 2020; Ouyang et al., 2022; Sanh et al., 2022), 133

expanded the adaptability of LLMs across tasks. 134

However, standard prompting approaches often un- 135

derperform in multi-step reasoning, motivating new 136

methods such as Scratchpad (Nye et al., 2022) and 137

program synthesis (Odena et al., 2021) that guide 138

intermediate computation. 139

Chain-of-Thought (CoT) prompting (Wei et al., 140

2022) emerged as a breakthrough, significantly 141

improving performance on complex reasoning 142

tasks. Follow-up strategies, including Math- 143

Prompter (Imani et al., 2023) and Cooperative Rea- 144

soning (CoRe) (Zhu et al., 2023), enhanced robust- 145

ness through structured reasoning and verification 146

loops. Recently, Deep Understanding Prompting 147

(DUP) (Zhong et al., 2024) introduced a three-stage 148

pipeline, core question extraction, information se- 149

lection, and answer generation, achieving state-of- 150

the-art results on GSM8K (Cobbe et al., 2021). 151

Despite these advances, most techniques have 152

focused on high-resource languages, especially En- 153

glish. Existing multilingual benchmarks (Hu et al., 154

2020; Ruder et al., 2021; Conneau et al., 2020) of- 155

ten assess only basic reasoning skills, leaving open 156

the question of how well LLMs perform in more 157

complex multilingual contexts (Ponti et al., 2020). 158

This gap is particularly concerning given the stark 159

disparities in language coverage across the field, 160

where a vast number of the world’s languages, in- 161

cluding those spoken by millions, lack basic NLP 162

tools and datasets. Recent surveys highlight that 163

NLP progress has been overwhelmingly concen- 164

trated on a small subset of the world’s languages, 165

while many others, particularly from regions such 166

as sub-Saharan Africa and Southeast Asia, remain 167

significantly underrepresented in both research at- 168

tention and resource availability (Joshi et al., 2020). 169

Recent work has highlighted how English often 170

serves as a high-performing pivot language due to 171

pretraining biases (Zhao et al., 2021; Winata et al., 172

2021), and strategies such as Chain-of-Thought 173

prompting have shown promising cross-lingual 174

transfer. Building on this, prompting designs ex- 175

plicitly tailored for multilingual reasoning have 176

emerged. Cross-Lingual Prompting (CLP) intro- 177

duces alignment mechanisms that map reasoning 178

chains between source and target languages, while 179

Cross-Lingual Self-Consistent Prompting (CLSP) 180

ensembles reasoning paths across multiple lan- 181
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ID Question Answer

21 English: An oil pipe in the sea broke . Before engineers started to fix the pipe , 6522 liters of oil leaked into the water . While the
engineers worked , the pipe leaked 5165 liters of oil . In all , how many liters of oil leaked into the water ? 11687

Basque: Itsasoko petrolio-hodi bat hautsi da. Ingeniariek petrolio-hodia konpontzen hasi baino lehen, 6522 litro olio isuri egin dira
uretara. Langileek lan egiten zuten bitartean, petrolio-hodiak 5165 litro isuri ditu. Guztira, zenbat litro olio isuri dira uretara ?

706 English: A book is on sale for 10 % off . If the regular price is 27.9 dollars , what is the sale price ? 25.11Basque: Liburu bat salgai dago % 10 ko deskontuarekin. Prezio arrunta 27.9 dolar bada, zein da salmenta prezioa ?

1651 English: For Halloween Emily received 5 pieces of candy from neighbors and 13 pieces from her older sister . If she only ate 9 pieces a
day , how long would the candy last her ? 2

Basque: Halloweenerako Emilyk 5 gozoki jaso zituen auzokideetatik eta 13 bere ahizpa nagusiarengandik. Bakarrik 9 karamelo jaten
bazituen egunero, zenbat denbora iraungo dizkiote berari gozokiak ?

Table 1: Illustrative examples from the MASEU dataset. Each example includes a MWP originally written in
English, followed by its corresponding translation into Basque. This bilingual presentation highlights the semantic
and structural consistency preserved throughout the translation process.

guages, yielding state-of-the-art results on MGSM,182

XNLI, and PAWS-X (Qin et al., 2023). In con-183

trast, Cross-Lingual Thought Prompting (XLT)184

uses structured, language-agnostic templates to185

encourage generalization without tuning (Huang186

et al., 2023). These developments underscore the187

growing importance of prompt structure in bridging188

performance gaps between high- and low-resource189

languages.190

Building on this line of work, our study ap-191

plies DUP prompting to evaluate state-of-the-art192

LLMs in minority languages, focusing exclusively193

on Basque. By leveraging recent developments in194

multilingual benchmarks and structured reasoning,195

we aim to examine how well these models gener-196

alize across languages, how effectively they adapt197

to low-resource settings, and whether their perfor-198

mance remains consistent when confronted with199

linguistic variation.200

In doing so, this research contributes to the201

broader goal of promoting linguistic inclusivity202

within multilingual language modeling. While re-203

cent models increasingly emphasize built-in reason-204

ing capabilities (DeepSeek-AI et al., 2025; OpenAI,205

2025; Team, 2024), we do not evaluate these sys-206

tems directly. Instead, we adopt a structured reason-207

ing approach that enables fine-grained control over208

language use within the prompt. This allows us to209

better isolate and analyze the effects of multilingual210

prompt composition, particularly in low-resource211

settings like Basque, offering a clearer understand-212

ing of how language choice influences reasoning213

fidelity and generalization.214

3 MASEU Dataset215

To enable more reliable and linguistically faith-216

ful evaluation of mathematical reasoning in low-217

resource languages, we introduce MASEU, a new218

dataset specifically constructed for Basque. The de- 219

sign of MASEU is grounded in the need for higher- 220

quality resources that go beyond simple language 221

understanding and address reasoning complexity 222

in a structured, multilingual setting. It is based 223

on a manually curated subset of the mawps-asdiv- 224

a_svamp corpus (Patel et al., 2021), which merges 225

three well-established benchmarks in the domain of 226

MWPs: MAWPS (Koncel-Kedziorski et al., 2016), 227

ASDiv-A (Miao et al., 2020), and SVAMP (Patel 228

et al., 2021). These datasets were selected for their 229

diversity in reasoning types, consistent structure, 230

and pedagogical value, making them particularly 231

suitable for testing LLM performance in multilin- 232

gual and instructional contexts. 233

MASEU comprises 195 development and 1584 234

test entries, all carefully translated into Basque 235

with close attention to both mathematical fidelity 236

and linguistic naturalness. We employed a con- 237

trolled translation process to preserve the origi- 238

nal intent, difficulty level, and logical structure 239

of each problem, as illustrated by the examples 240

shown in Table 1. This ensures that the Basque 241

version reflects idiomatic usage while maintaining 242

conceptual equivalence, allowing for robust reason- 243

ing evaluation without introducing semantic drift. 244

The primary motivation for MASEU stems from 245

the limitations of existing multilingual benchmarks, 246

particularly MGSM (Shi et al., 2023). While 247

MGSM plays a vital role in evaluating cross-lingual 248

transfer and reasoning by aligning GSM8K with ten 249

typologically diverse languages, its Basque transla- 250

tion (Baucells et al., 2025) includes only 250 test 251

instances. As a result, this dataset could suffer from 252

higher variance and be less predictive of true dif- 253

ferences between models. MASEU’s larger scale 254

allows for more stable experimentation, and its lin- 255

guistic coverage ensures better representation of the 256
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Dataset # Dev # Test Langs.

MASEU 195 1584 en, eu
MGSM 8 250 bn, de, en, es, eu, fr,

ja, ru, sw, te, th, zh

Table 2: Datasets used in the experiments, along
with the corresponding number of evaluation examples.
MGSM is the multilingual GSM8K subset; MASEU is
our newly translated dataset.

complexities inherent in the language. In combina-257

tion with MGSM, it enables both high-level cross-258

lingual comparisons and deep, language-specific259

analysis, providing a more complete testbed for260

multilingual reasoning in LLMs, as summarized in261

Table 2.262

4 Experiments263

We evaluate a set of state-of-the-art, publicly avail-264

able instruction-tuned language models, selected265

for their complementary strengths and relevance266

to multilingual reasoning. Llama3.1 (Grattafiori267

et al., 2024), in its 8B and 70B versions, serves268

as a strong open-source baseline, widely used269

in the community and representative of general-270

purpose models without explicit language adapta-271

tion. Qwen2.5 (Yang et al., 2024), available in 7B272

and 72B variants, has shown highly competitive273

performance in multilingual and reasoning bench-274

marks, making it a suitable point of comparison for275

evaluating generalization across languages.276

We also include the Latxa models (Etxaniz et al.,277

2024; Sainz et al., 2025), a family derived from278

Llama3.1 and explicitly adapted for Basque. Avail-279

able in 8B and 70B configurations, these models280

allow us to isolate the impact of language-specific281

pretraining. The smaller Latxa model is optimized282

for low-resource conditions, while the larger vari-283

ant is designed for robust multilingual reasoning284

with a focus on Basque. This selection enables285

a detailed analysis of how model scale, multilin-286

gual capacity, and linguistic specialization affect287

performance in a low-resource language setting.288

4.1 DUP Prompting and Multilingual289

Adaptation290

To support controlled evaluation of mathematical291

reasoning in multilingual contexts, we adopt the292

Deep Understanding Prompting (DUP) (Zhong293

et al., 2024) framework. Rather than focusing on294

Stage 1:
Core Question

Stage 2:
Problem-solving

Information

Stage 3:
Answer

Response Response

Response

Figure 1: Reasoning flow across DUP stages. The re-
sponse from Stage 1 is reused in Stages 2 and 3, and the
response from Stage 2 is also used in Stage 3.

Stage 1: Reveal the Core Question

MWP: John takes care of 10 dogs. Each dog takes .5 hours a day to
walk and take care of their business. How many hours a week does he
spend taking care of dogs?
Please extract the core question, only the most comprehensive and
detailed one!

A: How many hours a week does John spend taking care of dogs?

Stage 2: Extract the Problem-solving Information

MWP: John takes care of 10 dogs. Each dog takes .5 hours a day to
walk and take care of their business. How many hours a week does he
spend taking care of dogs?
Note: Please extract the question-solving information related to
the problem (How many hours a week does John spend taking care
of dogs?), only extract the most useful information, and list them one
by one!

A: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day to
walk and take care of their business. 3. There are 7 days in a week.

Stage 3: Generate and Extract the Answer

MWP: John takes care of 10 dogs. Each dog takes .5 hours a day to
walk and take care of their business. How many hours a week does he
spend taking care of dogs?
Hint: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day
to walk and take care of their business. 3. There are 7 days in a week.
How many hours a week does John spend taking care of dogs?
Please understand the Hint and question information, then solve the
question step by step and show the answer.

A: 35

Figure 2: Schematic of the three-phase DUP prompt-
ing framework. Input MWP and generated responses
use standard font, templates are in bold, and prior-stage
responses are italicized. The three stages are: (i) identi-
fying the core question, (ii) extracting problem-solving
information, and (iii) generating the final answer based
on earlier stages.

DUP as a reasoning enhancement strategy, we em- 295

ploy its structured three-stage format-composed 296

of core question extraction, identification of key 297

problem-solving information, and answer genera- 298

tion, as a tool for precise manipulation of language 299

within different parts of the prompt. The flow of 300

responses between stages is depicted in Figure 1. 301

As shown in the diagram, the response generated in 302

Stage 1 (Core Question) is propagated forward into 303

both Stage 2 (Problem-solving Information) and 304

Stage 3 (Answer), while the response from Stage 2 305

is likewise used as input for Stage 3. Figure 2 306

shows an example of the three-phase DUP prompt- 307

ing framework. The sequential reuse in DUP al- 308

lows us to systematically vary the language used 309

for each stage’s prompt, response, and previous 310
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Lang. MWP Template Response

Basque EUS EUS EUS

Mixed (T) EUS EN EUS

Mixed (T, R) EUS EN EN

English EN EN EN

Table 3: Language configurations in DUP prompting.
Each row shows the language used for the MWP, tem-
plate and model response. The Basque configuration
uses Basque throughout, Mixed (T) uses English tem-
plates, Mixed (T, R) also uses English for responses,
English is fully in English.

response components, such as mixing Basque and311

English across phases, and analyze how these mul-312

tilingual configurations affect reasoning accuracy313

and transfer. Combined with the formal language314

assignments in Table 3, this flow diagram offers a315

clear operational view of DUP’s structure and its316

experimental flexibility in multilingual settings.317

Although originally proposed as a zero-shot tech-318

nique, we extend DUP to one-shot and few-shot319

settings by providing additional in-context exam-320

ples within each phase. This modification allows321

us to evaluate whether contextual supervision im-322

proves reasoning performance without altering the323

underlying structure. All few-shot prompts follow324

the original DUP templates to ensure consistency.325

Examples of these prompts are included in Ap-326

pendix A. We also compare DUP with standard327

prompting baselines under equivalent shot condi-328

tions. This design allows us to evaluate whether329

the structured reasoning provided by DUP offers330

consistent advantages across different supervision331

levels. A complete breakdown of results is pro-332

vided in Appendix B.333

To analyze how language influences reasoning334

performance, we use DUP as a controlled frame-335

work that separates problem understanding from336

answer generation. All Basque prompts were trans-337

lated directly from English using a carefully de-338

signed procedure to preserve both mathematical339

structure and linguistic fidelity. In addition to340

a fully Basque setting, we evaluate two mixed-341

language configurations: Mixed (T), where the342

template (T) is in English and the model’s out-343

put remains in Basque, and Mixed (T, R), where344

both the template and response (T, R) are in En-345

glish while the original MWP is still presented in346

Basque.347

These configurations, summarized in Table 3,348

allow us to isolate the role of language at differ- 349

ent stages of the reasoning process, including task 350

interpretation and solution formulation. If Mixed 351

(T) outperforms Mixed (T, R), it may indicate that 352

generating responses in the target language sup- 353

ports better task alignment. Conversely, stronger 354

performance in Mixed (T, R) could reflect a pref- 355

erence for conducting all reasoning steps in En- 356

glish, the model’s dominant training language. A 357

fully English setting is also included to test whether 358

full alignment with the pretraining language yields 359

performance gains, offering a reference point for 360

evaluating the effect of language mixing. 361

Altogether, these multilingual configurations 362

support a more nuanced analysis of how language 363

composition affects reasoning in low-resource con- 364

texts like Basque. Example prompts for all variants 365

are available in Appendix C. 366

5 Results 367

In this section, we present the results of our evalua- 368

tion of LLMs on mathematical reasoning tasks in 369

Basque, revisiting the main research questions. 370

RQ1: How well can LLMs perform 371

mathematical reasoning tasks in Basque? 372

Table 4 presents the main results under few-shot 373

DUP prompting, highlighting clear differences in 374

Basque performance across models. These dispari- 375

ties are shaped by model scale, language specializa- 376

tion, dataset properties, and pretraining strategies. 377

Across both datasets, the Latxa models, specif- 378

ically adapted for Basque, consistently achieve 379

strong performance. On MASEU, Latxa:8B 380

reaches 81.63, outperforming similarly sized 381

general-purpose models like Llama3.1:8B (55.37) 382

and Qwen2.5:7B (48.48). 383

Performance trends differ between datasets. 384

MASEU generally yields higher scores than 385

MGSM, particularly for Basque. This may be due 386

to differences in problem formulation, linguistic 387

coverage, or domain diversity. MGSM, derived 388

from GSM8K, tends to follow a more uniform 389

structure and reasoning style, while MASEU draws 390

from MAWPS, ASDiv-A, and SVAMP, which of- 391

fer a broader range of linguistic expressions and 392

problem types. This variety may better align with 393

the reasoning capabilities of multilingual models, 394

contributing to improved performance. 395

Interestingly, despite lacking Basque adaptation, 396

Llama3.1:70B achieves the top score on MASEU. 397
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Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

English
∆

M
A

SE
U

Latxa:8B 81.63 -6.69 +0.06 -2.59
Llama3.1:8B 55.37 +2.65 +17.55 +32.95
Qwen2.5:7B 48.48 +1.52 -4.42 +37.75

Latxa:70B 88.32 +1.89 +3.85 +8.33
Llama3.1:70B 89.65 -0.44 -0.06 +4.48
Qwen2.5:72B 83.65 -4.86 -9.91 +7.01

M
G

SM

Latxa:8B 46.80 -8.80 +9.60 +25.20
Llama3.1:8B 22.40 -4.40 +16.00 +50.80
Qwen2.5:7B 16.40 -0.40 +3.20 +61.20

Latxa:70B 71.20 +6.40 +11.20 +22.00
Llama3.1:70B 66.00 +2.40 +7.60 +20.00
Qwen2.5:72B 51.60 -4.80 +2.80 +35.60

Table 4: Accuracy using few-shot DUP prompting on MASEU, MGSM. Scores are shown for the Basque setting
along with deltas (∆) for adding English in the template (Mixed(T)), the template and response (Mixed(T, R)), and
including all parts in English. The best result for each model size and dataset is underlined.

This may be attributed to its scale, generaliza-398

tion capacity, and effective in-context learning399

when provided with sufficient examples. However,400

Latxa:70B’s near-parity indicates the value of con-401

tinued training on low-resource languages.402

Model performance also reflects differences in403

pretraining. Although Qwen2.5 targets multilin-404

gual and mathematical capabilities, its math train-405

ing appears to be primarily focused on English and406

Chinese1, which may limit its effectiveness in other407

languages such as Basque. Meanwhile, Llama3.1,408

despite officially supporting fewer languages, ben-409

efits from broader general-domain exposure.410

In summary, language-specific adaptation411

strongly benefits smaller models in low-resource412

settings, while scale and in-context learning help413

large generalist models remain competitive. These414

results show the importance of balanced multilin-415

gual pretraining and dataset design for reliable rea-416

soning in underrepresented languages like Basque.417

RQ2: What is the impact of English in418

mixed-language prompts?419

Table 4 reveals a nuanced, model-dependent impact420

of introducing English into prompts for mathemat-421

ical reasoning in Basque. General-purpose mod-422

els such as Llama3.1:8B and Qwen2.5:7B show423

dramatic improvements when switching entirely424

to English prompts. On MASEU, Llama3.1:8B425

gains +32.95 points and Qwen2.5:7B gains +37.75,426

1https://qwenlm.github.io/blog/qwen2.5-math/

while on MGSM, their gains reach +50.80 and 427

+61.20, respectively. These results highlight the 428

strong dependency of generalist models on En- 429

glish, their dominant pretraining language, espe- 430

cially in reasoning-intensive tasks. Larger models 431

such as Llama3.1:70B and Qwen2.5:72B also show 432

big improvements when using English prompts in 433

MGSM, but they benefit less on MASEU, with 434

more modest gains of +4.48 and +7.01, respectively. 435

This discrepancy may reflect differences in dataset 436

construction, with MGSM aligning more closely 437

with the English-centric patterns found in pretrain- 438

ing corpora, whereas MASEU, with its broader 439

linguistic and reasoning diversity, poses more dis- 440

tinct challenges that cannot be fully mitigated by 441

simply switching to English. 442

The Mixed (T) configuration, where only the 443

template is in English, yields inconsistent results. 444

On MASEU, Llama3.1:8B improves by +2.65, 445

while Qwen2.5:7B gains +1.52, and Latxa:70B by 446

+1.89. However, some models regress, such as 447

Qwen2.5:72B with -4.86. No clear trend emerges, 448

suggesting that partial English prompting without 449

accompanying English output provides limited or 450

unpredictable benefit. 451

By contrast, the Mixed (T, R) setup, where 452

both template and response are in English, yields 453

more consistent improvements. On MGSM, 454

Llama3.1:8B gains +16.00, Latxa:70B +11.20, 455

and Qwen2.5:72B +2.80. This indicates that 456

shifting both input and output into English can 457
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help bridge model limitations in handling low-458

resource languages, particularly for MGSM. How-459

ever, on MASEU, the gains are generally smaller,460

and in some cases even negative, as seen with461

Qwen2.5:72B at -9.91.462

There is also a large jump between the results of463

the Mixed (T, R) setup and those using fully En-464

glish prompts, on all models except Latxa:8B. This465

suggests a strong pretraining bias toward English466

for reasoning, possibly due to math pretraining data467

being predominantly English-based. This effect is468

especially pronounced in MGSM, where perfor-469

mance gains from fully English prompts are high-470

est, indicating that models are overfit to English-471

domain math reasoning tasks.472

RQ3: What is the impact continued pretraining473

in Basque?474

In Basque the best result overall comes from the475

much larger Llama3.1:70B at 89.65, closely fol-476

lowed by Latxa:70B at 88.32, but the strong per-477

formance of the smaller Latxa model highlights478

the effectiveness of continued pretraining. Notably,479

continued pretraining in Basque does not harm and480

seems to enhance performance in English. The481

Latxa:70B model achieves the best scores in both482

MASEU and MGSM for English configurations,483

outperforming even models that were not exposed484

to Basque. This suggests that further adaptation485

in a low-resource language can improve overall486

reasoning robustness, potentially due to richer se-487

mantic alignment or stronger cross-lingual transfer488

capacity enabled by instruction tuning.489

6 Analysis of Prompting Strategy490

In this section we perform an ablation analysis of491

the use of few-shot strategies and DUP prompting.492

Few-shot prompting: Across both datasets, we493

observe that increasing the number of contextual494

examples leads to consistent improvements, with495

Few-Shot prompting outperforming the other con-496

figurations. On MASEU, this trend is evident in497

Figure 3 (a similar trend is found on MGSM in498

Table 10 in the appendix), where each additional499

example improves model performance, particularly500

for smaller or less specialized models in Basque.501

Zero-Shot setups generally lag behind, while One-502

Shot prompts provide modest but consistent gains.503

The advantage of Few-Shot settings is especially504

notable when working with languages like Basque,505

which are considered low-resource due to their506

Lang. Model non-DUP DUP ∆

Basque

Latxa:8B 74.59 +2.29
Llama3.1:8B 46.02 +4.85
Qwen2.5:7B 42.80 +1.31

Latxa:70B 85.17 +0.82
Llama3.1:70B 82.17 +4.25
Qwen2.5:72B 72.90 +6.38

English

Latxa:8B 87.46 -9.38
Llama3.1:8B 86.42 -0.16
Qwen2.5:7B 87.19 -2.13

Latxa:70B 91.66 +4.52
Llama3.1:70B 91.77 +1.25
Qwen2.5:72B 86.21 +3.98

Table 5: Model-wise comparison of non-DUP vs. DUP
prompting on Basque and English, (micro) averaged
across the MASEU and MGSM datasets in the Few-
Shot setting. The results highlight how DUP affects
multilingual mathematical reasoning across different
model scales and languages.

limited presence in pretraining corpora and scarce 507

availability of labeled data. In such cases, the inclu- 508

sion of multiple examples offers crucial guidance 509

that helps compensate for the model’s weaker base- 510

line familiarity with the language. 511

DUP prompting: We extend our analysis by eval- 512

uating DUP prompting in the Few-Shot setting. 513

Table 5 shows the difference of using DUP micro- 514

averaged on both datasets, and separated by lan- 515

guage. 516

In the Basque setting, all models show im- 517

provements with DUP prompting. For example, 518

Latxa:8B gains +2.29 and Llama3.1:8B improves 519

by +4.85, suggesting that step-by-step prompting 520

helps disambiguate problems in morphologically 521

rich languages. In contrast, in English, only larger 522

models benefit from DUP, while smaller ones expe- 523

rience performance drops. The most pronounced 524

decline is seen in Latxa:8B, which loses 9.38 points. 525

This may reflect difficulties small models have with 526

intermediate reasoning steps, possibly due to lim- 527

ited capacity or weaker alignment between decom- 528

position strategies and English output formats. 529

Overall, Table 5 and Table 7 confirm that DUP’s 530

benefits depend on model scale, language, and base 531

performance. Its effectiveness is especially clear in 532

low-resource languages like Basque and for models 533

with weaker baseline reasoning. Additional discus- 534

sion and examples are provided in Appendix B. 535
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Figure 3: Comparative evaluation of Zero-Shot, One-Shot, and Few-Shot prompting techniques, in conjunction with
the DUP prompting strategy, on the MASEU dataset. Results are reported for both Basque and English to assess
multilingual reasoning performance.

7 Conclusion536

In this work we have introduced MASEU, a new537

benchmark designed to evaluate how current large538

language models handle mathematical reasoning539

in Basque, a low-resource language. We then used540

this new resource together with the Basque and541

English portion of MGSM to analyze 1) how well542

LLMs perform mathematical reasoning tasks in543

Basque and 2) what the impact is of English in544

mixed-language prompts. We experiment with545

three diverse LLM model families (Latxa, Llama,546

Qwen) and two parameter classes (7-8 billion and547

70-72 billion), as well as four prompting strate-548

gies - using all Basque, introducing English into549

the template (Mixed(T)), introducing English in550

the template and response (Mixed(T, R)), and only551

English.552

Results across both MASEU and the MGSM553

dataset reveal that all models, including those554

specifically trained for Basque, perform better in555

English than in Basque, underscoring the ongo-556

ing challenges in providing equitable multilingual557

support.558

Despite these challenges, small language-559

specific models like Latxa:8B significantly outper-560

form general-purpose models of comparable size,561

highlighting the effectiveness of explicit linguistic562

adaptation. At larger scales, general-purpose mod-563

els tend to show substantial improvements, suggest-564

ing that increased model capacity can help bridge 565

the gap, even in the absence of targeted language- 566

specific training. 567

Interestingly, when solving Basque problems, 568

most models perform better when intermediate rea- 569

soning steps are carried out in English, particularly 570

in the Mixed(T, R) setting, which pairs Basque 571

problem statements with English reasoning. This 572

suggests that models may be overfitting to pre- 573

training distributions, where mathematical reason- 574

ing data is predominantly in English. As a result, 575

English-based reasoning likely aligns better with 576

learned patterns, improving clarity and structure 577

even in multilingual tasks. Additionally, we find 578

that DUP prompting offers greater gains for larger 579

models, implying that a certain capacity threshold 580

is needed to fully exploit this technique. 581

Overall, our findings show that multilingual 582

mathematical reasoning remains highly sensitive 583

to both language and model architecture. While 584

generalist LLMs still struggle with Basque, our re- 585

sults emphasize the value of targeted adaptation, as 586

well as thoughtful prompt design, in narrowing the 587

performance gap for underrepresented languages. 588

Limitations 589

This study focuses on evaluating mathematical 590

reasoning in LLMs under multilingual and low- 591

resource language conditions, with Basque as the 592

main case study. While Basque provides a strong 593

8



testbed due to its typological uniqueness and under-594

representation, results may not generalize to other595

low-resource languages with different grammati-596

cal or orthographic properties. Future work should597

extend this investigation to a broader set of lan-598

guages to better understand the generalizability of599

cross-lingual reasoning performance.600

Another limitation concerns the dataset construc-601

tion process. While the MASEU dataset was care-602

fully translated from established English bench-603

marks to preserve mathematical content and lin-604

guistic naturalness, the translations were not con-605

ducted by professional linguists. This may intro-606

duce stylistic biases or limit exposure to more di-607

verse or regionally specific variants of Basque. As608

such, conclusions drawn from this resource should609

be viewed in light of its translation-based design.610

Additionally, all evaluated models are publicly611

available instruction-tuned LLMs. While this en-612

sures reproducibility and accessibility, we do not613

include proprietary systems such as GPT-4, Claude,614

or Gemini, which may exhibit different behavior,615

particularly in multilingual settings. Our results616

should therefore be interpreted as representative617

of open-source model capabilities rather than the618

current upper bounds in the field.619

Finally, although our experiments explore var-620

ious in-context learning configurations and mul-621

tilingual setups, we limit our analysis to a single622

structured prompting approach inspired by staged623

reasoning methods such as DUP. Future work could624

compare this structured setup with other prompt-625

ing paradigms or incorporate model fine-tuning626

to better understand how to support low-resource627

languages in complex reasoning tasks.628

Ethical considerations629

Our study involves no human annotation or data630

collection from human participants. All datasets631

used in this work are derived from existing public632

benchmarks or generated through the controlled ap-633

plication of language models. In particular, the new634

MASEU dataset was created by translating entries635

from publicly available English-language datasets636

into Basque using careful, manual processes guided637

by linguistic and mathematical fidelity. No per-638

sonal, private, or sensitive information is included639

in the dataset or any of the prompts. As such, we640

believe that the data used in this work poses no641

foreseeable risk of harm or negative societal im-642

pact.643

All language models evaluated in this paper are 644

publicly available and accessed via platforms such 645

as the Hugging Face Hub2. These include both 646

general-purpose multilingual models3 and models 647

specifically adapted for Basque4. We have com- 648

plied with the licenses and usage policies asso- 649

ciated with each model, and all experiments are 650

conducted for research purposes only. No propri- 651

etary or closed-access models are used in this study, 652

ensuring the reproducibility of our findings. 653

Throughout our experimental setup, we use 654

structured prompting techniques to examine multi- 655

lingual reasoning performance. These techniques 656

are designed to be neutral in tone and content, and 657

we do not prompt models to produce or analyze ma- 658

terial that could raise ethical concerns, such as hate 659

speech, discrimination, or misinformation. Given 660

the focus on mathematical reasoning and the nature 661

of the linguistic data, we consider the ethical risks 662

associated with this work to be minimal. 663
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A Extending DUP Prompting to916

Multi-Shot Settings917

This appendix presents the complete results from918

our experiments extending the DUP framework be-919

yond its original zero-shot formulation to include920

one-shot and few-shot configurations. The primary921

goal of these experiments is to examine how vary-922

ing levels of in-context supervision influence the923

effectiveness of DUP’s structured reasoning stages924

when applied to multilingual mathematical reason-925

ing tasks. By comparing zero-shot, one-shot, and926

few-shot prompts containing two examples, we927

aim to assess how limited in-context supervision928

influences model performance, particularly in low-929

resource language settings.930

This appendix presents the complete results from931

our experiments extending DUP prompting beyond932

the original zero-shot formulation to include One-933

Shot and Few-Shot configurations. The goal of934

these experiments is to evaluate how increasing935

in-context supervision interacts with the structured936

reasoning stages of DUP prompting in multilingual937

mathematical tasks.938

To support transparency, reproducibility, and a939

deeper understanding of our experimental design,940

we provide concrete examples of the exact prompts941

used across different configurations. Specifically,942

Figures 4, 5, and 6 display the prompt templates943

and responses for the three DUP stages, Reveal944

the Core Question, Extract the Problem-Solving945

Information, and Generate and Extract the An-946

swer, using two representative few-shot examples947

in Basque. Their English counterparts are shown in948

Figures 7, 8, and 9, providing a parallel illustration949

of how in-context examples are incorporated across950

stages in a high-resource language. These side-by-951

side examples highlight how structured prompting952

can be consistently applied across languages, al-953

lowing for controlled comparison of reasoning be-954

haviors under different linguistic and supervision955

conditions.956

This approach has been systematically applied957

in both the primary experiments, which focus on958

assessing mathematical reasoning in a minority lan-959

guage, Basque, and in complementary evaluations960

conducted in English. The consistent application961

of DUP across languages and supervision levels al-962

lows us to probe the interaction between linguistic963

representation, prompt structure, and model infer-964

ence capabilities, and to assess the scalability of965

DUP as a multilingual prompting strategy.966

Q: Rogerrek 5 teniseko pilota ditu. Teniseko piloten 2 pote gehiago erosi
ditu. Pote bakoitzak 3 teniseko pilota ditu. Zenbat teniseko pilota ditu
orain?
Mesedez, atera galdera nagusia, bakarrik osatuena eta zehatzena!

A: Zenbat teniseko pilota ditu orain?

Q: Bederatzi ordenagailu zeuden zerbitzari-gelan. Beste bost ordenagailu
instalatu ziren egun bakoitzean, astelehenetik ostegunera. Zenbat ordena-
gailu daude orain zerbitzari-gelan?
Mesedez, atera galdera nagusia, bakarrik osatuena eta zehatzena!

A: Zenbat ordenagailu daude orain zerbitzari-gelan?

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Mesedez, atera galdera nagusia, bakarrik osatuena eta zehatzena!

A: Zenbat ordu ematen ditu astean txakurrak zaintzen?

Figure 4: Reveal the Core Question stage using two
illustrative examples in Basque. The template is high-
lighted in bold to indicate its structure and function
within the instruction.

Q: Rogerrek 5 teniseko pilota ditu. Teniseko piloten 2 pote gehiago erosi
ditu. Pote bakoitzak 3 teniseko pilota ditu. Zenbat teniseko pilota ditu
orain?
Oharra: Mesedez, atera galdera ebazteko informazioa (Zenbat
teniseko pilota ditu orain?), atera bakarrik informazio erabilgarriena,
zerrendatu banan-banan!

A: 1. Roger 5 pilotarekin hasi zen. 2. 2 pote, bakoitza 3 teniseko pi-
lotakoa, 6 teniseko pilota dira. 3. 5 + 6 = 11.

Q: Bederatzi ordenagailu zeuden zerbitzari-gelan. Beste bost ordenagailu
instalatu ziren egun bakoitzean, astelehenetik ostegunera. Zenbat ordena-
gailu daude orain zerbitzari-gelan?
Oharra: Mesedez, atera galdera ebazteko informazioa (Zenbat or-
denagailu daude orain zerbitzari-gelan?), atera bakarrik informazio
erabilgarriena, zerrendatu banan-banan!

A: 1. 4 egun daude astelehenetik ostegunera. 2. 5 ordenagailu gehitu
ziren egunero. 3. Horrek esan nahi du guztira 4 * 5 = 20 ordenagailu
gehitu zirela. 4. Hasieran 9 ordenagailu zeuden, beraz orain 9 + 20 = 29
ordenagailu daude.

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Oharra: Mesedez, atera galdera ebazteko informazioa (Zenbat ordu
ematen ditu astean txakurrak zaintzen?), atera bakarrik informazio
erabilgarriena, zerrendatu banan-banan!

A: 1. Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. 3. Horrek esan nahi
du egunero 10 * 0.5 = 5 ordu behar dituela. 4. Astean 7 egun daude,
beraz, 5 * 7 = 35 ordu behar ditu astean.

Figure 5: Extract the Problem-Solving Information
stage using two illustrative examples in Basque. The
template is highlighted in bold to indicate its structure
and function within the instruction, while the question
inherited from the Reveal the Core Question stage is
shown in italics.
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Q: Rogerrek 5 teniseko pilota ditu. Teniseko piloten 2 pote gehiago erosi
ditu. Pote bakoitzak 3 teniseko pilota ditu. Zenbat teniseko pilota ditu
orain?
Aholkua: 1. Roger 5 pilotarekin hasi zen. 2. 2 pote, bakoitza 3 teniseko
pilotakoa, 6 teniseko pilota dira. 3. 5 + 6 = 11.
Zenbat teniseko pilota ditu orain?
Mesedez, ulertu Aholkua eta galderaren informazioa, ondoren,
galdera pausoz pauso ebatzi eta erantzuna erakutsi.

A: 11

Q: Bederatzi ordenagailu zeuden zerbitzari-gelan. Beste bost ordenagailu
instalatu ziren egun bakoitzean, astelehenetik ostegunera. Zenbat ordena-
gailu daude orain zerbitzari-gelan?
Aholkua: 1. 4 egun daude astelehenetik ostegunera. 2. 5 ordenagailu
gehitu ziren egunero. 3. Horrek esan nahi du guztira 4 * 5 = 20 ordena-
gailu gehitu zirela. 4. Hasieran 9 ordenagailu zeuden, beraz orain 9 +
20 = 29 ordenagailu daude.
Zenbat ordenagailu daude orain zerbitzari-gelan?
Mesedez, ulertu Aholkua eta galderaren informazioa, ondoren,
galdera pausoz pauso ebatzi eta erantzuna erakutsi.

A: 29

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Aholkua: 1. Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar
du txakur bakoitza paseatzeko eta haren kontuez arduratzeko. 3. Horrek
esan nahi du egunero 10 * 0.5 = 5 ordu behar dituela. 4. Astean 7 egun
daude, beraz, 5 * 7 = 35 ordu behar ditu astean.
Zenbat ordu ematen ditu astean txakurrak zaintzen?
Mesedez, ulertu Aholkua eta galderaren informazioa, ondoren,
galdera pausoz pauso ebatzi eta erantzuna erakutsi.

A: 35

Figure 6: Generate and Extract the Answer stage with
two Basque examples. The template is highlighted in
bold to indicate its structure and function within the in-
struction, while context from the Reveal the Core Ques-
tion and Extract Problem-Solving Information stages
are shown in italics.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each
can has 3 tennis balls. How many tennis balls does he have now?
Please extract the core question, only the most comprehensive and
detailed one!

A: How many tennis balls does he have now?

Q: There were nine computers in the server room. Five more computers
were installed each day, from monday to thursday. How many computers
are now in the server room?
Please extract the core question, only the most comprehensive and
detailed one!

A: How many computers are now in the server room?

Q: John takes care of 10 dogs. Each dog takes .5 hours a day to walk
and take care of their business. How many hours a week does he spend
taking care of dogs?
Please extract the core question, only the most comprehensive and
detailed one!

A: How many hours a week does he spend taking care of dogs?

Figure 7: Reveal the Core Question stage using two
illustrative examples in English. The template is high-
lighted in bold to indicate its structure and function
within the instruction.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each
can has 3 tennis balls. How many tennis balls does he have now?
Note: Please extract the question-solving information related to the
problem (How many tennis balls does he have now?), only extract the
most useful information, and list them one by one!

A: 1. Roger started with 5 balls. 2. 2 cans of 3 tennis balls each is 6
tennis balls. 3. 5 + 6 = 11.

Q: There were nine computers in the server room. Five more computers
were installed each day, from monday to thursday. How many computers
are now in the server room?
Note: Please extract the question-solving information related to the
problem (How many computers are now in the server room?), only ex-
tract the most useful information, and list them one by one!

A: 1. There are 4 days from monday to thursday. 2. 5 computers were
added each day. 3. That means in total 4 * 5 = 20 computers were
added. 4. There were 9 computers in the beginning, so now there are
9 + 20 = 29 computers.

Q: John takes care of 10 dogs. Each dog takes .5 hours a day to walk
and take care of their business. How many hours a week does he spend
taking care of dogs?
Note: Please extract the question-solving information related to the
problem (How many hours a week does he spend taking care of dogs?),
only extract the most useful information, and list them one by one!

A: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day to
walk and take care of their business. There are 7 days in a week.

Figure 8: Extract the Problem-Solving Information
stage using two illustrative examples in English. The
template is highlighted in bold to indicate its structure
and function within the instruction, while the question
inherited from the Reveal the Core Question stage is
shown in italics.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each
can has 3 tennis balls. How many tennis balls does he have now?
Hint: 1. Roger started with 5 balls. 2. 2 cans of 3 tennis balls each is 6
tennis balls. 3. 5 + 6 = 11.
How many tennis balls does he have now?
Please understand the Hint and question information, then solve the
question step by step and show the answer.

A: 11

Q: There were nine computers in the server room. Five more computers
were installed each day, from monday to thursday. How many computers
are now in the server room?
Hint: 1. There are 4 days from monday to thursday. 2. 5 computers
were added each day. 3. That means in total 4 * 5 = 20 computers were
added. 4. There were 9 computers in the beginning, so now there are 9 +
20 = 29 computers.
How many computers are now in the server room?
Please understand the Hint and question information, then solve the
question step by step and show the answer.

A: 29

Q: John takes care of 10 dogs. Each dog takes .5 hours a day to walk
and take care of their business. How many hours a week does he spend
taking care of dogs?
Hint: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day
to walk and take care of their business. There are 7 days in a week.
How many hours a week does he spend taking care of dogs?
Please understand the Hint and question information, then solve the
question step by step and show the answer.

A: 35

Figure 9: Generate and Extract the Answer stage with
two English examples. The template is highlighted in
bold to indicate its structure and function within the in-
struction, while context from the Reveal the Core Ques-
tion and Extract Problem-Solving Information stages
are shown in italics.
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Figure 10: Comparative evaluation of Zero-Shot, One-Shot, and Few-Shot prompting techniques, in conjunction
with the DUP prompting strategy, on the MGSM dataset. Results are reported for both Basque and English to assess
multilingual reasoning performance.

The performance results for each model and shot967

configuration on the MGSM benchmark are visual-968

ized in Figure 10, while Table 6 reports the full de-969

tailed metrics for both MGSM and MASEU. These970

results enable a detailed comparison of model be-971

havior under varying levels of supervision, helping972

to assess the combined impact of prompt structure973

and contextual information on reasoning accuracy974

across languages. Together, these materials pro-975

vide a more complete picture of how DUP can be976

adapted for more flexible and effective use in few-977

shot prompting scenarios.978

B Detailed Results on DUP vs. Standard979

Prompting980

This appendix provides the complete set of ex-981

perimental results comparing DUP and non-DUP982

prompting strategies across all evaluated models,983

benchmarks, and language configurations in the984

few-shot setting. Figures 11 and 12 visualize per-985

formance on the MASEU and MGSM benchmarks,986

respectively, highlighting how multilingual reason-987

ing is affected by structured versus conventional988

prompting techniques.989

These visualizations enable a detailed compari-990

son of prompting effects, revealing how reasoning991

quality is shaped by prompt structure and model992

type. The results highlight the particular effective-993

ness of structured guidance in low-resource con-994

texts like Basque. In such settings, well-designed995

Figure 11: Performance comparison of DUP and non-
DUP prompting on the Basque subset of the MASEU
dataset under Few-Shot settings. The figure shows how
structured prompting using DUP affects model perfor-
mance across different architectures and scales, high-
lighting the consistent benefits of DUP in low-resource
language contexts.

prompts help guide the model’s output more effec- 996

tively, improving both accuracy and interpretabil- 997

ity. This underscores the importance of prompt 998

formulation in adapting general-purpose models to 999

underrepresented languages. 1000
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Dataset Technique Model Zero-Shot One-Shot (∆) Few-Shot (∆)

M
A

SE
U

DUP

Latxa:8B 73.55 80.21(+6.66) 79.33(+5.78)

Llama3.1:8B 49.67 61.93(+12.26) 68.66(+18.99)
Qwen2.5:7B 48.67 55.43(+6.76) 57.20(+8.53)
Latxa:70B 86.68 91.12(+4.44) 91.84(+5.16)
Llama3.1:70B 80.08 89.70(+9.62) 90.64(+10.56)
Qwen2.5:72B 77.91 81.31(+3.40) 81.71(+3.80)

non-DUP

Latxa:8B 81.16 82.36(+1.20) 84.00(+2.84)
Llama3.1:8B 66.88 65.62(−1.26) 69.22(+2.34)
Qwen2.5:7B 61.68 65.25(+3.57) 67.70(+6.02)
Latxa:70B 89.27 88.63(−0.64) 89.46(+0.19)
Llama3.1:70B 84.09 87.56(+3.47) 88.70(+4.61)
Qwen2.5:72B 77.94 82.16(+4.22) 84.34(+6.40)

M
A

SE
U

DUP

Latxa:8B 53.00 55.50(+2.50) 53.30(+0.30)

Llama3.1:8B 26.00 36.60(+10.60) 38.00(+12.00)
Qwen2.5:7B 30.70 31.40(+0.70) 32.40(+1.70)
Latxa:70B 75.60 79.10(+3.50) 81.10(+5.50)
Llama3.1:70B 51.90 68.70(+16.80) 73.50(+21.60)
Qwen2.5:72B 55.10 58.50(+3.40) 60.00(+4.90)

non-DUP

Latxa:8B 60.60 61.60(+1.00) 62.20(+1.60)
Llama3.1:8B 50.60 49.00(−1.60) 47.20(−3.40)

Qwen2.5:7B 44.80 48.00(+3.20) 47.80(+3.00)

Latxa:70B 82.00 83.60(+1.60) 81.80(−0.20)

Llama3.1:70B 74.00 74.00(0.00) 76.00(+2.00)
Qwen2.5:72B 40.00 44.20(+4.20) 49.20(+9.20)

AVG 57.43 61.06(+3.63) 62.51(+5.08)

Table 6: Accuracy results of different prompting techniques, Zero-Shot, One-Shot, and Few-Shot, evaluated on the
MASEU and MGSM datasets, using both DUP and non-DUP prompting strategies across various language settings.

Figure 12: Performance comparison of DUP and non-
DUP prompting on the Basque subset of the MGSM
dataset under Few-Shot settings. The figure shows how
structured prompting using DUP affects model perfor-
mance across different architectures and scales, high-
lighting the consistent benefits of DUP in low-resource
language contexts.

To complement the visual summaries, the full1001

set of disaggregated accuracy scores, covering all1002

combinations of model, dataset, prompting strat-1003

egy, and language configuration, is provided in Ta- 1004

ble 7. This tabular data supports detailed analysis 1005

and offers a complete accounting of experimental 1006

outcomes for all evaluated settings. 1007

C Language Key Configurations in DUP 1008

Prompting 1009

This appendix provides a detailed overview of the 1010

multilingual prompting configurations used to eval- 1011

uate the impact of language mixing within the DUP 1012

prompting framework. Specifically, we present the 1013

variants in which Basque and English are combined 1014

in different components of the prompt, including 1015

the MWP input, the template instructions, and the 1016

expected model responses. These configurations 1017

are designed to isolate the effect of language usage 1018

within structurally guided reasoning tasks and to 1019

better understand how models handle multilingual 1020

contexts, particularly when switching between a 1021

low-resource language such as Basque and a high- 1022

resource language like English. 1023

The appendix includes representative prompt ex- 1024

amples for each configuration, as shown in the ac- 1025

companying figures. These examples illustrate how 1026

each stage of the DUP strategy, core question ex- 1027

traction, problem-solving information identifica- 1028

tion, and final answer generation, was constructed 1029
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Language Shots Model non-DUP DUP

Basque

Zero-Shot

Latxa:8B 73.67 77.27
Llama3.1:8B 45.39 34.97
Qwen2.5:7B 36.68 37.94
Latxa:70B 85.35 88.13
Llama3.1:70B 80.18 77.65
Qwen2.5:72B 67.80 74.49

One-Shot

Latxa:8B 75.95 80.74
Llama3.1:8B 41.10 47.54
Qwen2.5:7B 42.61 46.15
Latxa:70B 84.85 86.36
Llama3.1:70B 84.53 85.29
Qwen2.5:72B 74.56 79.73

Few-Shot

Latxa:8B 78.79 81.63
Llama3.1:8B 49.94 55.37
Qwen2.5:7B 47.03 48.48
Latxa:70B 87.06 88.32
Llama3.1:70B 85.29 89.65
Qwen2.5:72B 78.16 83.65

English

Zero-Shot

Latxa:8B 88.64 72.60
Llama3.1:8B 88.38 74.12
Qwen2.5:7B 86.68 78.66
Latxa:70B 93.18 82.77
Llama3.1:70B 88.01 80.62
Qwen2.5:72B 88.07 88.83

One-Shot

Latxa:8B 88.76 79.42
Llama3.1:8B 90.15 86.74
Qwen2.5:7B 87.88 85.80
Latxa:70B 92.42 96.53
Llama3.1:70B 90.59 96.09
Qwen2.5:72B 89.77 90.21

Few-Shot

Latxa:8B 89.20 79.04
Llama3.1:8B 88.51 88.32
Qwen2.5:7B 88.38 86.24
Latxa:70B 91.86 96.65
Llama3.1:70B 92.11 94.13
Qwen2.5:72B 90.53 90.66

Language Shots Model non-DUP DUP

Basque

Zero-Shot

Latxa:8B 44.40 47.60
Llama3.1:8B 28.40 17.60
Qwen2.5:7B 11.60 14.40
Latxa:70B 70.40 75.60
Llama3.1:70B 64.00 46.40
Qwen2.5:72B 26.80 42.80

One-Shot

Latxa:8B 48.40 47.60
Llama3.1:8B 19.20 21.60
Qwen2.5:7B 17.20 14.00
Latxa:70B 75.60 73.20
Llama3.1:70B 62.40 59.60
Qwen2.5:72B 35.20 48.00

Few-Shot

Latxa:8B 48.00 46.80
Llama3.1:8B 21.20 22.40
Qwen2.5:7B 16.00 16.40
Latxa:70B 73.20 71.20
Llama3.1:70B 62.40 66.00
Qwen2.5:72B 39.60 51.60

English

Zero-Shot

Latxa:8B 76.80 62.40
Llama3.1:8B 72.80 45.60
Qwen2.5:7B 78.00 75.20
Latxa:70B 93.60 76.40
Llama3.1:70B 84.00 63.60
Qwen2.5:72B 53.20 80.80

One-Shot

Latxa:8B 74.80 68.00
Llama3.1:8B 78.80 68.40
Qwen2.5:7B 78.80 74.80
Latxa:70B 91.60 90.40
Llama3.1:70B 85.60 79.60
Qwen2.5:72B 53.20 86.00

Few-Shot

Latxa:8B 76.40 72.00
Llama3.1:8B 73.20 73.20
Qwen2.5:7B 79.60 77.60
Latxa:70B 90.40 93.20
Llama3.1:70B 89.60 86.00
Qwen2.5:72B 58.80 87.20

Table 7: Comparison of DUP and non-DUP prompting performance across Zero-Shot, One-Shot, and Few-Shot
settings. Results are shown for the MASEU dataset (right) and the MGSM dataset (left).

under varying language conditions. Together, they1030

offer insight into how linguistic composition within1031

a prompt may influence reasoning performance,1032

and serve as a reference for reproducibility and1033

further analysis of language-sensitive prompting1034

strategies.1035

C.1 Basque1036

In the following prompts, the text is presented en-1037

tirely in Basque. For this case, the translated ver-1038

sion of the original dataset has been used. The1039

language model is able to recognize the linguistic1040

context and continues the interaction by responding1041

in the same language.1042

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Mesedez, atera galdera nagusia, bakarrik osatuena eta zehatzena!

A: Zenbat ordu ematen ditu astean txakurrak zaintzen?

Figure 13: Reveal the Core Question stage, in which
the MWP, the template, highlighted in bold, and the
corresponding response are all entirely expressed in
Basque.
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Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Oharra: Mesedez, atera galdera ebazteko informazioa (Zenbat ordu
ematen ditu astean txakurrak zaintzen?), atera bakarrik informazio
erabilgarriena, zerrendatu banan-banan!

A: 1. Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. 3. Horrek esan nahi
du egunero 10 * 0.5 = 5 ordu behar dituela. 4. Astean 7 egun daude,
beraz, 5 * 7 = 35 ordu behar ditu astean.

Figure 14: Extract the Problem-solving Information
stage, in which the MWP, the template, highlighted in
bold, the core question from the Reveal the Core Ques-
tion stage, in italics, and the corresponding response are
all entirely expressed in Basque.

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Aholkua: 1. Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar
du txakur bakoitza paseatzeko eta haren kontuez arduratzeko. 3. Horrek
esan nahi du egunero 10 * 0.5 = 5 ordu behar dituela. 4. Astean 7 egun
daude, beraz, 5 * 7 = 35 ordu behar ditu astean.
Zenbat ordu ematen ditu astean txakurrak zaintzen?
Mesedez, ulertu Aholkua eta galderaren informazioa, ondoren,
galdera pausoz pauso ebatzi eta erantzuna erakutsi.

A: 35

Figure 15: Generate and Extract the Answer in Basque
stage in Basque, in which the MWP, the template, high-
lighted in bold, the core question from the Reveal the
Core Question stage, in italics, and the information from
the Extract Problem-Solving Information stage, also in
italics, are all entirely expressed in Basque.

C.2 Mixed with English Templates1043

In the following prompts, it can be observed that the1044

templates used are written in English, whereas both1045

the original problem statement and the model’s re-1046

sponses are provided in Basque. The model is ex-1047

plicitly instructed regarding the language to be used1048

for each component of the interaction, including1049

the input elements and the expected output.1050

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Please extract the core question, only the most comprehensive and
detailed one!
The provided sentence is in Basque.
Please, output the answer in Basque.

A: Zenbat ordu ematen ditu astean txakurrak zaintzen?

Figure 16: Reveal the Core Question stage, in which
both the MWP and the corresponding response are ex-
pressed in Basque, while the template, highlighted in
bold, is presented in English.

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Note: Please extract the question-solving information related to the
problem (Zenbat ordu ematen ditu astean txakurrak zaintzen?), only
extract the most useful information, and list them one by one!
The provided sentence is in Basque and question is in Basque.
Please, output the answer in Basque.

A: 1. Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. 3. Horrek esan nahi
du egunero 10 * 0.5 = 5 ordu behar dituela. 4. Astean 7 egun daude,
beraz, 5 * 7 = 35 ordu behar ditu astean.

Figure 17: Extract the Problem-solving Information
stage, in which the MWP, the core question from the
Reveal the Core Question stage, in italics, and the corre-
sponding response are expressed in Basque, while the
template, highlighted in bold, is presented in English.

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Hint: 1. Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du
txakur bakoitza paseatzeko eta haren kontuez arduratzeko. 3. Horrek
esan nahi du egunero 10 * 0.5 = 5 ordu behar dituela. 4. Astean 7 egun
daude, beraz, 5 * 7 = 35 ordu behar ditu astean.
Zenbat ordu ematen ditu astean txakurrak zaintzen?
Please understand the Hint and question information, then solve the
question step by step and show the answer.
The provided sentence is in Basque and the question and the num-
bered steps are in Basque.

A: 35

Figure 18: Generate and Extract the Answer stage, in
which the MWP, the core question from the Reveal the
Core Question stage, in italics, and the information from
the Extract Problem-Solving Information stage, also in
italics, are expressed in Basque, while the template,
highlighted in bold, is presented in English.

C.3 Mixed with English Templates and 1051

Responses 1052

In the following prompts, the use of English ex- 1053

tends from the templates to the generated responses, 1054

with only the original problem statement preserved 1055

in Basque. The model is explicitly instructed about 1056

the language to be used for each component of the 1057

task, including both the input segments and the 1058

expected output. 1059

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Please extract the core question, only the most comprehensive and
detailed one!
The provided sentence is in Basque.
Please, output the answer in English.

A: How many hours a week does he spend taking care of dogs?

Figure 19: Reveal the Core Question stage, in which
the MWP is expressed in Basque, while the template,
highlighted in bold, and the corresponding response are
presented in English.
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Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Note: Please extract the question-solving information related to the
problem (How many hours a week does he spend taking care of dogs?),
only extract the most useful information, and list them one by one!
The provided sentence is in Basque and question is in English.
Please, output the answer in English.

A: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day to
walk and take care of their business. There are 7 days in a week.

Figure 20: Extract the Problem-solving Information
stage, in which the MWP is expressed in Basque, while
the template, highlighted in bold, the core question from
the Reveal the Core Question stage, in italics, and the
corresponding response are presented in English.

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-erdi behar du txakur
bakoitza paseatzeko eta haren kontuez arduratzeko. Zenbat ordu ematen
ditu astean txakurrak zaintzen?
Hint: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day
to walk and take care of their business. There are 7 days in a week.
How many hours a week does he spend taking care of dogs?
Please understand the Hint and question information, then solve the
question step by step and show the answer.
The provided sentence is in Basque and the question and the num-
bered steps are in English.

A: 35

Figure 21: Generate and Extract the Answer stage, in
which the MWP is expressed in Basque, while the tem-
plate, highlighted in bold, the core question from the
Reveal the Core Question stage, in italics, and the infor-
mation from the Extract Problem-Solving Information
stage, also in italics, are presented in English.

C.4 English1060

In the following prompts, the text is presented en-1061

tirely in English. For this case, the English version1062

of the dataset is used. The language model recog-1063

nizes the input language and continues the interac-1064

tion accordingly, generating responses in the same1065

language.1066

Q: John takes care of 10 dogs. Each dog takes .5 hours a day to walk
and take care of their business. How many hours a week does he spend
taking care of dogs?
Please extract the core question, only the most comprehensive and
detailed one!

A: How many hours a week does he spend taking care of dogs?

Figure 22: Reveal the Core Question stage, in which
the MWP, the template, highlighted in bold, and the
corresponding response are all entirely expressed in
English.

Q: John takes care of 10 dogs. Each dog takes .5 hours a day to walk
and take care of their business. How many hours a week does he spend
taking care of dogs?
Note: Please extract the question-solving information related to the
problem (How many hours a week does he spend taking care of dogs?),
only extract the most useful information, and list them one by one!

A: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day to
walk and take care of their business. There are 7 days in a week.

Figure 23: Extract the Problem-solving Information
stage, in which the MWP, the template, highlighted in
bold, the core question from the Reveal the Core Ques-
tion stage, in italics, and the corresponding response are
all entirely expressed in English.

Q: John takes care of 10 dogs. Each dog takes .5 hours a day to walk
and take care of their business. How many hours a week does he spend
taking care of dogs?
Hint: 1. John takes care of 10 dogs. 2. Each dog takes 0.5 hours a day
to walk and take care of their business. There are 7 days in a week.
How many hours a week does he spend taking care of dogs?
Please understand the Hint and question information, then solve the
question step by step and show the answer.

A: 35

Figure 24: Generate and Extract the Answer in Basque
stage in Basque, in which the MWP, the template, high-
lighted in bold, the core question from the Reveal the
Core Question stage, in italics, and the information from
the Extract Problem-Solving Information stage, also in
italics, are all entirely expressed in English.

D Prompts 1067

Following the prompts presented in Appendix C, 1068

this section provides the complete prompts along 1069

with their corresponding responses for the example 1070

MWPs across the three stages of the DUP tech- 1071

nique. Additionally, variations introduced by the 1072

use of different languages are incorporated. These 1073

examples illustrate the full procedural application 1074

of the DUP methodology, demonstrating how lan- 1075

guage shifts and iterative prompt-response inter- 1076

actions influence the structure and resolution of 1077

MWPs. This detailed presentation aims to offer a 1078

clearer understanding of the linguistic and method- 1079

ological adaptations involved in the DUP strategy 1080

across multilingual contexts. 1081

D.1 Reveal the Core Question 1082

D.1.1 Basque 1083

1084

1085

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu- 1086

erdi behar du txakur bakoitza paseatzeko eta haren 1087

kontuez arduratzeko. Zenbat ordu ematen ditu 1088

astean txakurrak zaintzen? 1089

Mesedez, atera galdera nagusia, bakarrik osat- 1090

uena eta zehatzenena! 1091
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A: Zenbat ordu ematen ditu astean txakurrak
zaintzen?

1092

D.1.2 Mixed with English Templates1093

1094

1095

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-1096

erdi behar du txakur bakoitza paseatzeko eta haren1097

kontuez arduratzeko. Zenbat ordu ematen ditu1098

astean txakurrak zaintzen?1099

Please extract the core question, only the most1100

comprehensive and detailed one!1101

The provided sentence is in Basque.1102

Please, output the answer in Basque.1103

A: Zenbat ordu ematen ditu astean txakurrak
zaintzen?

1104

D.1.3 Mixed with English Templates and1105

Responses1106

1107

1108

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-1109

erdi behar du txakur bakoitza paseatzeko eta haren1110

kontuez arduratzeko. Zenbat ordu ematen ditu1111

astean txakurrak zaintzen?1112

Please extract the core question, only the most1113

comprehensive and detailed one!1114

The provided sentence is in Basque.1115

Please, output the answer in English.1116

A: How many hours a week does John spend
taking care of dogs?

1117

D.1.4 English1118

1119

1120

Q: John takes care of 10 dogs. Each dog takes .51121

hours a day to walk and take care of their business.1122

How many hours a week does he spend taking care1123

of dogs?1124

Please extract the core question, only the most1125

comprehensive and detailed one!1126

A: How many hours a week does John spend
taking care of dogs?

1127

D.2 Extract the Problem-solving Information1128

D.2.1 Basque1129

1130

1131

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-1132

erdi behar du txakur bakoitza paseatzeko eta haren1133

kontuez arduratzeko. Zenbat ordu ematen ditu 1134

astean txakurrak zaintzen? 1135

Oharra: Mesedez, atera galdera ebazteko infor- 1136

mazioa (Zenbat ordu ematen ditu astean txakurrak 1137

zaintzen?), atera bakarrik informazio erabilgar- 1138

riena, zerrendatu banan-banan! 1139

A: 1. Johnek 10 txakur zaintzen ditu.
2. Egunean ordu-erdi behar du txakur bakoitza
paseatzeko eta haren kontuez arduratzeko.
3. Horrek esan nahi du egunero 10× 0.5 = 5
ordu behar dituela.
4. Astean 7 egun daude, beraz, 5× 7 = 35 ordu
behar ditu astean.

1140

D.2.2 Mixed with English Templates 1141

1142

1143

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu- 1144

erdi behar du txakur bakoitza paseatzeko eta haren 1145

kontuez arduratzeko. Zenbat ordu ematen ditu 1146

astean txakurrak zaintzen? 1147

Note: Please extract the question-solving in- 1148

formation related to the problem (Zenbat ordu 1149

ematen ditu astean txakurrak zaintzen?), only ex- 1150

tract the most useful information, and list them 1151

one by one! 1152

The provided sentence is in Basque and question 1153

is in Basque. 1154

Please, output the answer in Basque. 1155

A: 1. Johnek 10 txakur zaintzen ditu.
2. Egunean ordu-erdi behar du txakur bakoitza
paseatzeko eta haren kontuez arduratzeko.
3. Horrek esan nahi du egunero 10× 0.5 = 5
ordu behar dituela.
4. Astean 7 egun daude, beraz, 5× 7 = 35 ordu
behar ditu astean.

1156

D.2.3 Mixed with English Templates and 1157

Responses 1158

1159

1160

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu- 1161

erdi behar du txakur bakoitza paseatzeko eta haren 1162

kontuez arduratzeko. Zenbat ordu ematen ditu 1163

astean txakurrak zaintzen? 1164

Note: Please extract the question-solving infor- 1165

mation related to the problem (How many hours 1166

a week does John spend taking care of dogs?), 1167

only extract the most useful information, and 1168

list them one by one! 1169

The provided sentence is in Basque and question 1170
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is in English.1171

Please, output the answer in English.1172

A: 1. John takes care of 10 dogs.
2. Each dog takes 0.5 hours a day to walk and
take care of their business.
3. There are 7 days in a week.

1173

D.2.4 English1174

1175

1176

Q: John takes care of 10 dogs. Each dog takes .51177

hours a day to walk and take care of their business.1178

How many hours a week does he spend taking care1179

of dogs?1180

Note: Please extract the question-solving infor-1181

mation related to the problem (How many hours1182

a week does John spend taking care of dogs?),1183

only extract the most useful information, and1184

list them one by one!1185

A: 1. John takes care of 10 dogs.
2. Each dog takes 0.5 hours a day to walk and
take care of their business.
3. There are 7 days in a week.

1186

D.3 Generate and Extract the Answer1187

D.3.1 Basque1188

1189

1190

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-1191

erdi behar du txakur bakoitza paseatzeko eta haren1192

kontuez arduratzeko. Zenbat ordu ematen ditu1193

astean txakurrak zaintzen?1194

Aholkua: 1. Johnek 10 txakur zaintzen ditu.1195

2. Egunean ordu-erdi behar du txakur bakoitza1196

paseatzeko eta haren kontuez arduratzeko. 3. Hor-1197

rek esan nahi du egunero 10 * 0.5 = 5 ordu behar1198

dituela. 4. Astean 7 egun daude, beraz, 5 * 7 = 351199

ordu behar ditu astean.1200

Zenbat ordu ematen ditu astean txakurrak1201

zaintzen?1202

Mesedez, ulertu Aholkua eta galderaren infor-1203

mazioa, ondoren, galdera pausoz pauso ebatzi1204

eta erantzuna erakutsi.1205

A: 351206

D.3.2 Mixed with English Templates1207

1208

1209

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu-1210

erdi behar du txakur bakoitza paseatzeko eta haren1211

kontuez arduratzeko. Zenbat ordu ematen ditu 1212

astean txakurrak zaintzen? 1213

Hint: 1. Johnek 10 txakur zaintzen ditu. 2. 1214

Egunean ordu-erdi behar du txakur bakoitza 1215

paseatzeko eta haren kontuez arduratzeko. 3. Hor- 1216

rek esan nahi du egunero 10 * 0.5 = 5 ordu behar 1217

dituela. 4. Astean 7 egun daude, beraz, 5 * 7 = 35 1218

ordu behar ditu astean. 1219

Zenbat ordu ematen ditu astean txakurrak 1220

zaintzen? 1221

Please understand the Hint and question infor- 1222

mation, then solve the question step by step and 1223

show the answer. 1224

The provided sentence is in Basque and the ques- 1225

tion and the numbered steps are in Basque. 1226

A: 35 1227

D.3.3 Mixed with English Templates and 1228

Responses 1229

1230

1231

Q: Johnek 10 txakur zaintzen ditu. Egunean ordu- 1232

erdi behar du txakur bakoitza paseatzeko eta haren 1233

kontuez arduratzeko. Zenbat ordu ematen ditu 1234

astean txakurrak zaintzen? 1235

Hint: 1. John takes care of 10 dogs. 2. Each dog 1236

takes 0.5 hours a day to walk and take care of their 1237

business. 3. There are 7 days in a week. 1238

How many hours a week does John spend taking 1239

care of dogs? 1240

Please understand the Hint and question infor- 1241

mation, then solve the question step by step and 1242

show the answer. 1243

The provided sentence is in Basque and the ques- 1244

tion and the numbered steps are in English. 1245

A: 35 1246

D.3.4 English 1247

1248

1249

Q: John takes care of 10 dogs. Each dog takes .5 1250

hours a day to walk and take care of their business. 1251

How many hours a week does he spend taking care 1252

of dogs? 1253

Hint: 1. John takes care of 10 dogs. 2. Each dog 1254

takes 0.5 hours a day to walk and take care of their 1255

business. 3. There are 7 days in a week. 1256

How many hours a week does John spend taking 1257

care of dogs? 1258
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Please understand the Hint and question infor-1259

mation, then solve the question step by step and1260

show the answer.1261

A: 351262

E Results1263

The complete set of experimental results for estab-1264

lishing the performance benchmarks of the various1265

tested LLMs is presented in this section. These1266

experiments were conducted using DUP technique,1267

which incorporates iterative prompt-response mix-1268

ing and integrates language variations through-1269

out its stages, and the standard non-DUP prompt-1270

ing approach. The results provide a comprehen-1271

sive overview of the models’ mathematical rea-1272

soning capabilities across both high-resource and1273

low-resource languages. This extensive evaluation1274

serves as a foundational reference for understand-1275

ing the interplay between model scale, language1276

specialization, and prompting methodology in mul-1277

tilingual mathematical reasoning tasks.1278
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E.1 MASEU1279

Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

Latxa:8B 77.27 -3.66 -6.57
Llama3.1:8B 34.97 -5.30 +24.94
Qwen2.5:7B 37.94 +2.21 0.00
Latxa:70B 88.13 +1.01 -1.45
Llama3.1:70B 77.65 +1.96 +4.80
Qwen2.5:72B 74.49 +2.08 -2.78

Table 8: Results of performance
metrics of DUP prompting with
Zero-Shot for MASEU with differ-
ent language configurations.

Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

Latxa:8B 80.74 -1.07 +0.25
Llama3.1:8B 47.54 -2.97 +21.34
Qwen2.5:7B 46.15 +3.79 -6.31
Latxa:70B 86.36 +3.28 +5.56
Llama3.1:70B 85.29 +2.71 +4.10
Qwen2.5:72B 79.73 +1.89 -6.06

Table 9: Results of performance
metrics of DUP prompting with
One-Shot for MASEU with differ-
ent language configurations.

Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

Latxa:8B 81.63 -6.69 +0.06
Llama3.1:8B 55.37 +2.65 +17.55
Qwen2.5:7B 48.48 +1.52 -4.42
Latxa:70B 88.32 +1.89 +3.85
Llama3.1:70B 89.65 -0.44 -0.06
Qwen2.5:72B 83.65 -4.86 -9.91

Table 10: Results of performance
metrics of DUP prompting with
Few-Shot for MASEU with differ-
ent language configurations.

Model Basque English ∆
Latxa:8B 77.27 -4.67
Llama3.1:8B 34.97 +39.14
Qwen2.5:7B 37.94 +40.72
Latxa:70B 88.13 -5.37
Llama3.1:70B 77.65 +2.97
Qwen2.5:72B 74.49 +14.33

Table 11: Results of perfor-
mance metrics of DUP prompting
with Zero-Shot for MASEU with
Basque and English languages.

Model Basque English ∆
Latxa:8B 80.74 -1.33
Llama3.1:8B 47.54 +39.20
Qwen2.5:7B 46.15 +39.65
Latxa:70B 86.36 +10.16
Llama3.1:70B 85.29 +10.80
Qwen2.5:72B 79.73 +10.48

Table 12: Results of perfor-
mance metrics of DUP prompting
with One-Shot for MASEU with
Basque and English languages.

Model Basque English ∆
Latxa:8B 81.63 -2.59
Llama3.1:8B 55.37 +32.95
Qwen2.5:7B 48.48 +37.75
Latxa:70B 88.32 +8.33
Llama3.1:70B 89.65 +4.48
Qwen2.5:72B 83.65 +7.01

Table 13: Results of perfor-
mance metrics of DUP prompting
with Few-Shot for MASEU with
Basque and English languages.

Model Basque English ∆
Latxa:8B 73.67 +14.96
Llama3.1:8B 45.39 +42.99
Qwen2.5:7B 36.68 +50.00
Latxa:70B 85.35 +7.83
Llama3.1:70B 80.18 +7.83
Qwen2.5:72B 67.80 +20.27

Table 14: Results of performance
metrics of non-DUP prompting
with Zero-Shot for MASEU with
Basque and English languages.

Model Basque English ∆
Latxa:8B 75.95 +12.82
Llama3.1:8B 41.10 +49.05
Qwen2.5:7B 42.61 +45.27
Latxa:70B 84.85 +7.58
Llama3.1:70B 84.53 +6.06
Qwen2.5:72B 74.56 +15.21

Table 15: Results of performance
metrics of non-DUP prompting
with One-Shot for MASEU with
Basque and English languages.

Model Basque English ∆
Latxa:8B 78.79 +10.42
Llama3.1:8B 49.94 +38.57
Qwen2.5:7B 47.03 +41.35
Latxa:70B 87.06 +4.80
Llama3.1:70B 85.29 +6.82
Qwen2.5:72B 78.16 +12.37

Table 16: Results of performance
metrics of non-DUP prompting
with Few-Shot for MASEU with
Basque and English languages.
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E.2 MGSM 1280

Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

Latxa:8B 47.60 -0.80 +7.60
Llama3.1:8B 17.60 -6.80 +12.40
Qwen2.5:7B 14.40 +0.40 +4.00
Latxa:70B 75.60 -1.60 +0.80
Llama3.1:70B 46.40 -6.40 +11.20
Qwen2.5:72B 42.80 +6.40 +4.80

Table 17: Results of performance
metrics of DUP prompting with
Zero-Shot for MGSM with differ-
ent language configurations.

Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

Latxa:8B 47.60 +0.80 +10.40
Llama3.1:8B 21.60 -1.20 +14.40
Qwen2.5:7B 14.00 +4.00 +4.80
Latxa:70B 73.20 +2.00 +4.40
Llama3.1:70B 59.60 +6.80 +9.60
Qwen2.5:72B 48.00 +2.00 +2.00

Table 18: Results of performance
metrics of DUP prompting with
One-Shot for MGSM with differ-
ent language configurations.

Model Basque Mixed
(T) ∆

Mixed
(T, R) ∆

Latxa:8B 46.80 -8.80 +9.60
Llama3.1:8B 22.40 -4.40 +16.00
Qwen2.5:7B 16.40 -0.40 +3.20
Latxa:70B 71.20 +6.40 +11.20
Llama3.1:70B 66.00 +2.40 +7.60
Qwen2.5:72B 51.60 -4.80 +2.80

Table 19: Results of performance
metrics of DUP prompting with
Few-Shot for MGSM with differ-
ent language configurations.

Model Basque English ∆
Latxa:8B 47.60 +14.80
Llama3.1:8B 17.60 +28.00
Qwen2.5:7B 14.40 +60.80
Latxa:70B 75.60 +0.80
Llama3.1:70B 46.40 +17.20
Qwen2.5:72B 42.80 +38.00

Table 20: Results of performance
metrics of DUP prompting with
Zero-Shot for MGSM with Basque
and English languages.

Model Basque English ∆
Latxa:8B 47.60 +20.40
Llama3.1:8B 21.60 +46.80
Qwen2.5:7B 14.00 +60.80
Latxa:70B 73.20 +17.20
Llama3.1:70B 59.60 +20.00
Qwen2.5:72B 48.00 +38.00

Table 21: Results of performance
metrics of DUP prompting with
One-Shot for MGSM with Basque
and English languages.

Model Basque English ∆
Latxa:8B 46.80 +25.20
Llama3.1:8B 22.40 +50.80
Qwen2.5:7B 16.40 +61.20
Latxa:70B 71.20 +22.00
Llama3.1:70B 66.00 +20.00
Qwen2.5:72B 51.60 +35.60

Table 22: Results of performance
metrics of DUP prompting with
Few-Shot for MGSM with Basque
and English languages.

Model Basque English ∆
Latxa:8B 44.40 +32.40
Llama3.1:8B 28.40 +44.40
Qwen2.5:7B 11.60 +66.40
Latxa:70B 70.40 +23.20
Llama3.1:70B 64.00 +20.00
Qwen2.5:72B 26.80 +26.40

Table 23: Results of performance
metrics of non-DUP prompting
with Zero-Shot for MGSM with
Basque and English languages.

Model Basque English ∆
Latxa:8B 48.40 +26.40
Llama3.1:8B 19.20 +59.60
Qwen2.5:7B 17.20 +61.60
Latxa:70B 75.60 +16.00
Llama3.1:70B 62.40 +23.20
Qwen2.5:72B 35.20 +18.00

Table 24: Results of performance
metrics of non-DUP prompting
with One-Shot for MGSM with
Basque and English languages.

Model Basque English ∆
Latxa:8B 48.00 +28.40
Llama3.1:8B 21.20 +52.00
Qwen2.5:7B 16.00 +63.60
Latxa:70B 73.20 +17.20
Llama3.1:70B 62.40 +27.20
Qwen2.5:72B 39.60 +19.20

Table 25: Results of performance
metrics of non-DUP prompting
with Few-Shot for MGSM with
Basque and English languages.
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