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Abstract

Multimodal Large Language Models (MLLMs) excel at sim-001

ple vision-language tasks but struggle when faced with com-002

plex tasks that require compositional capabilities, such as003

combining foundational capabilities like object recognition,004

spatial understanding, and counting. Visual Instruction005

Tuning (VIT), a critical training step for MLLMs, has tra-006

ditionally focused on scaling data volume but overlooks007

the compositional complexity of training examples, limit-008

ing their effectiveness in real-world scenarios. We pro-009

pose COMPACT, COMPositional Atomic-to-complex Vi-010

sual Capability Tuning that enables MLLMs to solve com-011

plex tasks by explicitly training them on compositions of012

foundational atomic capabilities. By generating training013

data with controlled compositional complexity and bal-014

anced distribution, COMPACT enables MLLMs to learn015

complex capabilities (k � 1) more efficiently. With016

only 10% of the LLAVA-665K training data, COMPACT017

achieves 100.18% of the performance obtained using the018

full dataset. We observe that training with COMPACT019

on questions requiring up to k  3 capabilities exhibits020

strong generalization to complex multi-capability questions021

with k > 3 capabilities. COMPACT offers a scalable,022

data-efficient, atomic-to-complex visual compositional tun-023

ing recipe to improve on complex visual-language tasks.024

1. Introduction025

Multimodal Large Language Models (MLLMs) like LLaVA026

[18, 19], Cambrian [30] and Eagle [17, 27] achieve impres-027

sive performance in general-domain visual-language tasks.028

However, in complex visual reasoning, solving a task of-029

ten requires multiple foundational capabilities. Consider030

the following question: “Are there more blue squares or031

red circles on the image?” Many state-of-the-art models032

fail on such compositional questions, even though they can033

answer simpler questions correctly (e.g. “What color is the034

square?”). Such failures suggest that current models do not035

systematically generalize to questions with higher compo-036

sitional complexity.037

Figure 1. Compositional Complexity Comparison. Comparison
between visual instruction tuning data (LLAVA-665K) and our vi-
sual compositional tuning data (COMPACT). The previous VIT
data is dominated by simple queries (k = 1), while our method
ensures a balanced distribution across different levels of composi-
tional complexity (k = 1 to k = 3).

Recent efforts to improve MLLMs’ capabilities have 038

mainly relied on scaling the Visual Instruction Tuning (VIT) 039

data [17, 20, 21, 27, 30]. However, such datasets (e.g. 040

LLAVA-665K [20]) are dominated by simple queries re- 041

quiring only one capability, lacking sufficient compositional 042

complexity (Fig. 1). While effective for simple tasks, recent 043

studies have shown that even state-of-the-art MLLMs strug- 044

gle with integrating capabilities and generalizing to com- 045

plex visual tasks due to limitations in the compositional 046

complexity of their training data [25, 33]. 047

We introduce COMPACT (COMPositional Atomic-to- 048

Complex Visual Capability Tuning), a method that scales 049

capabilities of MLLMs from atomic (k = 1) to com- 050

posite (k > 1) complexity levels. We combine atomic 051

capabilities–object recognition, action recognition, spatial 052

recognition, text recognition, color attribution, shape at- 053

tribution, counting, spatial relationship understanding, and 054

object interaction understanding–to generate a composi- 055

tional training dataset that can promote a model’s internal- 056

ization of compositional structures of complex tasks. We 057

summarize our key contributions: 058

• We introduce COMPACT, an effective visual composi- 059

tional tuning approach that builds complex compositional 060

capabilities from simple atomic capabilities. By system- 061

atically combining 10 foundational capabilities into train- 062
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ing data of controlled complexity, COMPACT addresses063

a key limitation of conventional VIT methods that rely on064

incidental capability composition through data scaling.065

• We develop a structured data recipe that covers a wider066

range of task regimes by enforcing a balanced distribu-067

tion across different levels of compositional complexity068

(k = 1, 2, 3). This approach addresses the complexity cliff069

present in standard VIT datasets [20], where 90.1% of070

questions require two or fewer capabilities, limiting mod-071

els’ ability to handle more complex reasoning tasks.072

• With just 32K samples of our compositional tuning073

data combined with 5% of LLaVA-665K (totaling only074

10% of the original dataset size), COMPACT matches075

the full-scale baseline’s performance (100.18% relative076

score) while demonstrating exceptional generalization to077

complex tasks. It shows remarkable gains on higher-078

complexity visual reasoning, improving performance by079

49.8% on MMStar and 69.2% on MMVet for k = 4 tasks080

compared to the original data recipe.081

2. Method082

2.1. Atomic Visual Capabilities083

Atomic (or basis) capabilities are foundational skills that084

can be combined to solve complex tasks. For example, a085

model needs to acquire object recognition, color attribution,086

and spatial relationship capabilities to identify how objects087

of different colors are spatially oriented. For each visual088

reasoning task T , we identify a set of atomic capabilities089

{c1, . . . ck} required to solve this task. We define the num-090

ber of atomic capabilities k required to solve the task T as091

its compositional complexity.092

We build a taxonomy of atomic capabilities from exist-093

ing literature on MLLMs and general visual tasks [13, 33].094

Extremely low-frequency and non-perceptual capabilities095

(e.g. cultural knowledge, historical context, and math)096

are filtered, resulting in 10 fine-grained atomic capabilities097

(Tab. 3) that focus on visual understanding. We categorize098

these atomic capabilities into three major categories: Attri-099

bution, Recognition, and Relation.100

2.2. Visual Compositional Tuning Data Recipe101

In our proposed approach COMPACT, we generate multi-102

capability questions Dcomp by prompting vision-language103

models to create questions that require natural 1 integra-104

tion of exactly k atomic visual capabilities. This process105

involves four key steps:106

Step 1: Capability Sampling. For each image in the107

training dataset, we randomly sample multiple rounds of108

1We use the term “natural” to denote combination of visual capabili-
ties that correspond to their co-occurrence patterns in real-world settings,
wherein multiple capabilities are integrated in a way that is contextually
and semantically meaningful.

k 2 {1, 2, 3} atomic capabilities from our predefined pool 109

of 10 visual capabilities. At each iteration of capability 110

sampling for an image, we keep track of the capabilities that 111

have been chosen so far to prioritize the remaining ones. 112

Duplicate combinations of capabilities for the same image 113

are automatically dropped. 114

Step 2: Conversation Generation. For each capability 115

combination that is sampled, we prompt Gemini-2.0-Flash 116

to generate a conversational question-answer pair that inte- 117

grates all capabilities in the combination, as well as a score 118

between 0 and 100 that represents its confidence in output 119

quality. Our carefully designed prompt (see Appendix C) 120

enforces several key constraints: (1) questions must require 121

examining the image and cannot be answered from its text 122

alone, (2) answers must be concise, (3) questions must in- 123

tegrate exactly the specified capabilities naturally without 124

conjunctions, and (4) questions must reference objects and 125

features actually present in the image. The purpose of these 126

constraints is to produce vision-centric conversations that 127

are unambiguous and natural. 128

Step 3: Quality Verification. We include a verification 129

process with Gemini-2.0-Flash to ensure the quality and di- 130

versity of the training dataset. We filter out questions that 131

(1) have uninformative answers (e.g., “unknown”, “not visi- 132

ble”), (2) have confidence scores below 70%, (3) share more 133

than 60% of their words with previously accepted questions, 134

or (4) can be answered from the question alone. 135

Then, we perform capability verification by prompting 136

Gemini-2.0-Flash [29] to analyze whether each question re- 137

quires exactly the k specified capabilities. Questions that 138

additionally require unspecified capabilities or fail to utilize 139

all specified capabilities are rejected. The generation and 140

verification steps are repeated iteratively until we collect 2- 141

3 high-quality questions per k for each image or reach a 142

maximum of 10 verification attempts. Only images with at 143

least two verified questions are included in the final dataset. 144

Step 4: Dataset Assembly. The final training dataset 145

combines two components: (1) compositional tuning data– 146

randomly sampled images from the LLAVA-665K dataset 147

and their COMPACT-generated multi-turn conversations– 148

and (2) instruction tuning data–random 5% subset of 149

LLAVA-665K VIT dataset. This careful mixture serves a 150

dual purpose. First, our compositional data improves the 151

model’s capability to reason about multiple visual aspects 152

within a single question. Second, the VIT subset main- 153

tains the model’s ability to handle diverse response formats 154

required by modern MLLM benchmarks (e.g., multiple- 155

choice questions [7], open-ended answers [20]). In this way, 156

we delegate the instruction following capability training to 157

the original VIT dataset, while allowing our compositional 158

data to focus on developing compositional reasoning. 159
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Figure 2. COMPACT. (Left): We sample atomic capabilities (k = 1) such as color, object recognition, and spatial relationship. (Center):

Based on the sampled capabilities, we generate questions (k = 1, 2, 3) with the required number of compositions. (Right): We verify the
quality of the generated conversations and assemble them with instruction tuning data for instruction following capability. This structured
data recipe explicitly models atomic-to-complex learning procedure, in contrast to standard VIT [20] dominated by simple queries.

Data InfoVQA [23] SeedBench [15] MME [7] TextVQA [28] MMVet [36] CV-Bench [30] MMStar [4] LLaVA-W [20] Rel. (%)

LLAVA-665K 20.80 41.72 1478.48 46.99 29.22 60.92 35.11 68.50 100.00

Random 20.05 41.85 1327.70 42.88 30.46 54.71 34.13 64.30 95.38
ICONS [32] 21.0 42.03 1402.75 43.12 31.23 55.96 35.96 61.8 97.47
COMPACT (ours) 23.68 43.13 1379.94 44.37 31.74 55.28 36.13 64.50 100.18

k̄ 0.34 1.11 1.16 1.19 1.24 1.33 1.40 3.05

Table 1. Baseline Comparisons. Performance comparison of COMPACT and multiple baselines. COMPACT integrates atomic capabili-
ties into tasks of higher compositional complexity, enabling models to generalize and handle complex tasks without explicit decomposition.
With 5% of LLAVA-665K instruction tuning data and our 32K compositional tuning data, COMPACT consistently outperforms standard
VIT model trained on same amount of data as well as the LLAVA-665K trained model on multimodal benchmarks.

3. Experiments160

3.1. Evaluation Testbed161

Model. We train the LLaVA-v1.5-7B-LoRA [20] model–a162

post feature alignment checkpoint that has not been exposed163

to any visual instruction tuning data–on our COMPACT164

training dataset for one epoch with its official LoRA fine-165

tuning settings. The COMPACT training dataset includes166

32K compositional samples and 5% of LLAVA-665K [20].167

Baselines. We compare with the following baselines:168

LLAVA-665K: The standard LLaVA-1.5 model trained169

on the full LLAVA-665K dataset (665K samples), rep-170

resenting the conventional visual instruction tuning (VIT)171

paradigm. This serves as the primary performance base-172

line. Random: A random 10% subset of LLAVA-665K173

VIT dataset composed 65K samples, matching the size of174

our COMPACT training dataset. ICONS [32]: A gradient-175

driven influence consensus approach that selects a compact176

training dataset for data-efficient visual instruction tuning.177

This method uses influence functions to identify the most178

informative 65K samples across multiple tasks, which also179

matches the size of our COMPACT training dataset. 180

3.2. Main Results 181

Overall Performance. As shown in Tab. 1, COMPACT 182

exceeds the LLAVA-665K baseline using only 5% of its 183

data and 32K compositional tuning data. COMPACT out- 184

performs both the random baseline [20] and ICONS [32] on 185

most benchmarks, demonstrating superior generalization on 186

multi-capability tasks. 187

We use Gemini-2.0-Flash to analyze each question and 188

identify the atomic capabilities required to give an answer 189

(see the details of the system prompt in §C). We average 190

these numbers for each benchmark to compute benchmark- 191

specific k̄ values. COMPACT shows consistent improve- 192

ments across different k̄, achieving strong gains on tasks 193

like InfoVQA (+13.8% over LLAVA-665K), Seed-Bench 194

(+3.4%), MM-Vet (+8.6%), and MMStar (+2.9%) while 195

maintaining competitive performance on TextVQA and 196

LLaVA-in-the-Wild. 197

Data Efficiency of Compositional Tuning. We investigate 198

the data efficiency of COMPACT by observing how model 199
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Figure 3. Performance Comparison across Compositional Tuning Data Regimes. We compare COMPACT (solid lines) with standard
VIT (dashed lines) across benchmarks as the number of compositional tuning data increases from 2K to 32K. COMPACT consistently
outperforms standard VIT across data regimes, achieving better performance with fewer data. The performance gap is pronounced for
complex reasoning benchmarks such as MM-Vet and MMStar, where the 8K COMPACT model often matches or exceeds the standard
VIT baseline at 32K. This demonstrates the data efficiency of COMPACT, requiring substantially less data than standard VIT to achieve
comparable or better results.

performance changes with respect to the amount of compo-200

sitional tuning data. Fig. 3 shows that COMPACT has a201

general upward trend across all benchmarks unlike the ran-202

dom baseline as the number of compositional tuning sam-203

ples increases. Models trained on compositional tuning data204

often match or exceed the performance of LLAVA-665K205

and random baseline models trained on much larger data.206

We hypothesize that this improvement in data efficiency207

comes from two factors: (1) COMPACT continuously pro-208

vides learning signals of higher compositional complexity209

by balancing the distribution of k. In contrast, the orig-210

inal VIT paradigm trains almost exclusively on k = 1211

tasks (e.g., single-capability queries). Models trained on212

LLAVA-665K data receive signals of higher compositional213

complexity less frequently, leaving them unprepared for214

compositional generalization, the ability to integrate com-215

binations of capabilities not explicitly seen during training.216

(more analysis in §D). (2) COMPACT sustains the learning217

potential during training by explicitly introducing diverse218

(k � 1) integrations of atomic capabilities. Meanwhile,219

original VIT relies heavily on simpler tasks (k = 1) that220

can be easily memorized and templatized for rapid satura-221

tion of learning potential.222

Performance Gains on Complex Compositional Ques-223

tions. COMPACT shows strong compositional gener-224

alization capabilities, achieving notable performance im-225

provements on complex compositional questions. As shown226

in Tab. 2, our method achieves competitive performance227

across various levels of compositional complexity (k) on228

the MM-Vet and MMStar benchmarks. Despite not being229

explicitly trained on data with k > 3, our model effectively230

generalizes to higher complexity tasks. For instance, our231

method achieves a score of 55 for k = 4 and 20 for k = 5,232

while the model trained with LLAVA-665K, which is sig-233

nificantly larger, reaches 32.5 for k = 4 and 0 for k = 5.234

Method k=0 k=1 k=2 k=3 k=4 k=5
MM-Vet
k-Distribution (%) 22.0 42.2 28.4 5.0 1.8 0.5

COMPACT (%) 7.0 36.2 47.4 30.9 55.0 20.0
LLAVA-665K VIT (%) 7.8 35.5 52.5 20.0 32.5 0.0

MMStar
k-Distribution (%) 9.6 53.5 26.6 8.1 1.9 0.2

COMPACT (%) 27.1 38.9 28.2 39.7 52.9 0.0
LLAVA-665K VIT (%) 32.9 38.4 27.2 32.5 35.3 0.0

Table 2. Compositional Generalization to Higher-
Complexities. Performance comparison across compositional
complexities (k). COMPACT shows competitive performance
against LLAVA-665K VIT training. It exceeds the LLAVA-
665K baseline at higher compositional complexity tasks (k = 4
and k = 5) while using significantly less training data. The
k-distribution rows show the distribution of compositional
complexities in each benchmark.

This shows that our method achieves robust performance in 235

scenarios with higher compositional complexity. 236

4. Discussion 237

Conclusion. In this work, we introduce COMPACT, a 238

structured data recipe that systematically combines atomic 239

visual capabilities into composite capabilities to solve com- 240

plex multimodal tasks. Our experimental results show that 241

explicitly training with compositions of atomic capabili- 242

ties achieves superior performance across benchmarks com- 243

pared to standard VIT with only a small fraction of its data. 244

Our work presents the potential of structured compositional 245

learning as a scalable, data-efficient pathway toward mul- 246

timodal models that can solve complex, multi-capability 247

tasks via compositional generalization. 248
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