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Abstract

Machine Reading Comprehension (MRC) is an001
essential task of evaluating natural language002
understanding. Previous MRC datasets focus003
on the specific skill of reading comprehension,004
lacking the requirements of a comprehensive005
MRC benchmark to assess Large Language006
Models (LLMs) thoroughly. To fill this gap,007
we first introduce a novel taxonomy to clas-008
sify the needed capabilities for RC, then based009
on the taxonomy, we automatically build an010
MRC benchmark MRCEval, which employs011
powerful LLMs as sample generators and se-012
lection judges. MRCEval is a comprehensive,013
challenging and accessible benchmark, which014
consists of three main tasks and 13 sub-tasks015
with a total of 2.2K high-quality multi-choice016
questions. We perform an extensive evaluation017
of 28 widely used open-source and proprietary018
models, highlighting that MRC continues to019
present significant challenges even in the era of020
LLMs. Project is available at github. 1021

1 Introduction022

With the advancement of Large Language Mod-023

els (LLMs), such as o3-mini (OpenAI, 2025) and024

DeepSeek-R1 (Guo et al., 2025), their remarkable025

language understanding and generation capabilities026

continue to impress AI communication. Machine027

Reading Comprehension (MRC), which requires028

machine reading and comprehending the given pas-029

sage, then answering the questions correctly, is the030

fundamental evaluation of natural language under-031

standing (Hirschman et al., 1999).032

To facilitate the reading comprehension (RC) ca-033

pability of the machine, a great number of datasets034

are proposed (Rajpurkar et al., 2016; Yang et al.,035

2018; Trivedi et al., 2022; Yao et al., 2023; Parmar036

et al., 2024). However, all these datasets only focus037

on a specific RC skill, and there is a lack of a uni-038

fied benchmark to evaluate the RC challenges of039

1https://github.com/anonymous
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Figure 1: Performance on MRCEval Benchmark of
representative models.

LLMs. Current MRC taxonomies are fine-grained, 040

complicated, and not suitable for creating a com- 041

prehensive but accessible MRC benchmark. On the 042

other hand, there are many new issues appeared 043

with LLMs, such as hallucination (Ji et al., 2023) 044

and knowledge conflict (Xu et al., 2024). These 045

issues make LLMs unable to accurately understand 046

the given context and answer the question incor- 047

rectly, making RC more challenging for LLMs. 048

To address these issues, we first introduce a 049

novel taxonomy for MRC. Drawing inspiration 050

from the machine’s question-answering process of 051

text comprehension (Lehnert and Lehnert, 1978), 052

we summarize the needed RC skills for LLMs 053

into three levels: context comprehension, exter- 054

nal knowledge comprehension and reasoning. As 055

McCarthy (1990) said, machines first understand 056

the facts in the passage, then grasp the expression 057

of the general information about the world that 058

could allow getting the answers to the questions by 059

formal reasoning from the facts and the general in- 060

formation. These levels correspond to the accurate 061

comprehension of facts information, the acquisi- 062

tion of external knowledge, and the integration of 063
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facts and expertise for reasoning.064

Based on the proposed taxonomy, we introduce065

MRCEval, a comprehensive, challenging and ac-066

cessible MRC benchmark designed to assess RC067

capabilities of LLMs. MRCEval comprises three068

main tasks with 13 sub-tasks, and a total of 2.2K069

high-quality multi-choice questions. It is built em-070

ploying GPT-4o (Hurst et al., 2024) as the gener-071

ator, and three light-weight models as judges to072

generate the high-quality and challenging samples.073

We conduct an extensive evaluation on 28 rep-074

resentative open-source and closed-source models.075

Figure 1 summarizes the performance of popular076

competitive models on the 13 sub-tasks in MRCE-077

val. It reveals that MRC still remains challenging,078

even the most competitive models like o1-mini and079

Gemini-2.0-flash still perform badly on MRCEval,080

despite their strong performance on standard bench-081

marks. As far as we know, MRCEval is the first082

comprehensive, challenging and accessible bench-083

mark tailored for MRC, contributing to the advance-084

ment of natural language understanding in LLMs.085

2 Related Work086

MRC datasets. Numerous datasets have been087

proposed in the past decade. Cloze-test format088

(SQuAD (Rajpurkar et al., 2016)), free-answer for-089

mat (NarrativeQA (Kočiský et al., 2018)), arith-090

metic (DROP (Dua et al., 2019)), commonsense091

(OpenBookQA (Mihaylov et al., 2018)), world092

knowledge (Natural Questions (Kwiatkowski et al.,093

2019)), reasoning (HotpotQA (Yang et al., 2018)),094

logical reasoning (ReClor (Yu et al., 2020)), multi-095

hop reasoning (MorehopQA (Schnitzler et al.,096

2024)), temporal reasoning (TORQUE (Ning et al.,097

2020)), medical (MedMCQA (Pal et al., 2022)) and098

science (ScienceQA (Lu et al., 2022)).099

Benchmarking MRC. Researchers summarize100

RC skills in different aspects. Chen (2018) first101

defines the MRC task depending on the answer102

type: cloze style, multiple choice, span prediction,103

and free-form answer. Then Schlegel et al. (2020)104

analyze modern MRC gold standards and propose105

a qualitative annotation schema to evaluate popu-106

lar MRC datasets. Sugawara et al. (2021) further107

provide a theoretical basis for the design of MRC108

datasets based on psychology as well as psychomet-109

rics and summarize it in terms of the prerequisites110

for benchmarking MRC. Based on these research,111

Rogers et al. (2023) propose an alternative taxon-112

omy for a wider range of RC skills.113

Task Dataset instances

Context comprehension - 870

Facts understanding
-entity SQuAD 132
-relation DocRED 110
-event MAVEN 28
Context faithful
-counterfactual FaithEval 200
-unanswerable FaithEval 200
-inconsistent FaithEval 200

External knowledge comprehension - 600

Commonsense knowledge COSMOS 200
World knowledge KoRC 200
Domain knowledge PubMed 200

Reasoning - 784

Logical reasoning LogicBench 184
Arithmetic reasoning DROP 200
Multi-hop reasoning MoreHopQA 200
Temporal reasoning MenatQA 200

Overall 2254

Table 1: MRCEval tasks division.

3 MRCEval Benchmark 114

3.1 Taxonomy 115

Building on the three levels of machine text com- 116

prehension (McCarthy, 1990), we define three key 117

aspects of MRC: Context Comprehension, Exter- 118

nal Knowledge Comprehension, and Reasoning. 119

Context comprehension. Focuses on facts un- 120

derstanding and models’ context-faithful capability 121

(Ming et al., 2024). First, models should under- 122

stand the facts, which include entities, relations 123

and events related facts in the text. Then overcome 124

the hallucination from their parameters to be faith- 125

ful to the given context. 126

Externation knowledge comprehension. Fo- 127

cuses on external knowledge acquisition and ap- 128

plication (Wang et al., 2021). Models are supposed 129

to incorporate the external knowledge outside the 130

given text, which is from the real world, namely 131

the world general knowledge, commonsense knowl- 132

edge, and the specific domain knowledge to com- 133

prehend the passage and the question. 134

Reasoning. Focuses on deep context comprehen- 135

sion and inference, which is an essential capability 136

for complex problem-solving (Qiao et al., 2023). 137

In the MRC task, we classify reasoning into logical 138

reasoning, arithmetic reasoning, multi-hop reason- 139

ing and temporal reasoning. 140

3.2 Benchmark Construction 141

Based on the proposed taxonomy, we construct the 142

MRCEval benchmark. 143
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Source datasets. For each sub-task, we collect144

representative datasets, including SQuAD (Ra-145

jpurkar et al., 2016), DocRED (Yao et al., 2019),146

and MAVEN (Wang et al., 2020), FaithEval (Ming147

et al., 2024), KoRC (Yao et al., 2023), COSMOS148

(Huang et al., 2019), PubMed (Jin et al., 2019),149

LogicBench (Parmar et al., 2024), DROP (Dua150

et al., 2019), MoreHopQA (Schnitzler et al., 2024)151

and MenatQA (Wei et al., 2023). Due to access152

rights, we only use their development sets.153

Multi-choice samples construction. For multi-154

choice format datasets COSMOS, LogicBench, and155

counterfactual part of FaithEval, we have retained156

the original data. For some question-answering157

datasets SQuAD, KoRC, DROP, MenatQA, and158

unanswerable part of FaithEval, we set the answer159

as the correct choice and prompt GPT-4o (Hurst160

et al., 2024) to generate three incorrect choices.161

For others, we use the automated method to con-162

struct three incorrect choices. As for DocRED and163

MAVEN, since they have no questions, we prompt164

GPT-4o to generate a facts-related question and165

choices for each passage as a sample.166

LLMs as judges. To select challenging samples167

for LLMs, we adopt a voting strategy employing168

three light-weight LLMs as judges: LLama-3-8B-169

Instruct (Dubey et al., 2024), Qwen-2.5-7B-Instruct170

(Yang et al., 2024), and GPT-4o-mini (Hurst et al.,171

2024). For each sample, if at least one of the judges172

answers incorrectly, we put the sample as the can-173

didate. Then for each sub-task, we randomly select174

200 candidates to build the final benchmark.175

Statistic. As Table 1, MRCEval is an English176

benchmark, which consists of general topics with177

three main tasks: context comprehension, exter-178

nal knowledge comprehension, reasoning, and 13179

sub-tasks. Context comprehension includes facts180

understanding (entity, relation and event facts) and181

context-faithful (counterfactual, unanswerable and182

inconsistent). External knowledge comprehension183

includes world knowledge, commonsense knowl-184

edge and domain knowledge. Reasoning includes185

logical reasoning, arithmetic reasoning, multi-hop186

reasoning and temporal reasoning. In sum, MRCE-187

val has 2254 multi-choice samples, and each sub-188

task has nearly 200 samples.189

4 Evaluation190

Models. We evaluate extensive popular open-191

source and closed-source models. For open-source192

models, we consider their instruction-tuned mod- 193

els, including LLama-3.1-8B-Instruct, LLama-3.3- 194

70B-Instruct (Dubey et al., 2024), Qwen-2.5-14B- 195

Instruct (Yang et al., 2024), Mistral-7B-Instruct- 196

v0.3, Mistral-Nemo-Instruct-2407, Mistral-8x7B- 197

Instruct-v0.1 (Jiang et al., 2023), Gemma-2- 198

9B-it, Gemma-2-27B-it (Team et al., 2024), 199

Phi-3-mini-4k-Instruct, Phi-3-medium-4k-Instruct, 200

Phi-4 (Abdin et al., 2024), Command-R-7B- 201

12-2024 (Cohere, 2024), DeepSeek-R1-Distll- 202

LLama-8B, DeepSeek-R1-Distll-Qwen-14B (Guo 203

et al., 2025), DeepSeek-v3 (Liu et al., 2024). 204

For closed-source models, we access them 205

through their official API, including GPT-3.5- 206

turbo, GPT-4-turbo, GPT-4o, o1-mini, o3-mini, 207

Gemini-1.5-flash, Gemini-1.5-pro, Gemini-2.0- 208

flash, Gemini-2.0-flash-lite-preview-02-05, Claude- 209

3.5-haiku-20241022, Claude-3.5-sonnet-20241022, 210

Mistral-large and Qwen-max-2025-01-25. 211

Settings. All models use greedy sampling or tem- 212

perature of 0.0, except for DeepSeek series, which 213

follows their official settings with temperature of 214

0.60 and top-p of 0.95. For all tasks, we append 215

the instruction to the beginning of each sample: 216

You are an expert in reading comprehension. Read 217

the passage and select one of the most appropriate 218

options to answer the question. We report accuracy 219

as the metric from a single run result. 220

5 Results and Analysis 221

5.1 Overall Performance 222

LLMs are good at facts extraction, while bad at 223

context-faithful. LLMs have great performance 224

at entity-facts understanding, which demonstrates 225

that they can comprehend simple entity facts and 226

are good at extracting entity answers directly from 227

the passage. Stronger models can recognize which 228

questions cannot be answered, they know to an- 229

swer the question based on the given text, rather 230

than their trained parameters. These two aspects 231

confirm that LLMs have a good capability for sim- 232

ple information extraction. As for more compli- 233

cated relation or event facts, models perform worse. 234

Even the most competitive models, like Gemini- 235

2.0-flash or Qwen-max, are still struggling with 236

them. Large commercial models are better at in- 237

consistent tasks but worse at counterfactual tasks, 238

smaller open-source models do the opposite. This 239

is because models with more parameters remember 240

more facts and can easily fit them into memory, 241

while smaller models are better at reasoning itself. 242
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Models
Context External Knowledge Reasoning Overall

Facts Understanding Context Faithful
Com. Wor. Dom. Log. Ari. Mul. Tem. Con. Kno. Rea. Avg.

Ent. Rel. Eve. Cou. Una. Inc.

Open-source Models

Mistral-7B-Instruct-v0.3 57.5 30.9 50.0 52.0 27.5 3.0 45.5 30.5 36.5 36.9 31.5 22.5 31.5 33.2 37.5 30.4 33.4
Mistral-8x7B-Instruct-v0.1 59.0 31.8 57.1 45.0 39.5 8.5 54.0 28.0 39.5 46.1 41.5 31.5 43.0 36.2 40.5 40.4 38.8
Mistral-Nemo-Instruct-2407 68.1 33.6 39.2 39.5 42.5 5.5 48.5 32.0 40.0 44.0 37.0 31.0 57.9 35.9 40.1 42.4 39.3
Phi-3-mini-4k-Instruct 71.2 31.8 57.1 29.5 33.5 8.5 47.5 41.5 25.5 47.8 43.0 63.5 42.0 33.1 38.1 49.1 40.0
Phi-3-medium-4k-Instruct 76.5 40.0 46.4 13.5 45.0 9.5 54.5 24.5 31.5 43.4 62.0 53.0 45.5 33.7 36.8 51.1 40.6
LLama-3.1-8B-Instruct 62.1 31.8 46.4 47.0 38.0 33.5 59.0 37.0 38.5 42.4 34.5 37.0 43.0 42.2 44.8 39.2 41.8
Gemma-2-9B-it 77.2 32.7 39.2 32.0 56.9 16.0 53.5 35.5 30.5 51.6 52.5 50.0 52.5 41.2 39.8 51.6 44.4
Phi4 76.5 37.2 57.1 24.5 70.0 14.4 55.5 36.0 38.0 55.9 54.5 69.5 52.5 43.2 43.1 58.1 48.4
Command-R-7B-12-2024 79.5 35.4 53.5 43.0 70.0 37.0 35.0 43.5 38.5 61.9 46.0 34.0 68.0 52.7 39.0 52.2 48.9
Gemma-2-27B-it 82.5 36.3 35.7 30.5 61.5 26.0 53.0 39.0 36.5 47.8 50.0 69.5 63.5 45.4 42.8 57.9 49.0
DeepSeek-R1-Distll-LLama-8B 72.7 34.5 57.1 51.0 44.0 28.0 42.5 30.5 38.5 47.8 77.5 57.4 67.0 45.5 37.1 62.7 49.2
Qwen-2.5-14B-Instruct 84.8 33.6 50.0 24.5 76.5 9.5 58.0 35.5 34.0 58.7 67.0 70.0 66.0 44.1 42.5 65.6 51.2
LLama-3.3-70B-Instruct 83.3 37.3 50.0 21.0 63.5 21.0 73.5 37.0 50.0 58.7 71.0 78.5 71.5 43.2 53.5 70.2 55.3
DeepSeek-R1-Distll-Qwen-14B 79.5 35.4 46.4 36.0 69.5 25.0 45.0 35.0 40.0 53.8 85.5 77.5 74.5 48.0 40.0 73.2 54.6
DeepSeek-v3 90.9 37.2 50.0 9.0 80.5 28.4 51.5 38.5 36.0 66.3 85.5 84.0 74.5 47.2 42.0 77.8 56.4

Closed-source Models

Claude-3.5-haiku-20241022 75.7 36.3 53.5 25.0 48.5 8.0 51.0 31.0 34.0 47.8 43.5 30.0 44.5 36.5 38.6 41.3 38.7
GPT-3.5-turbo 67.4 31.8 50.0 12.5 59.0 21.5 50.0 34.0 30.0 47.3 41.5 46.0 48.5 37.2 38.0 45.8 40.4
Gemini-1.5-flash 84.0 34.5 46.4 28.9 60.0 9.0 53.0 33.5 47.0 59.2 62.0 78.0 69.0 41.1 44.5 67.2 51.1
Gemini-2.0-flash-lite-preview-02-05 84.8 34.5 39.2 30.5 84.0 23.5 46.0 20.5 33.5 58.1 78.0 58.5 68.5 50.2 33.3 65.9 51.1
Mistral-large 82.5 39.0 46.4 22.5 58.5 20.5 54.0 40.5 40.5 60.3 80.0 68.0 71.5 42.2 45.0 70.1 52.7
Gemini-1.5-pro 88.6 36.3 42.8 23.5 66.5 9.5 56.4 43.5 39.0 65.2 81.0 89.0 69.5 42.2 46.3 76.4 55.2
Claude-3.5-sonnet-20241022 88.6 37.2 42.8 16.0 75.5 24.0 57.9 40.0 47.5 59.7 82.0 75.0 71.0 46.0 48.5 72.1 55.8
GPT-4o 90.9 38.2 46.4 12.0 75.0 35.5 58.5 47.5 41.5 58.2 66.0 81.5 71.5 48.3 49.2 69.5 55.9
GPT-4-turbo 89.4 39.1 42.9 15.0 76.5 35.5 58.5 49.5 41.5 59.2 64.0 81.5 72.0 49.1 49.8 69.4 56.3
o1-mini 82.6 37.3 50.0 16.5 75.0 35.0 53.5 44.5 47.0 54.9 84.5 85.5 69.0 47.9 48.3 73.9 57.1
o3-mini 87.9 38.4 53.4 28.0 75.6 29.5 54.5 48.0 49.0 59.6 86.0 83.5 71.0 49.4 51.5 75.8 59.0
Gemini-2.0-flash 86.3 40.9 50.0 28.9 85.0 59.0 50.5 32.0 39.0 65.7 84.0 69.0 75.5 59.6 40.5 73.7 59.3
Qwen-max-2025-01-25 87.1 36.3 57.1 19.0 64.5 60.0 60.0 37.5 41.5 64.6 81.5 92.5 69.0 52.6 46.3 77.1 59.4

Table 2: Performance of open-source and closed-source models in all tasks of MRCEval. The highest results are
denoted in bold respectively.

External knowledge still remains a challenge.243

Both large and small models perform almost244

equally poorly in commonsense knowledge and245

world knowledge comprehension, which indicates246

that increasing the parameter scales has little effect247

on the understanding and application of general248

knowledge. However, as for domain knowledge249

acquisition and application, LLama-3.3 with 70B250

parameters performs better than LLama-3.1 with251

8B, which demonstrates that larger models have a252

stronger ability to learn new knowledge.253

Large-scale models are good reasoners in MRC.254

Larger models perform well in reasoning tasks255

of MRC, even in complicated, more-hop reason-256

ing tasks. Due to the recent research focus on257

model reasoning (Wei et al., 2022), there has been a258

greater emphasis on reasoning when training large259

models, so LLMs are better at reasoning in reading260

comprehension than the other two aspects, espe-261

cially the recently released reasoning models like262

o1-mini, o3-mini, and DeepSeek-R1 series.263

5.2 Error Analysis264

To assess which aspects are more challenging for265

all the LLMs, we collect the proportion of sam-266

ples for each sub-task in which all the models pre- 267

dict incorrectly. We consider six models, LLama- 268

3.3-70B-Instruct, Qwen-2.5-14B-Instruct, Gemini- 269

2.0-flash, GPT-4o, o1-mini and Claude-3.5-sonnet- 270

20241022. As Figure 2, We find that the models 271

in relation and counterfactual tasks have the most 272

common prediction errors, which indicates that 273

these two aspects are the common weaknesses for 274

all models. While in other tasks, such as entity un- 275

derstanding and multi-hop reasoning, models have 276

different agreements, meaning that these aspects 277

are not common weaknesses of all the models. 278

6 Conclusion 279

In this work, we propose a novel MRC taxonomy 280

and build a comprehensive, challenging and acces- 281

sible MRC benchmark based on it. In construct- 282

ing MRCEval, we employ LLMs as generators for 283

multi-choice sample construction, and judges for 284

challenging samples selection. Extensive studies 285

demonstrate that MRC is still a challenging task 286

for almost all LLMs, especially in relation or event 287

facts understanding and context-faithful. We aim 288

for this work to inspire further advancements in 289

natural language understanding of LLMs. 290
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Limitations291

MRCEval is an automated construction comprehen-292

sive benchmark, it covers a great number of data293

from other datasets. While we have taken various294

factors into account, there are a few limitations.295

First, since we’re building on existing datasets, we296

do not perform refined manual de-noising, but we297

did perform automated quality detection filtering298

on the origin data. Secondly, the process of parsing299

the answers is not completely rigorous. On the one300

hand, models will output some non-standard re-301

sponses to a small number of samples, on the other302

hand, the business models will refuse to answer303

some questions due to security, ethics and other304

factors. We do our best to parse the answers from305

all the responses, but inevitably a small percentage306

of the sample fails to parse the answers. After anal-307

ysis, we found that it only accounted for a small308

part, so it would not have a great impact on the309

experimental results.310

Ethical Considerations311

We address several potential ethical considerations312

in relation to this work: (1) Intellectual property:313

This work utilizes several widely adopted MRC314

datasets, and we fully adhere to their respective315

licensing agreements. MRCEval will be shared316

under the CC BY-SA 4.0 license. (2) Intended317

Use and risk mitigation: The purpose of this work318

is to present MRCEval, a benchmark designed to319

evaluate the capabilities of LLMs on MRC tasks.320

During the sample selection process, we performed321

sensitive information filtering on the samples that322

were rejected by GPT-4o-mini. While we cannot323

completely rule out the possibility of omissions,324

we trust in the sensitive information filtering capa-325

bilities of GPT-4o-mini. (3) AI assistance: GPT-4o326

was employed to assist in verifying the grammar of327

the writing.328
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Figure 2: The proportion of incorrect samples for each
sub-task.

Appendices573

A Experiment Details574

Experimental setup. During our experiment, we575

use 8 NVIDIA RTX 3090 to run open-source mod-576

els and We access closed-source models by calling577

their official API. The cost of calling the API dur-578

ing the evaluation is approximately $800 - 1000.579

All these takes around one month GPU hours in580

total to complete all experiments.581

Model sizes. In this work, we evaluate a total582

of 31 popular and latest models, including open-583

source and proprietary models. A summary of584

model sizes from different model families is shown585

in Table 3.586

B Error Study587

As Figure 2, the results of proportion of samples588

for each sub-task in which all the models predict589

incorrectly.590

Model Name Size

LLama Family(Dubey et al., 2024)

LLama-3-8B-Instruct 8B
LLama-3.1-8B-Instruct 8B
LLama-3.3-70B-Instruct 70B

Qwen Family(Yang et al., 2024)
Qwen-2.5-7B-Instruct 7B
Qwen-2.5-14B-Instruct 14B
Qwen-max-2025-01-25 unknown

Mistral Family(Jiang et al., 2023)
Mistral-7B-Instruct-v0.3 7B
Mistral-Nemo-Instruct-2407 12B
Mistral-8x7B-Instruct-v0.1 47B
Mistral-large unknown

Gemma Family(Team et al., 2024)
Gemma-2-9B-it 9B
Gemma-2-27B-it 27B

Phi Family(Abdin et al., 2024)
Phi-3-mini-4k-Instruct 3.8B
Phi-3-medium-4k-Instruct 14B
Phi-4 14B

Cohere(Cohere, 2024)
Command-R-7B-12-2024 7B

DeepSeek(Guo et al., 2025)
DeepSeek-R1-Distll-LLama-8B 8B
DeepSeek-R1-Distll-Qwen-14B 14B
DDeepSeek-v3 671B

OpenAI
GPT-3.5-turbo unknown
GPT-4-turbo unknown
GPT-4o unknown
GPT-4o-mini unknown
o1-mini (low reasoning effort) unknown
o3-mini (low reasoning effort) unknown

Gemini
Gemini-1.5-flash unknown
Gemini-1.5-pro unknown
Gemini-2.0-flash unknown
Gemini-2.0-flash-lite-preview-02-05 unknown

Anthropic
Claude-3.5-haiku-20241022 unknown
Claude-3.5-sonnet-20241022 unknown

Table 3: Model size across different model families.
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