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Abstract

The application of reinforcement learning for001
algorithmic trading in the spot market using002
numerical data is a well-studied problem. How-003
ever, news data consists of hard-to-quantify in-004
formation which the investors use to base their005
trading decisions. Thus factoring in news data006
for algorithmic trading can improve the trading007
performance of the RL agent. This paper pro-008
poses an RL-based framework that performs al-009
gorithmic trading in the futures market by com-010
bining news data and price data. We propose011
two approaches for representing the context of012
the news data: sentiment-aware approach and013
context-aware approach. We investigate the014
effect of these approaches on the trading per-015
formance of the RL agent. We further compare016
the performance of on-policy and off-policy017
RL algorithms. The models are evaluated by018
trading in the NIFTY 50 index. The evaluation019
of the models show that using context-aware020
approach for representation of news data signifi-021
cantly improves the return (%) and also reduces022
the maximum drawdown of the trading model023
during a trading session.024

1 Introduction025

The stock market follows the efficient market hy-026

pothesis (Fama, 1970), which states that the stock027

value reflects all available information. This infor-028

mation is both numerical and non-numerical. The029

objective of algorithmic trading is to maximize the030

profits by learning to exploit the hidden signals031

from diverse datasources and open a long or short032

position before the information reflects in the stock033

price and exit the position once the stock price has034

reached its potential. The stock market index is035

highly temporal as the emergence of new informa-036

tion over time affects it. The algorithmic trading037

strategies need to operate in this temporal setting.038

The current literature on algorithmic trading in039

the stock market uses a reinforcement learning (RL)040

framework to design the trading model. The agent041

aims to maximize the profit by learning a policy 042

through exploration and exploitation by interact- 043

ing with the trading environment. Using price data 044

to represent the state is a well-studied problem, 045

wherein price data comprises OHLCV and tech- 046

nical indicator values (Jeong and Kim, 2019; Lei 047

et al., 2020; Yang et al., 2020; Hirchoua et al., 2021; 048

Théate and Ernst, 2021; Taghian et al., 2022; Yang 049

et al., 2023). Recent works have also explored 050

the use of non-numeric data in the form of news 051

data and have used a combination of news data 052

and price data to represent the state of the market 053

(Koratamaddi et al., 2021; Chen and Huang, 2021), 054

where in the news data is represented using the 055

news sentiment. 056

Due to lack of a benchmark dataset for evaluat- 057

ing the trading models, no comparison is possible 058

between the existing works as each work chooses a 059

different set of individual stocks and different stock 060

markets. In some cases, the authors have used spot 061

trading to trade directly in an index (Jeong and Kim, 062

2019; Lei et al., 2020; Théate and Ernst, 2021; Hir- 063

choua et al., 2021), whereas, as per market regula- 064

tions, we can trade in an index only through futures 065

trading. In most of the works, the RL agent trades 066

only once a day before the market closes and uses 067

the data of the previous day to determine the trading 068

action which does not simulate the market condi- 069

tions, while some works perform intraday trading 070

in the share market (Chen and Huang, 2021). 071

In this paper, we propose an RL-based frame- 072

work that combines news data and price data to per- 073

form futures trading 1. We propose two approaches 074

for representing the news data: 1. Sentiment- 075

aware approach 2. Context-aware approach. The 076

sentiment-aware approach uses news sentiment to 077

represent the context in the news data. The context- 078

aware approach uses text representation schemes to 079

encode the context of the news articles. We perform 080

1urlhttps://zerodha.com/varsity/module/futures-trading/
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trading in the NIFTY 50 index in a minute-wise081

time series setting where the agent can take multi-082

ple actions in a single day. We also compare the083

trading performance of different on-policy and off-084

policy based algorithms. Our proposed approach085

uses PPO as the RL algorithm and uses a feature086

extraction module to extract the features from the087

state. Our experiments show that factoring in the088

news data leads to improvement in the trading per-089

formance of the RL algorithm.090

The summary of the contribution of our work091

are as follows:092

• We propose an RL-framework that factors in093

the contextual information of news data and094

combines it with price data for performing095

high frequency trading (HFT) in the futures096

market.097

• We perform extensive experiments to estab-098

lish the effectiveness of using news data in099

improving the trading behaviour of the RL100

agent when performing HFT and also com-101

pare the performance of the RL agent when102

we use different approaches to represent the103

news data.104

• We provide a comparison of the trading perfor-105

mance of the RL agent when using off-policy106

based and on-policy based RL algorithms.107

• We release our dataset as a benchmark dataset108

to enable comparison of existing and future109

works on algorithmic trading. We also release110

our RL environment for simulating futures111

trading and all the codes required for running112

the experiments of this paper 2.113

2 Related Work114

The literature on the use of RL framework for algo-115

rithmic trading primarily consists of price data only116

approach and combination of news data and price117

data approach. In the price data only approach the118

state is represented using OHLCV values (Théate119

and Ernst, 2021; Hirchoua et al., 2021; Taghian120

et al., 2022), technical indicator values (Lei et al.,121

2020; Li et al., 2020; Wu et al., 2020; AbdelKawy122

et al., 2021; Yang et al., 2020) and difference be-123

tween the close prices (Jeong and Kim, 2019). In124

the combination of news data and price data ap-125

proach the state is represented using news data and126

2https://anonymous.4open.science/r/futures_
trading-8BE4/

price data wherein the news data is represented us- 127

ing the news sentiment (Koratamaddi et al., 2021; 128

Chen and Huang, 2021). In these works the authors 129

use the VADER sentiment analyzer to get the senti- 130

ment of the news articles. Chen and Huang (2021) 131

calculate the news influence at time step t which is 132

sum of sentiments from t− r to t+ r to represent 133

the state. However this approach introduces a data 134

leakage as the action of the agent at time step t 135

should be based on only the events preceding time 136

step t. 137

The RL algorithms used in the agent are divided 138

into three approaches: off-policy based and on- 139

policy based. The papers that use the off-policy 140

based approach widely use DQN (Jeong and Kim, 141

2019; Li et al., 2020; Wu et al., 2020; Théate and 142

Ernst, 2021; AbdelKawy et al., 2021; Taghian et al., 143

2022) and DDPG (Koratamaddi et al., 2021) as the 144

RL algorithm. The papers that use the on-policy 145

based approach use policy gradient (Lei et al., 2020; 146

Wu et al., 2020; Chen and Huang, 2021), PPO 147

(Hirchoua et al., 2021). 148

In some studies the agent uses a feature extrac- 149

tion module to extract features from the state in- 150

stead of directly using the raw features of the state 151

to determine a trading action. The feature extrac- 152

tion module in these studies use encoders such as 153

GRU (Lei et al., 2020; Wu et al., 2020), MDRNN 154

(Chen and Huang, 2021), CNN (Taghian et al., 155

2022), LSTM (AbdelKawy et al., 2021) to extract 156

the features from the state. Taghian et al. (2022) 157

show that the performance of an RL agent using 158

a feature extraction module improves only when 159

the test years have a similar price movement as the 160

train years. 161

The reward function used in the literature calcu- 162

late the reward of an action using the relative differ- 163

ence between the previous and current close price 164

(Jeong and Kim, 2019; Théate and Ernst, 2021; 165

Taghian et al., 2022), absolute difference in close 166

prices (Lei et al., 2020; Hirchoua et al., 2021; Chen 167

and Huang, 2021), difference between the portfo- 168

lio values (AbdelKawy et al., 2021; Koratamaddi 169

et al., 2021). The actions of the agent are generally 170

defined as discrete actions such as buy, sell or hold, 171

long or short. Further, the authors define the num- 172

ber of shares associated with the action of an agent. 173

The evaluation of the trading models are performed 174

using total profit, return (%), Sharpe ratio, Sortino 175

ratio, VaR, volatility, maximum drawdown. 176
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3 Proposed Approach177

Our proposed approach is an RL framework that178

performs futures trading in a minute-wise time179

setting. In this approach we combine news data180

and price data to represent the state. The environ-181

ment simulates futures trading using Algorithm 1,182

wherein it executes the action taken by the agent.183

The agent can open and close positions within the184

same day or carry forward a position to the next day.185

In this work, we consider all the contracts as near-186

month contracts, i.e., the contract will expire on the187

last Thursday of every month. Thus, we break the188

sequence of agent-environment interactions into189

episodes wherein an episode ends on the last Thurs-190

day of every month when the market closes. When191

an episode ends, the open positions of the agent192

are closed. We describe the components of the RL193

framework in further detail in sections 3.1, 3.2, 3.3,194

3.4.195

3.1 State (st)196

We use price data (P) and news data (T) from t−w197

to t ticks to represent the state (st), where w ∈ Z+198

indicates the window size. Technical indicators199

capture the trends from historical prices and indi-200

cate the market condition. We use the the technical201

indicators values3: ADX, MACD, MOM, ATR,202

RSI, Slow %K, Williams %R, Bollinger Bands203

(BBAND), and EMA to represent the price data204

at each tick i (i ∈ [t − w, t]), by forming a price205

vector (pricei) which comprises of the technical in-206

dicator values at tick i. We use these price vectors207

in sentiment-aware approach and context-aware208

approach.209

3.1.1 Sentiment-aware approach210

The sentiment-aware approach uses the sentiment211

of the news data to represent the market sentiment.212

We use FinBERT (Araci, 2019) to analyze the sen-213

timent of a news article based on the title of the214

news article. The probability score quantifies the215

extent to which a news article is positive, negative,216

or neutral. We select the label with the highest217

probability score and use the probability score to218

represent the news article. To represent the news219

data at tick i, we form the news vector (newsi),220

which consists of the total news sentiments from221

i− x to i ticks, where x (x ∈ Z+) is the number of222

ticks preceding i.223

3https://www.fidelity.com/learning-center/
trading-investing/technical-analysis/
technical-indicator-guide/overview

total_senti =

∑t
j∈t−x p

pos
j −

∑t
j∈t−x p

neg
j

n+ + n− + no

(1) 224

We then calculate the total news sentiment 225

(total_senti) at tick i using Equation 1, which is 226

similar to that used in Allen et al. (2019), where 227

pposj and pnegj denotes the probability of a news 228

article having positive and negative sentiment, re- 229

spectively, n+, n−, no denotes the number of pos- 230

itive, negative and neutral news articles available 231

between t− x to t ticks. 232

ui = pricei
⊕

newsi (2) 233

At each tick i (where i ∈ [t − w, t]), we con- 234

catenate pricei and newsi to form a combined 235

vector ui as shown in Equation 2, which adds 236

the news data to the price data. The state st in 237

sentiment-aware approach is thus a sequence of 238

vectors [ut−w, . . . , ut], which represents the price 239

data and news data from ticks t− w to t. 240

3.1.2 Context-aware approach 241

The context-aware approach represents the hard-to- 242

quantify contextual information of the news arti- 243

cles. At each time step t, we select k latest news 244

article titles published between t − w′ to t time 245

step wherein w′ is the window size. Thus the 246

news data consists of a sequence of news article 247

titles [news1, news2, . . . , newsk]. We use differ- 248

ent LLM-based text representation schemes to rep- 249

resent the context of a news article title newsj 250

(j ∈ [1, k]). We represent newsj using the token 251

representation (vj) of the last token in sequence 252

of tokens. Thus the news data is represented as 253

sequence of vectors [v1, . . . , vk]. The state st in 254

context-aware approach is thus sequence of news 255

vectors [v1, . . . , vk] and sequence of price vectors 256

[pt−w, . . . , pt]. 257

3.2 Agent 258

The agent uses PPO (Schulman et al., 2017) as the 259

deep RL algorithm, which uses a feature extraction 260

module (FEM) to extract features from the state st 261

to form a feature vector (ft). PPO predicts the next 262

action using ft. The value and policy network of 263

PPO shares the parameters of FEM. The value and 264

policy network consists of three fully connected 265

neural layers and uses ft as input. The last layer of 266

the value network gives the value function, while 267

the last layer of the policy network gives the ac- 268

tion value. The feature extraction module used in 269

3
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sentiment-aware approach and context-aware ap-270

proach are discussed in the subsequent subsections.271

3.2.1 Sentiment-aware approach272

Figure 1: Architecture of FEM in sentiment-aware ap-
proach

The architecture of FEM in sentiment-aware ap-273

proach is shown in Figure 1. In the FEM, the vec-274

tors in st are passed through a 1D CNN layer to get275

the context vectors [ct−w, . . . , ct]. The context vec-276

tors capture the contextual relationship between the277

vectors in st. It then takes a sum over the context278

vectors to get the relation vector (mt). The relation279

vector encodes the contextual information captured280

in the context vectors. The relation vector (mt) is281

then concatenated with the previous action (at−1)282

of the agent to get the vector (m̂t). The vector283

m̂t is then passed through a fully connected neural284

(FCN) layer to obtain ft. We term this model as285

PPO_FEM_PT_Senti.286

3.2.2 Context-aware approach287

The architecture of FEM in context-aware approach288

is shown in Figure 2. The news vectors [v1, . . . , vk]289

in st are passed through a 1D CNN layer to get the290

context vectors [c1, . . . , ck]. The context vectors291

capture the local relationship between the events292

mentioned in the news articles. It then takes a293

sum over the context vectors and passes the vec-294

tor through two fully connected neural layers to295

form the news sequence vector nv. It then applies296

the sigmoid function over nv to get the news con-297

text value ncv which quantifies the context of the298

sequence of news articles.299

Figure 2: Architecture of FEM in context-aware ap-
proach

The price vectors [pt−w, . . . , pt] are passed 300

through a 1D CNN layer to get the context vec- 301

tors [ct−w, . . . , ct]. It then takes a sum over the 302

context vectors to get the price sequence vector pv 303

which encodes the context of the prices. It then 304

concatenates ncv, pv and at−1 to form the vector 305

m̂t, which is then passed through a single fully 306

connected neural network to obtain ft. We term 307

this model as PPO_FEM_PT_Context. 308

3.3 Action (at) 309

The action (at) denotes the number of lots that 310

the agent can buy, sell or hold. In order to avoid 311

the curse of dimensionality due to using discrete 312

actions (Lillicrap et al., 2015) and to ensure that 313

the agent can be scaled to trade in higher num- 314

ber of lots, we define a continuous action space 315

(A) which lies in the range [−1,+1]. Algo- 316

rithm 1 needs a discrete value in num_lots. So 317

we use Equation 3 to get the num_lots, where 318

max_num_lots indicates the maximum number 319

of lots that the agent can trade. 320

num_lots = ⌊max_num_lots× at⌋ (3) 321

3.4 Reward Function 322

The reward function considers two aspects: 1. The 323

goodness of an action w.r.t. the change in close 324
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price from tick t to t + 1. 2. The effect of an325

action on the balance of the agent from tick t to326

t+ 1. The reward function is shown in Equation 4327

wherein balancet and ct denote the balance of the328

agent and the close price at tick t respectively. λ329

(0 < λ < 1) assigns some weightage to both parts330

of the equation.331

rt = λ× (num_lots× (ct+1 − ct))

+ (1− λ)× (balancet+1 − balancet)
(4)332

4 Experiments333

4.1 Dataset334

We use tick data (OHLC values) of NIFTY 50 4335

from 2010-2021 as the source of price data. The336

tick data consists of date, time and OHLC values.337

We select the minute data from 9:15 hrs to 15:15338

hrs and calculate the technical indicators values339

from the OHLC values. We also add indicators340

of contract expiry to the price data. Further, we341

perform z-normalization over the technical indi-342

cator values. We news articles scraped from the343

Economic Times 5 as the source of our news data.344

To remove unwanted noise from the data, we use a345

proprietary classifier to select only financial news346

articles and select news article published between347

8:15 hrs to 15:15 hrs. The news data consists of348

unique hash id, publication data and time and the349

news title. The data from 2010-2016 is the training350

data and data from 2017-2021 is the test data. The351

statistics of the dataset is shown in Table 1.352

Price data News data
Training data 624647 81400

Test data 444769 114518

Table 1: Statistic of size of price data and news data in
training data and test data

4.2 Evaluation Metrics353

1. Return (%): Return (%) is the percentage rela-354

tive difference between the trading balance at355

the start of the trading session and end of the356

trading session.357

2. Maximum Drawdown (MDD): MDD is the358

maximum loss incurred by the trading model359

between the highest peak and the lowest360

4https://www.kaggle.com/datasets/nishanthsalian/indian-
stock-index-1minute-data-2008-2020

5https://economictimes.indiatimes.com/archive.cms

trough that follows it before a new peak is 361

achieved. The duration of the MDD is the 362

number of days between the two peaks, thus 363

indicating the time for which the model will 364

face a loss. We use equation 5 to calculate the 365

MDD wherein the L is the return at the lowest 366

trough and P is the return at the highest peak. 367

MDD =
L− P

P
× 100 (5) 368

3. Volatility: Volatility is the risk associated with 369

investment. Volatility is calculated using equa- 370

tion 6, wherein σ is the std. deviation in daily 371

return and T is the number of days in the trad- 372

ing session. 373

Volatility = σ
√
T (6) 374

4.3 Baselines 375

4.3.1 Price-only approach 376

1. DQN_P: The agent uses DQN (Mnih et al., 377

2015) as the RL algorithm. The state is rep- 378

resented using technical indicator values at 379

time t and at−1. The action space consists 380

of discrete values which indicates the number 381

of lots to buy, sell or hold. The agent uses 382

the raw features of the state to determine the 383

action. 384

2. DQN_FEM_P: We use the technical indicator 385

values from tick t − w to t to represent the 386

state st. The FEM has the same architecture 387

as used in PPO_FEM_PT_Senti. The model 388

uses the same state and action space used in 389

DQN_P. 390

3. PPO_P: The agent uses PPO as the RL algo- 391

rithm. The state is the same as that used in 392

DQN_P. The agent uses the raw features of 393

the state to determine the action. 394

4. PPO_FEM_P: It uses the same state space 395

used in DQN_FEM_P. The FEM has the same 396

architecture as used in PPO_FEM_PT_Senti. 397

4.3.2 Sentiment-aware approach 398

1. PPO_PT_Senti: We use the technical indica- 399

tor values and news sentiments at time step t 400

and the previous action taken by the agent to 401

represent st. The agent uses the raw features 402

to determine the action. 403
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2. Variants of PPO_FEM_PT_Senti: We use404

trading models that use only a single senti-405

ment (positive (Pos), negative (Neg)) or com-406

bination of two news sentiments (positive407

and negative (Pos_Neg), negative and neutral408

(Neg_Neu), positive and neutral (Pos_Neu))409

to represent the news data.410

4.4 Experimental Settings411

Year 2017 2018 2019 2020 2021

Initial Balance 615757.5 2369632.5 2448382.5 2745483.75 3149122.5

Table 2: Initial balance at start of each test year (NIFTY
50)

We perform all our experiments on NVIDIA412

RTX 2080Ti, and for inferenceing Llama 3 8B413

and Gemma 7B we use NVIDIA RTX 4090 Ti.414

The configuration of the feature extraction mod-415

ules, Q network and target network of DQN, policy416

network and value network of PPO are shared in417

Appendix C and the hyperparameters are shared418

in Appendix D. In the context-aware approach, for419

the text representation schemes we use Gemma 2B,420

Gemma 7B (Team et al., 2024), Llama 2 7B (Tou-421

vron et al., 2023), Mistral 7B (Jiang et al., 2023),422

and Llama 3 8B 6. Since we are running our exper-423

iments in GPU resource poor environment, we use424

AWQ (Lin et al., 2023) versions of Llama 2 7B and425

Mistral 7B and use bitsandbytes (Dettmers et al.,426

2022) for 4 bit quantization of Gemma 2B, Gemma427

7B and Llama 3 8B.428

The max_num_lots is set to 3, so the429

num_lots_held of the agent will always be be-430

tween -3 to 3, and the num_lots that the agent431

can buy or sell will lie between -3 to 3. The inital432

balance of the agent before starting the trade in a433

year is the product of max_num_lots, close price434

of the first tick of the year and lot_size. The initial435

balance at the start of each test year for NIFTY 50436

is shown in Tables 2. As per Indian stock market437

regulations the lot_size from 2010-2017 is 25 and438

lot_size from 2018-2021 is 75.439

5 Results440

The results of the price data only approach and441

sentiment-aware approach is shown in Table 3. In442

the price-only approach we observe that PPO_P443

has the highest avg. return (%) and lowest avg.444

6https://github.com/meta-llama/llama3

MDD among the price data only approach mod- 445

els. DQN_FEM_P has the lowest return among 446

all price data only models. In terms of avg. re- 447

turn (%) DQN_P only performs marginally better 448

than DQN_FEM_P but has the highest avg. MDD. 449

Further, the results show that adding a feature ex- 450

traction module (FEM) degrades the performance 451

of the trading models. We observe that the off- 452

policy based trading models give much lower aver- 453

age returns than on-policy based trading models. In 454

off-policy based approach, the agent uses rewards 455

from trajectories of previous policies to update the 456

current policy. While in on-policy based approach, 457

the agent uses the rewards from the trajectory of 458

the current policy to update the same policy. As 459

the futures market is highly temporal, the on-policy 460

based approach allows the agent to learn a stable 461

and dynamic policy that can factor in this temporal 462

nature. 463

In the sentiment-aware approach, the compar- 464

ison of the trading performance of PPO_P and 465

PPO_PT_Senti on the basis of avg. return (%) 466

and avg. MDD shows that using news sentiment 467

along with price data improves the return (%) as 468

compared to using only price data while also re- 469

ducing the duration of loss that the model will 470

face. The performance of PPO_FEM_PT_Senti 471

shows that using a feature extraction module is 472

effective when we are extracting features from di- 473

verse datasources, which leads to further increase 474

in return (%) and also reduces the MDD dura- 475

tion. The performance of PPO_FEM_PT_Pos and 476

PPO_FEM_PT_Neg show that using only nega- 477

tive sentiment is more effective than using only 478

positive sentiment. Thus negative news sentiment 479

plays an important role in influencing the trading 480

decisions of the model. Using combination of neu- 481

tral annd positive or negative sentiment degrades 482

the performance of the trading model. However, 483

the performance of PPO_FEM_PT_Pos_Neg show 484

that using only positive and negative is sufficient 485

for ensuring higher returns. But the use of positive 486

and negative sentiments can over emphasize the 487

impact of the positive and negative news on the 488

stock market. Thus using neutral news sentiment 489

along with positive and negative news sentiments 490

provides a balance of the importance of the positive 491

and negative sentiments, which evident from the 492

return (%) and MDD of PPO_FEM_PT_Senti. 493

The results of context-aware approach is shown 494

in Table 4. In context-aware approach, we observe 495

that using LLM-based text representation for repre- 496

6

https://github.com/meta-llama/llama3


Price Data Only Approach

Data Model Avg. Return (%) Avg. MDD (%) Avg. MDD
Duration (Days) Avg. Volatility

Price Data

DQN_P 2.50 28.27 218.80 1.13
DQN_FEM_P -0.68 28.85 116.20 0.90

PPO_P 25.75 26.81 47.6 1.48
PPO_FEM_P 6.89 32.63 159.20 1.15

Sentiment-aware Approach

Data Model Avg. Return (%) Avg. MDD (%) Avg. MDD
Duration (Days) Avg. Volatility

Price Data
+

News Title
Sentiments

PPO_PT_Senti 32.45 30.31 65.00 2.17
PPO_FEM_PT_Senti 52.82 29.69 41.60 2.05
PPO_FEM_PT_Pos 6.52 31.82 153.60 1.34
PPO_FEM_PT_Neg 12.85 33.23 134.20 1.75

PPO_FEM_PT_Pos_Neg 42.12 27.76 104.80 2.14
PPO_FEM_PT_Neg_Neu -32.77 59.12 226.80 2.60
PPO_FEM_PT_Pos_Neu 15.11 31.30 135.40 1.28

Table 3: The performance of price data only and sentiment-aware approaches in terms of average return (%), average
MDD (%), average MDD duration (days), and average volatility

senting the news title leads to a significant improve-497

ment in the return (%) and also reduces the MDD.498

Further, the results show that FEM can exploit the499

relationship between the news events and quan-500

tify the context of the news data using the sigmoid501

function. Using Llama 2 7B for representing the502

news titles and combining it with news data yields503

the highest return (%). We also observe that using504

Gemma 2B gives a similar performance as Llama 2505

7B in terms of return (%) and MDD, which shows506

the effectiveness of using smaller LLM models for507

trading. However, Gemma 7B has a much lower508

performance compared to Gemma 2B. We also ob-509

serve that Mistral 7B has a lower return (%) than510

Llama 2 7B, however the MDD (%) and duration is511

lowest among all the models. The use of quantized512

version of Llama 3 8B adversely affects the perfor-513

mance which is evident from the lowest return (%)514

and highest MDD. This is consistent with the obser-515

vation that quantization of Llama 3 8B affects its516

performance (Huang et al., 2024). Overall, for all517

the three approaches we observe that the volatility518

the model increases when the return (%) increases,519

as the model needs to take higher risks to ensure520

higher returns which is also mentioned in the effi-521

cient market hypothesis (Fama, 1970). Additional522

results on the year-wise performance of models523

in price data only, sentiment-aware approach and524

context-aware approach are added in Appendix E525

In Figure 3, we plot the balance during con-526

tract expiry for each month in the year 2020 for527

models that use sentiment-aware approach. We528

observe that PPO_FEM_PT_Pos_Neg has a sharp529

Figure 3: Movement of balance in the test year 2020 of
models in sentiment-aware approach. Balance is scaled
to 1e6.

Figure 4: Movement of balance in the test year 2020
of PPO_FEM_PT_Context when using different text
representation schemes. Balance is scaled to 1e6.

rise and fall in the entire trading session, while 530
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Context-aware Approach

Data
Text

Representation
Schemes

Model Avg.
Return (%)

Avg.
MDD (%)

Avg. MDD
Duration (Days)

Avg.
Volatility

Price Data
+

News Article
Titles

Gemma 2B

PPO_FEM_PT_Context

75.46 27.64 38 2.47
Gemma 7B 68.01 27.62 32.2 2.16
Llama 2 7B 78.33 27.81 38.8 2.18
Mistral 7B 73.47 27.27 29.6 2.36
Llama 3 8B 26.27 29.10 95.2 2.02

Table 4: The performance of context-aware approach when using different text representation schemes to represent
the news data in terms of average return (%), average MDD (%), average MDD duration (days), and average
volatility

PPO_FEM_PT_Senti has smoother overall rise531

in balance over the entire trading session. Thus532

confirming the importance of using neutral senti-533

ment along with positive and negative news sen-534

timents. In case of the other models, we observe535

that the models start facing a loss as they receive536

only partial signals from the news data. Overall,537

PPO_FEM_PT_Senti ends with a slightly higher538

balance than PPO_FEM_PT_Pos_Neg.539

In Figure 4, we plot the balance during contract540

expiry for each month in the year 2020 for models541

that use context-aware approach. We observe that542

using Llama 2 7B for text representation allows543

the agent to learn an optimal policy, as the trading544

balance of the agent improves over the months and545

the line graph of the trading balance of Llama 2 7B546

is much higher than the line graph of the balances547

of the other LLM models.548

In Table 5 we provide a summary of the best per-549

forming models from each approach based wherein550

the models are selected based on the avg. re-551

turn (%). PPO_P from price data only approach,552

PPO_FEM_PT_Senti from sentiment-aware ap-553

proach and PPO_FEM_PT_Context (Llama 2 7B)554

from context-aware approach. We observe that555

adding news sentiment to the price data improves556

the returns of the trading model compared to using557

only price data only approach while also reducing558

the MDD duration. Further using text representa-559

tion schemes for representing the news data further560

improves the returns of the trading model. We also561

observe that this reduces the MDD (%) and dura-562

tion as compared to the sentiment-aware approach.563

Thus demonstrating the advantage of using news564

data for improving the trading behaviour of the RL565

agent.566

Avg.
Return (%)

Avg.
MDD (%)

Avg. MDD
Duration (Days)

Avg.
Volatility

Price Data Only
Approach 25.75 26.81 47.6 1.48

Sentiment-aware
Approach

52.82
(+27.07)

29.69
(+2.88)

41.6
(-6)

2.05

Context-aware
Approach

78.33
(+25.51)

27.81
(-1.88)

38.8
(-2.8)

2.18

Table 5: Summary of best performing model in the
price data only approach, sentiment-aware approach,
and context-aware approach. (The values in bracket
is difference between the current row and the previous
row.)

6 Conclusion and Future Work 567

In this work, we have performed RL-based algorith- 568

mic trading at high frequency in the futures market. 569

We performed algorithmic trading using price-only 570

approach, sentiment-aware approach and context- 571

aware approach. We showed that the performance 572

of the trading models improves when the RL agent 573

combines news data with price data for trading. 574

Further, we get the best results by using context- 575

aware approach as this approach can effectively har- 576

ness the hard-to-quantify information of the news 577

data and use it for trading. We experimented with 578

different models to show that on-policy based RL 579

agents perform better in algorithmic trading than 580

off-policy based RL agents. 581

Limitations 582

News data consists of some lag between when the 583

information is available and when news is pub- 584

lished. As the market already factors in the infor- 585

mation even before the news is published, relying 586

only on news data as the data source will lead to 587

the agent receiving delayed signals, which will, in 588

turn, impact the agent’s performance. Therefore, 589

further research should focus on using diverse data 590

sources, especially multimodal data, and effectively 591

reduce the lag in information. Given the advent of 592
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generative AI, the multimodal data will contain593

AI-generated content, which can contain fake infor-594

mation in text, video, or audio form. This fake in-595

formation can adversely impact the agent, so future596

investigations should also explore techniques for597

adversarial training of the trading agent to prevent598

this impact. In this work we used only news titles599

to represent the news data, we did not examine the600

effectiveness of using news summary on the trading601

performance of the RL agent. The reward function602

employed in this study is designed to reward the603

immediate actions of the agent. However, in the604

trading domain, the true value of an action is often605

realized only when a position is closed. This study606

assumes the absence of transaction costs in the ac-607

tions of the RL. Previous research has addressed608

this by adjusting the reward function to account for609

transaction costs, deducting them from the reward.610

However, applying this methodology in our study611

led to non-convergence of the model. Therefore,612

future investigations should focus on developing a613

reinforcement learning framework capable of man-614

aging delayed rewards. Such a framework should615

incorporate a reward function that effectively bal-616

ances long-term and short-term rewards, providing617

a more realistic and practical approach to financial618

trading scenarios.619
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A Links of LLM Models729

• https://huggingface.co/TheBloke/730

Llama-2-7B-AWQ731

• https://huggingface.co/TheBloke/732

Mistral-7B-v0.1-AWQ733

• https://huggingface.co/google/734

gemma-2b735

• https://huggingface.co/google/736

gemma-7b737

• https://huggingface.co/meta-llama/738

Meta-Llama-3-8B739

B Algorithm for Futures Trading740

Algorithm 1: Algorithm for Futures Trad-
ing
Input:
num_lots: Number of lots agent will buy
or sell
balance: Balance of the agent
EOC: Contract has expired (True or False)
EOD: Trading day has ended (True or
False)

contract_value: Initialize contract value to
0
num_lots_held: Initialize number of lots
held by agent to 0
max_num_lots: Initialize maximum no.
of lots the agent can hold

if EOC :
Set num_lots to num_lots_held
Calculate contract value
Calculate margin value
Update the balance with the margin
value

Set num_lots_held to 0
end
else:

if num_lots < −max_num_lots or
num_lots > max_num_lots :

num_lots = 0
end
Calculate contract value
Calculate margin value
Update the balance with the margin
value

Update num_lots_held with
num_lots

if EOD :
Calculate price difference for M2M
Update the balance by using the
price difference

end
end

C Model Configuration 741

The configuration of FEM for the price data only 742

approach, sentiment-aware approach and context- 743

aware approach are shown in Tables 6, 7, 8. The 744

configuration of the Q network and value network 745

is shown in Table 9. The configuration of the policy 746

network and value network is shown in Table 10, 747

where dim is dimension of vector obtained at the 748

last layer in Table 7. 749
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Trading Models CNN Layer Layer 1
DQN_FEM_P 14× 20 21× 14

PPO_FEM_P 14× 20 21× 14

PPO_FEM_PT (Senti) 15× 20 21× 14

Table 6: Configuration of FEM for encoding price data
in DQN_FEM_P and PPO_FEM_P and for encoding
news sentiment and price data in PPO_FEM_PT (Senti)

Text Representaion
Model CNN Layer 1 Layer 2

Gemma 2B 2048× 1000

1000× 500 100× 1
Gemma 7B 3072× 1000
Llama 2 7B

4096× 1000Mistral 7B
Llama 3 8B

Table 7: Configuration of FEM for encoding the news
articles in context-aware approach

D Hyperparamters750

In all the approaches, the window size (w) for se-751

lecting the price data is 5 mins. In sentiment-aware752

approach at each tick i we consider news articles753

published in last 1 hr. In context-aware approach754

for representing the news data we set the window755

size w′ to 60 mins. We select the 10 latest news arti-756

cles and set the value of k to 10. In the reward func-757

tion, we set the value λ to 0.85. We determined the758

optimal λ value by training PPO_FEM_PT_Senti759

on data from 2010-2015 for values of λ which760

range from 0.15 to 0.95 and validated the model on761

data of 2016. The graph of return (%) for different762

values of λ is shown in Figure 5.763

Figure 5: Return (%) of PPO_FEM_PT_Senti for differ-
ent values of λ

The hyperparameters for training the DQN-764

based and PPO-based trading models are shown765

in Tables 11 and 12, respectively.766

CNN layer for prices Layer for combining
prices data and news data

Text Embedding Model CNN Layer 1 Layer 1
Gemma 2B

14× 14 14× 14

16× 128
Gemma 7B 16× 16
Llama 2 7B 16× 128
Mistral 7B 16× 16
Llama 3 8B 16× 128

Table 8: Configuration of FEM for encoding the prices
and combining news data and price data in context-
aware approach

Q Network and Target Network
Trading Models Neural Layer 1 Neural Layer 2 Neural Layer 3

DQN_P 14× 64 64× 64 64× 1

DQN_FEM_P 14× 64 64× 64 64× 1

Table 9: Configuration of Q network and target network
in DQN-based RL models (price data only approach)

Policy Network and Value Network
Trading Models Neural Layer 1 Neural Layer 2 Neural Layer 3

PPO_P 14× 64 64× 64 64× 1

PPO_FEM_P 14× 64 64× 64 64× 1

PPO_PT_Senti 15× 64 64× 64 64× 1

PPO_FEM_PT_Senti 16× 16 16× 16 16× 1

PPO_FEM_PT_Context dim× 64 64× 16 16× 1

Table 10: Configuration of value network and policy
network in PPO-based RL models (sentiment-aware and
context-aware approach).

E Additional Results 767

The year-wise return (%), MDD (%) and duration 768

for price data only approach and sentiment-aware 769

approach are shown in Tables 13, 14 and 15, re- 770

spectively. The year-wise return (%), MDD (%) 771

and duration for context-aware approach are shown 772

in Tables 16, 17 and 18, respectively. 773
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Hyperparameters

Trading Models Batch Size Learning
Rate Buffer Size Learning

Starts
Train

Frequency Gradient Steps Target Update
Interval

DQN_P 128 0.002 200000 10000 1 episode 30000 10000
DQN_FEM_P 128 0.0005 200000 200000 1 episode 20000 9500

Table 11: Hyperparameters of DQN-based trading models (price data only approach)

Hyperparameters
Trading Models Batch Size Learning Rate Entropy Co-efficient Epochs Steps

PPO_P 128 0.002 0.02 5 200
PPO_FEM_P 128 0.0005 0.02 10 200

PPO_PT_Senti 128 0.002 0.02 5 50
PPO_FEM_PT_Senti 128 0.0002 0.02 9 50

PPO_FEM_PT_Context (Gemma 2B) 128 0.0002 0.02 7 1500
PPO_FEM_PT_Context (Gemma 7B) 64 0.0002 0.02 7 2000
PPO_FEM_PT_Context (Llama 2 7B) 128 0.00019 0.02 7 1500
PPO_FEM_PT_Context (Mistral 7B) 128 0.00019 0.02 6 1500
PPO_FEM_PT_Context (Llama 3 8B) 128 0.0002 0.02 6 2000

Table 12: Hyperparameters of PPO-based trading models (price data only, sentiment-aware and context-aware
approach)

Return (%)
Years PPO_P PPO_PT_Senti PPO_FEM_PT_Senti
2017 24.04 -7.02 18.5
2018 10.78 38.74 68.43
2019 10.05 46.23 66.2
2020 70.52 46.07 64.01
2021 13.35 38.22 46.92

Avg. Return (%) 25.75 32.44 52.81

Table 13: The year-wise return (%) of models in price
data only approach and sentiment-aware approach

MDD (%)
Years PPO_P PPO_PT_Senti PPO_FEM_PT_Senti
2017 26.14 35.09 40.8
2018 26.47 27.25 25.79
2019 28.04 28.94 26.5
2020 26.72 27.88 26.2
2021 26.66 32.39 29.11

Avg. MDD (%) 26.81 30.31 29.68

Table 14: The year-wise MDD (%) of models in price
data only approach and sentiment-aware approach

MDD Duration (Days)
Years PPO_P PPO_PT_Senti PPO_FEM_PT_Senti
2017 2 144 135
2018 34 17 14
2019 86 102 9
2020 42 35 15
2021 74 27 35

Avg. MDD
Duration (Days) 47.6 65 41.6

Table 15: The year-wise MDD duration (days) of mod-
els in price data only approach and sentiment-aware
approach

Return (%)
Years Llama 3 8B Gemma 7B Mistral 7B Gemma 2B Llama 2 7B
2017 21.54 53.07 70.37 26.64 24.69
2018 12.12 42.01 55.49 88.1 52.15
2019 7.91 47.55 38.26 82.34 67.53
2020 71.61 135.36 131.24 90.85 142.56
2021 18.14 62.05 71.96 89.35 104.68

Avg. Return (%) 26.27 68.01 73.47 75.46 78.33

Table 16: The year-wise return (%) of
PPO_FEM_PT_Context while using different
text representation schemes to represent the news titles
in the news data

MDD (%)
Years Llama 3 8B Gemma 7B Mistral 7B Gemma 2B Llama 2 7B
2017 30.44 33.7 30.24 27.44 33.62
2018 31.59 28.32 26.09 26.64 27.6
2019 26.76 26.06 27.17 26.51 26.97
2020 31.69 24.48 25.81 26.17 25.88
2021 24.99 25.51 27 31.4 24.96

Avg. MDD (%) 29.1 27.62 27.27 27.64 27.81

Table 17: The year-wise MDD (%) of
PPO_FEM_PT_Context while using different
text representation schemes to represent the news titles
in the news data

MDD Duration (Days)
Years Llama 3 8B Gemma 7B Mistral 7B Gemma 2B Llama 2 7B
2017 61 62 50 132 147
2018 199 28 25 21 9
2019 32 34 29 9 24
2020 49 20 5 5 9
2021 135 17 39 23 5

Avg. MDD
Duration (Days) 95.2 32.2 29.6 38 38.8

Table 18: The year-wise MDD duration (days) of
PPO_FEM_PT_Context while using different text rep-
resentation schemes to represent the news titles in the
news data
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