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Abstract001

As the reasoning abilities of artificial intelli-002
gence gain more attention, generating reliable003
benchmarks to evaluate reasoning capabilities004
is becoming increasingly important. The Ab-005
stract and Reasoning Corpus (ARC) is one006
of the introduced reasoning benchmarks, pro-007
viding challenging problems that artificial in-008
telligence has yet to solve. While ARC has009
been recognized for assessing reasoning abil-010
ities, it has a limitation in that its evaluation011
method through generation fails to consider012
other aspects of assessment. Bloom’s taxon-013
omy, widely known in education, argues that014
good evaluation methods should evaluate the015
six stages of Remember, Understand, Apply,016
Analyze, Evaluate, and Create in a step-by-step017
manner. To make ARC, which primarily eval-018
uates the Create stage, suitable for assessing019
stages like Understand and Apply, we devel-020
oped MC-LARC. This new multiple-choice for-021
mat fits well on evaluating large language mod-022
els (LLMs) across different cognitive stages.023
We evaluated the analogical reasoning abilities024
of ChatGPT4V with MC-LARC, confirming025
that 1) a multiple-choice format can support the026
language model’s reasoning capabilities and 2)027
facilitate evidence analysis. However, we no-028
ticed LLMs relying on shortcuts when tackling029
MC-LARC. By analyzing this, we identified030
areas to consider in multiple-choice synthesis031
and specified criteria for what constitutes good032
choices based on these findings.033

1 Introduction034

Research on artificial intelligence with reasoning035

capabilities is attracting attention, leading to the036

proposal of benchmarks to measure such abilities.037

The Abstraction and Reasoning Corpus (ARC) is038

one such benchmark designed to evaluate reasoning039

abilities. Each ARC task consists of 2–5 examples040

where both input and output are provided, along041

with one task where only the input is given. The042

goal is to infer the rule from the examples and de- 043

duce the answer to the task. The input and output 044

grids in ARC can range from a minimum 1 × 1 045

grid to a maximum 30 × 30 grid, with each grid 046

filled with up to 10 different colors. Unlike exist- 047

ing reasoning benchmarks, ARC’s strength lies in 048

its specialization in evaluating reasoning abilities 049

alone by reducing the amount of prior knowledge 050

and data required to solve the tasks. 051

However, ARC has limitations in that it is 052

an overly difficult benchmark requiring multiple 053

stages of reasoning to solve. According to Bloom’s 054

Taxonomy (Anderson et al., 2001), proposed in tra- 055

ditional educational theory, evaluation consists of 056

the following six stages: Remember, Understand, 057

Apply, Analyze, Evaluate, and Create. In this taxon- 058

omy, ARC assesses creation, which encompasses 059

all prior levels of cognitive processes, making it 060

difficult to pinpoint which specific stage may be 061

problematic when a solution is not reached. Even 062

if the logical reasoning process is correct, the entire 063

response is marked wrong if there is a slight error 064

in the generated grid. This issue is also found in 065

derived datasets with reduced difficulty, such as 066

Mini-ARC (Kim et al., 2022) and 1D-ARC (Xu 067

et al., 2023). Although these datasets changed grid 068

sizes or reduced 2D arrays to 1D arrays, it remains 069

difficult to identify which part of the model’s rea- 070

soning process is flawed when the task is not solved 071

due to the evaluation format that includes creation. 072

Therefore, a new evaluation method is needed to 073

identify which step of reasoning is problematic in 074

solving ARC. 075

Therefore, this paper proposes a modified bench- 076

mark called MC-LARC to provide an intermediate 077

step in solving ARC tasks. MC-LARC aims to 078

convert the evaluation format from generation to 079

selection, assessing the areas corresponding to Un- 080

derstand and Apply in Bloom’s Taxonomy. It con- 081

verts the dataset into a multiple-choice language 082

format by using Large Language Models (LLMs) 083
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to generate four alternative options based on the084

correct answer to ARC tasks. We conducted ex-085

periments to investigate the impact of the transfor-086

mation into multiple-choice form and found the087

following two points: 1) The accuracy of LLMs088

on ARC tasks increased from about 10% to 75%.089

This indicates that the options in MC-LARC have090

served a supportive role in the inference of LLMs,091

which are more aligned with language generation092

and comprehension than image processing. 2) Eval-093

uating the extent of the inferential abilities of LLMs094

becomes more clearly feasible. However, it was095

observed that LLMs used shortcuts while solving096

MC-LARC, finding the correct answer by consid-097

ering the form or internal context of the choices to098

eliminate inappropriate options, rather than utiliz-099

ing reasoning abilities. Based on this analysis, it100

was confirmed that when synthesizing data into a101

multiple-choice format using LLMs, sufficient and102

accurate context information should be provided103

to avoid unnecessary additional information. Addi-104

tionally, this analysis established criteria for what105

constitutes good multiple-choice options.106

2 Related Works107

2.1 Evaluation Methods for LLM Abilities108

Based on Bloom’s Taxonomy109

Bloom’s Taxonomy (Anderson et al., 2001) pro-110

vides a hierarchical classification of cognitive skills111

that educators can use to structure learning objec-112

tives, assessments, and activities. The taxonomy113

categorizes cognitive skills into six levels as illus-114

trated in Figure 1, each representing a different115

level of complexity and depth of understanding,116

from the most basic (Remembering) to the most117

advanced (Creating).118

By utilizing Bloom’s Taxonomy, educators and119

researchers can more effectively design, evaluate,120

and enhance learning experiences and assessments,121

ensuring that they address all levels of cognitive122

skills, from basic recall of information to the cre-123

ation of new and original work.124

(Shojaee-Mend et al., 2024) employed Bloom’s125

Taxonomy to assess the cognitive levels of neuro-126

physiology questions answered by large language127

models, revealing strengths in basic knowledge128

recall and weaknesses in higher-order reasoning129

and knowledge integration. Similarly, (Joshi et al.,130

2024) used this taxonomy to analyze the cogni-131

tive depth of recommendations made by ChatGPT132

and Bard for teaching Parallel Coordinate Plots.133

Evaluate

Analyze

Apply

Understand

Remember

Create

Recall fact and basic concepts

Explain ideas or concepts

Use information in new situations

Draw connections among ideas

Justify a stand or decision

Produce new or original work

define, repeat, list, memorize

classify, describe, explain, identify, recognize

execute, implement, solve, use, interpret, operate

differentiable, organize, relate, compare, examine, test

argue, defend, judge, select, support, critique, weigh

assemble, design, construct, conjecture, develop, formulate

Figure 1: The six cognitive skills in Bloom’s Taxon-
omy. These skills begin with basic tasks like recalling
facts and remembering concepts at the pyramid’s base,
progressing to creating original work based on a com-
prehensive understanding of a specific concept at the
top. Image credits: Center for Teaching, Vanderbilt Uni-
versity (Armstrong, 2010).

Human-expert evaluations showed that ChatGPT’s 134

suggestions were generally more appropriate and 135

effective across various cognitive stages, while 136

Bard’s recommendations were often less reliable. 137

Additionally, the BloomGPT project (Spanos et al., 138

2024) structured a ChatGPT-powered web appli- 139

cation around Bloom’s Taxonomy, enhancing stu- 140

dents’ cognitive and metacognitive learning in an 141

undergraduate history course. Expert evaluations 142

indicated that the application effectively supported 143

diverse cognitive processes. 144

2.2 Benchmark for Analogy Abstraction 145

Tasks 146

Abstraction and Reasoning Corpus (ARC) 147

The Abstraction and Reasoning Corpus (ARC) 148

benchmark (Chollet, 2019) was created for the pur- 149

pose of measuring intelligence in computer sys- 150

tems. This benchmark requires inference based 151

on complex prior knowledge such as arithmetic 152

abilities, geometric understanding, and topologi- 153

cal understanding. The goal is to derive common 154

rules from examples and apply them to infer the 155

appropriate output image for a given test input im- 156

age. Each task provides 2–5 pairs of example input 157

and output images. The original ARC benchmark 158

consists of 400 training set, 400 evaluation set, and 159

200 test set. Moreover, the ARC benchmark is 160

represented as 2D matrices. 161

Language-complete ARC (LARC) The 162

LARC (Acquaviva et al., 2022) dataset consists 163

of 400 ARC training data, each accompanied 164

by 1) a description of the input image and 2) a 165

natural language description of the rules between 166
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the input and output images. Both the input167

description and the output description must be168

language-complete. Language-complete refers to169

having sufficient relevant information even when170

neither input nor output images are provided. In171

other words, humans should be able to understand172

the task sufficiently based solely on the description173

of LARC without the presence of images. A174

language-complete LARC is shown in the Refined175

LARC in Figure 2.176

Modified Benchmark with Transformed Evalu-177

ation Format Abstract and reasoning tasks often178

face problems in setting task objectives due to their179

attempt to measure unclearly defined reasoning180

abilities. Therefore, there have been previous stud-181

ies that tried to perform new tasks by modifying182

or expanding existing tasks. Bongard-LOGO (Nie183

et al., 2020) is an example of simplifying a complex184

task. Bongard (Bongard, 1967), one of the Visual185

Reasoning benchmarks, is a task that expresses186

the difference between two given abstract image187

groups as a natural language description. It has188

long been a notable task as it requires high abstrac-189

tion and reasoning ability to solve the problem, but190

it had limitations in analyzing the cause when a spe-191

cific model could not solve it, as it is a description192

task requiring natural language processing abilities.193

To address this, Bongard-LOGO transformed the194

type of Bongard problem from a description task195

to a classification task. On the other hand, there196

are also cases where simple tasks were changed197

into complex tasks. VQA (Antol et al., 2015) is a198

task that evaluates how well one can answer when199

given an image and a question. However, VQA200

only assesses whether the given image and natural201

language problem are well understood, making it202

unsuitable for evaluating reasoning abilities. To203

overcome this limitation, a modified benchmark,204

TGIF-QA (Jang et al., 2017), which added ques-205

tions requiring reasoning about visual images, was206

proposed. Thus, especially in the field of Visual207

Reasoning, attempts are being made to establish208

intermediary results through task transformation.209

3 Methodology210

We created MC-LARC through the following two211

steps: 1) manually refining the existing LARC, and212

2) utilizing ChatGPT4 to generate wrong options213

based on LARC.214

ARC example
Fill in the first, second and last with blue and fill in 

the other three with yellow.

Original LARC

Refined LARC
Fill in the pixel with blue if the input is symmetrical, 

and with orange if it is not.

Improving Insufficient Expression

Refined by Experts

Inconsistent Expression

Example: Color

grey, pink, yellow, brown pink, yellow,  -> browndark red

Figure 2: Two main issues of LARC. (Upper part)
There are instances where different expressions are
used for the same concept within LARC. For example,
some LARC expressions describe brown as “dark red”.
(Lower part) This task involves identifying the symme-
try of the input grid to predict the output image result.
However, some original LARC expressions provide
insufficient information necessary for ARC problem-
solving. These have been revised to contain sufficient
and accurate information by experts.

Refining process The original LARC exhibited 215

significant quality issues, as evidenced by Figure 2. 216

These issues appeared primarily in 1) inconsisten- 217

cies across expressions for the same concept and 2) 218

a lack of information in the provided explanations. 219

For instance, the upper part of Figure 2 illustrates 220

different representations for the same concepts, 221

leading to confusion. Additionally, the explana- 222

tions accompanying the tasks often omitted crucial 223

information necessary for their successful comple- 224

tion. These issues emerged as a consequence of 225

the dataset’s compilation by numerous non-experts 226

using Amazon Mechanical Turk. 227

In addition to the issues highlighted in Figure 2, 228

there were further cases of inconsistency through- 229

out the dataset. These inconsistencies involved not 230

only color but also shape representations and grid 231

manipulation operations. The presence of these 232

multiple issues complicates the process of generat- 233

ing new datasets based on LARC, emphasizing the 234

challenges of relying on flawed data sources. 235

To address these issues, we conducted a refining 236
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      Color the tallest blue, the second tallest green, the third tallest red, and the shortest yellow.

      Color the shortest red, the second shortest blue, the third shortest green, and the shortest yellow.

      Color the shortest green, the second shortest red, the third shortest yellow, and the shortest blue.

      Color the shortest blue, the second shortest red, the third shortest green, and the shortest yellow.

Visualized ARC example Language Descriptions of ARC by Experts 
Description for Input Image

In the input, you can see...
Several different lengths of gray bars that rise vertically.

Description for Output Image

Five Options for MC-LARC

Input Output

Four Distractors Generated by ChatGPT4

To make the output, you have to...

      Color the tallest blue, the second tallest red, the third tallest green, and the shortest yellow.
To make the output, you have to...

Figure 3: The composition of MC-LARC. It consists of a visualized ARC example and five multiple-choice options.
The five multiple-choice options consist of the correct solution and four distractors. (Blue part) It visualizes ARC
represented as a 2D matrix. (Green part) It is LARC refined manually by experts. (Red part) Using ChatGPT4, four
distractors were generated from the output description (Red boundary) of the refined LARC. To solve MC-LARC,
the solver must identify common rules from the visualized ARC example and select the one option from the Five
Options for MC-LARC that best describes those rules.

process to enhance quality. This process prioritized237

ensuring consistency in expressions and rectifying238

erroneous representations. Figure 2 provides an239

overview of this refining process.240

Generating wrong options with ChatGPT4241

Based on the given output description of LARC,242

we generated four distractors through ChatGPT4,243

as illustrated in Figure 3. However, allowing unre-244

stricted generation of distractors led to issues such245

as creating out-of-context choices unrelated to the246

task. To address this problem, we improved by247

adding constraints during the prompt level. The248

constraints added to the prompt are as follows:249

• In context vocabulary: To generate plausible250

distractors, it was necessary to limit the ex-251

pressions within the context that aligns with252

the ARC domain. To achieve this, two contex-253

tual constraints were imposed. One involved254

adding descriptions about the ARC environ-255

ment, while the other entailed mentioning spe-256

cific words that should not be used.257

• Length of options: When generating dis-258

tractors for lengthy options, there were cases259

where LLM produced relatively short options,260

leading to easily solvable problems. There-261

fore, we restricted the LLM to generate incor-262

rect options of similar lengths to the correct263

options.264

• Format: When creating distractors, we en-265

sured that the opening phrases of the sentences 266

exactly matched the correct answer option’s 267

‘To make the output, you have to...’. If the 268

opening phrases of the incorrect options vary, 269

it could lead to selecting the correct answer 270

based on the format rather than the meaning 271

of the sentence. 272

As shown in Figure 7, before constraints were 273

added, the model generated options that were either 274

completely irrelevant to the ARC problem context 275

or altered parts that were not core concepts. These 276

were classified as either bad or moderate. How- 277

ever, after the constraints were applied, the model 278

did not produce any bad options, and the options 279

were classified only as best or moderate. Despite 280

this improvement, the model still faces the chal- 281

lenge of not being able to produce best options for 282

all tasks. 283

4 Experiments 284

To verify that the augmented multiple-choice op- 285

tions generated by the LLM did not inadvertently 286

reveal more information than intended, we con- 287

ducted a control test, as illustrated in Figure 4, 288

where the LLM was presented with only the op- 289

tions, devoid of any accompanying images. If the 290

options were crafted appropriately and free from 291

informational bias, the LLM’s expected accuracy 292

rate would approximate 20%. Additionally, this 293

image-free experiment required the LLM to justify 294

its choice for each option. 295
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Experiment 1: With Image
Part 1: Test Accuracy Part 2: Explanation

ARC Example Five Options

    Find

Common Rule

    Pick

Correct Option

1    3  4  52

 With Image - Part 1

+

Get Explanation

“Provide explanation 

about your choice”

Experiment 2: Without Image
Part 1: Test Accuracy Part 2: Explanation

Without Image - Part 1

+

Get Explanation

“Provide explanation 

about your choice”

ARC Example Five Options

    Pick

Correct Option

1    3  4  52

ChatGPT4V

ChatGPT4V

ChatGPT4V

ChatGPT4V

Figure 4: Overview of the conducted experiments. The
upper part illustrates the first experiment, which in-
cludes visualized ARC example images, while the lower
part depicts the second experiment, which does not in-
clude these images. Each experiment is divided into
two parts. In Part 1, ChatGPT4 is tasked with solving
the MC-LARC to measure accuracy. In Part 2, it is
requested to provide explanations for its choices, in ad-
dition to completing the tasks from Part 1.

4.1 Influence of Multiple Choices296

Table 1: A table summarizing the results of experi-
ments where ChatGPT4V solved MC-LARC five times.
It shows statistics on the accuracy and Krippendorff’s
Alpha score. The statistics show the mean, standard
deviation, and 95% confidence interval for the accu-
racy. Krippendorff’s Alpha score evaluates whether
ChatGPT4V’s responses are reliable across the five re-
peated experiments.

Category Mean (%) Std. 95% CI (%) Alpha

With images 75.81 1.11 74.93 - 76.70 0.8329
Without images 64.61 1.75 63.08 - 66.14 0.7995

For the MC-LARC, we asked the ChatGPT4V297

model 5 times per problem, and as shown in Ta-298

ble 1, the accuracy of correctly answered tasks out299

of the total 400 tasks was about 75%. Considering300

that the accuracy of LLMs on ARC tasks is around301

10% (Qiu et al., 2024), this is certainly a high score.302

Additionally, Krippendorff’s Alpha score of ap-303

proximately 0.83 confirmed that the LLM was con-304

sistently reasoning the answers.305

To further evaluate the reasoning process of the306

ARC example
In all the given image files, there 
is a red square in the input grid 
on the left, and in the output grid 
on the right, the red square is 
filled with the pattern of 
another colored object that is 
present in the input grid.

...

Therefore, the common rule is to 
fill in the red square with the 
pattern of the other colored 
object.

Correct Explanation

ARC example Wrong Explanation
In each of the given examples, the 
colored pattern from the input grid 
(on the left) has been duplicated 
twice vertically -> in 
the output grid (on the right). 



This creates two exact copies of 
the pattern, one above ->  
the other, resulting in a vertically   
->  extended version 
of the original pattern. 



The duplication maintains the 
same colors and positions relative 
to each other, just expanded 
vertically -> .

(horizontally) 

(next to)

(horizontally)

(horizontally)

Figure 5: A result of requesting an explanation of the ex-
periments with provided images. (Upper part) It shows
an example where the answer to MC-LARC is correctly
chosen. (Lower part) It demonstrates the incorrect an-
swers due to failure to infer the correct solution.

LLM, we additionally asked for the reason behind 307

selecting each option. As a result, there were cases 308

where both the answer and the reasoning process 309

were correct or both were incorrect, but there were 310

almost no cases where the answer was correct but 311

the explanation was wrong, or where the answer 312

was wrong but the explanation was correct. This 313

indicates a decrease in the errors of generating cor- 314

rect answers through incorrect reasoning processes 315

or giving inconsistent answers, which tend to occur 316

when LLMs directly solve ARC tasks (Lee et al., 317

2024). Therefore, even when multiple-choice op- 318

tions, including incorrect options along with the 319

answer description, were provided, we could con- 320

firm that the LLM’s reasoning ability was partially 321

improved. 322

4.2 Problems on Augmentation 323

However, there were indications that the LLM 324

found a shortcut when solving MC-LARC. MC- 325

LARC should be solved by inferring the rule from 326

the given images and choosing the correct option, 327

but the LLM achieved an accuracy of 65% even 328

when the task was provided without images. The 329

Krippendorff’s Alpha score was also 0.79, not 330
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Repeated Expression



(green, input, empty, yellow)

Correct Answer

Contradiction

ARC example
To make the output, you have to...

�� Examine the  pattern in the input. 

      Identify any empty areas of blocks enclosed by the pattern

      and fill those enclosed parts with yellow�

�� Examine the green pattern in the  . 

      Identify any empty areas of blocks enclosed by the pattern

      and fill those enclosed parts with yellow�

�� Examine the green pattern in the input. 

      Identify any empty areas of blocks enclosed by the pattern

      and fill those enclosed parts with 

�� Examine the green pattern in the input. 

      Identify any empty areas of blocks enclosed by the pattern

      and fill those enclosed parts with yellow�

�� Examine the green pattern in the input. 

      Identify any   areas of blocks enclosed by the pattern

      and fill those enclosed parts with yellow.

grey

output

brown�

full

Multiple-choice of MC-LARC Explanation from LLM

Input output

Figure 6: Example of an experiment without an image. When given five options, the LLM solves the problem by
analyzing them in the following manner. By examining the options, the LLM identifies repeated expressions and
excludes the options that use different vocabulary from the others. Additionally, it excludes options that cannot be
represented in the ARC grid by identifying semantic contradiction within the sentences themselves.

much lower than the experiment with images pro-331

vided. This can be understood as evidence that332

the LLM found a consistent logic for getting the333

correct answers.334

To analyze how the LLM solved MC-LARC335

without the problem images, we additionally asked336

the LLM to explain the reasoning behind its an-337

swers. As shown in Figure 6, we found that the338

LLM inferred the correct option by 1) choosing the339

option with the most repeated expressions and 2)340

eliminating options that were self-contradictory.341

We point out two problems in the generation342

process: First, generating four different incorrect343

options from one correct option became problem-344

atic, as the correct option naturally included more345

repeated words than the incorrect options. Second,346

not providing image and context information for op-347

tion generation led to contradictory or incompatible348

expressions in some options. Therefore, from this349

experiment, we can conclude that to fairly evaluate350

reasoning ability, the process of generating choices351

should be improved to avoid providing additional352

information that could serve as a shortcut.353

4.3 Good Option and Bad Option354

From the two experiments above, we confirmed355

that converting to a multiple-choice format has ad-356

vantages as an inference problem in two aspects:357

1) providing additional information to solve the358

reasoning problem, and 2) allowing for a more359

transparent evaluation of the reasoning process.360

However, we also found cases where unintended361

shortcuts were discovered, and to address this is-362

sue, the process of augmenting choices needs to be 363

improved. But before improving the choice gen- 364

eration process, this question must be answered 365

first: What distinguishes a good choice from a bad 366

choice? 367

As we examined the augmented choice examples 368

generated by the LLM, we were able to categorize 369

the choices into three levels of quality, as shown in 370

Figure 7. The best choices modified the core part of 371

the problem that fits the context. In ARC, the core 372

is the part where a change occurs between images, 373

so in the given examples, completing a square by 374

filling in orange pixels is the core. Thus, choices 375

questioning the change to orange can be considered 376

the best type of choice. Next, choices that were 377

possible to predict from the input image but did 378

not capture the core of the problem were of mod- 379

erate quality. Examples include using colors not 380

present in the input image or specifying grid sizes 381

that were not present. Finally, choices that included 382

cases that cannot occur in the ARC domain at all 383

were the worst. Commands like “Write an essay" 384

are irrelevant to ARC and do not require any rea- 385

soning process to solve the problem, making them 386

poor choices. Therefore, good text descriptions 387

and choices should 1) include the core of the prob- 388

lem in the choices, and 2) be consistent within the 389

context of the problem. Identifying the criteria in 390

form and content needed to generate good choices 391

during the augmentation process is the contribution 392

of this study. 393
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ARC example

�� Fill in the complete 3x3 square, 
consisting of green pixels, with 
pink pixels�

�� Fill in the incomplete 5x5 square, 
consisting of light blue pixels, 
with gray pixels�

�� Fill in the incomplete 4x4 square, 
consisting of black pixels, 
with blue pixels�

�� Fill in the complete 2x2 square, 
consisting of brown pixels, 
with red pixels�

�� Fill in the incomplete 3x3 square, 
consisting of yellow pixels, 
with orange pixels.

�� Complete the squares using 

      the color orange.	

�

�� Write an essay about the color 
orange.	�

�� Draw a circle using the color 
blue.	�

�� Fold the paper into triangular 
shapes.	�

�� Bake a cake using orange 
flavoring.

�� Fill in the complete 3x3 square, 
consisting of yellow pixels, with 
pink pixels�

�� Fill in the complete 5x5 square, 
consisting of yellow pixels, 
with gray pixels�

�� Fill in the complete 4x4 square, 
consisting of yellow pixels, 
with blue pixels�

�� Fill in the complete 2x2 square, 
consisting of yellow pixels, 
with red pixels�

�� Fill in the complete 3x3 square, 
consisting of yellow pixels, 
with orange pixels.

Best Moderate Bad

Input output

Figure 7: Three examples of multi-choice options augmented differently by the LLM. The given problem is to fill
in an object with holes with the color orange to make a 3 × 3 square, where the size of the square and the color
are the core aspects of the problem. The good example demonstrates an understanding of the core of the problem
and provides consistent variations, while the poorer examples increasingly include choices that are unrelated to the
problem and inconsistent.

5 Discussion394

5.1 Limitations in the Multi-Choice395

Generation Method396

While the experimental results confirmed that the397

multiple-choice problem format provided sufficient398

additional information to adequately assess Under-399

standand Apply aspects, the issue of finding short-400

cuts during the solving process was raised. This401

problem is not unique to LLM evaluation. The is-402

sue of imbalance among options in multiple-choice403

questions has already been raised in classical test404

theory (Alagumalai and Curtis, 2005). The follow-405

ing are suggestions for improving the options in406

MC-LARC:407

• Option Quality Improvement: The multiple-408

choice evaluation method has been criticized409

for the existence of shortcuts such as Logical410

cues, Long correct answer, Word repeats, and411

Convergence strategy, even in the case of hu-412

mans (Case and Swanson, 1998). It has also413

been pointed out that when there is a lack of414

discrimination power, the quality of the op-415

tions decreases. The most intuitive way to416

address this issue is for humans to consider417

constraints when creating options.418

• Modification on the Benchmark Format:419

Not only the content of the options but also420

the format of the options can affect the bench-421

mark. Currently, MC-LARC follows a format422

where one correct answer option is chosen 423

among five options. On the other hand, an- 424

other study reported that the selection ratio 425

between options remained similar when there 426

were four or three options compared to five 427

options (Vyas and Supe, 2008). It is also note- 428

worthy that problems with multiple correct 429

answers tend to be more difficult than those 430

with a single correct answer(Case and Swan- 431

son, 1998). However, it is not yet known how 432

these various multiple-choice formats differ 433

for LLMs, and therefore, they need to be con- 434

sidered as hyperparameters in the future. 435

• Changing the Evaluation Objective: Mod- 436

ifying the content of the multiple-choice op- 437

tions to measure various areas of reasoning 438

such as application and creation is another pos- 439

sible improvement. Currently, the options in 440

MC-LARC are focused on finding the correct 441

way to solve the ARC task, which is aimed 442

at assessing the understanding of the task. To 443

extend the assessment to other reasoning abil- 444

ities, the application and creation stages of 445

the task need to be evaluated. Converting the 446

problem into a multiple-choice format where 447

images are selected instead of answer texts, 448

similar to MARVEL (Jiang et al., 2024), could 449

be one possible way to shift the problem for- 450

mat to the creation stage. To transition to the 451

application stage, instead of using an entire 452

problem description, it may be necessary to 453
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consider separating the steps required to solve454

the problem and have the option to select steps455

that are not necessary for solving the given456

ARC task.457

5.2 Limitations in the Evaluation458

Methodology459

One of the current limitations of MC-LARC is460

the lack of sufficient evaluation metrics for the pro-461

posed benchmark. Therefore, it is difficult to assess462

how much the addition of multiple-choice has con-463

tributed to securing intermediate reasoning stages464

leading up to ARC, and how well the options are465

constructed. The following describes existing meth-466

ods for evaluating options:467

• Using Scoring Models: (Ding and Beichner,468

2009) has proposed statistical and numerical469

methods for evaluating the quality of multiple-470

choice questions (MCQs). They propose three471

methods for individual item evaluation (Item472

Difficulty Level, Item Discrimination Index,473

Point Biserial Coefficient) and two methods474

for overall test evaluation (Kuder-Richardson475

Reliability Index, Ferguson’s Delta). Item476

Difficulty Level and Item Discrimination In-477

dex measure item difficulty and discrimina-478

tive power, while Point Biserial Coefficient479

assesses each item’s appropriateness by com-480

paring item scores with the total test score.481

The Kuder-Richardson Reliability Index de-482

termines whether the test is suitable for indi-483

vidual or group assessments, and Ferguson’s484

Delta measures the test’s ability to distinguish485

between varying levels of proficiency. Addi-486

tionally, they introduce clustering analysis for487

analyzing respondent patterns and model us-488

age. Therefore, using metrics to measure the489

quality of MCQs is one method for improving490

MC-LARC.491

• Comparison with Human-Created Ques-492

tions: One issue with the current MC-LARC493

is that both question generation and evalua-494

tion are done through a single model, Chat-495

GPT4V. This evaluation approach does not496

reveal whether MC-LARC can be properly497

evaluated on other models, including other498

LLMs. In existing test theory, to compare with499

human-created options, a large number of peo-500

ple directly participated in the evaluation to501

minimize errors as much as possible (Palmer502

et al., 2006). Similarly, 1) three or more peo- 503

ple can evaluate whether there are errors in the 504

options, and 2) the quality of the options can 505

be compared with human-created questions. 506

6 Conclusion 507

To overcome the limitations of the existing ARC in 508

measuring inferential reasoning ability, we created 509

a new multiple-choice dataset called MC-LARC. 510

As a result, the multiple-choice format allowed for 511

a clearer analysis of logical flow during problem- 512

solving and provided supplementary support for 513

the solver’s reasoning abilities. However, in an 514

additional control experiment without images, we 515

found that the LLM solved problems by finding 516

shortcuts instead of using reasoning abilities. This 517

highlights the regulation needed when using LLMs 518

to synthesize multiple-choice questions. Based on 519

these findings, we propose specific conditions for 520

designing multiple-choice questions that effectively 521

evaluate the required reasoning abilities without 522

enabling shortcuts. 523

These findings have several important implica- 524

tions. Firstly, they offer valuable insights into 525

the appropriate methods for evaluating inferential 526

reasoning, demonstrating the potential of using 527

multiple-choice questions for this purpose. Sec- 528

ondly, by identifying the constraints to consider 529

when using LLMs to synthesize multiple-choice 530

questions, this research paves the way for the de- 531

velopment of more sophisticated and automated 532

high-quality question generators. 533

7 Limitation 534

Our study has two main limitations. First, the 535

generated options lack quality, allowing LLMs to 536

find shortcuts. Second, there is a lack of metrics 537

to measure the quality of the options. We have 538

found issues such as repeated words and contradic- 539

tory content in the current multiple-choice options. 540

However, these issues are inherent limitations of 541

multiple-choice questions (Alagumalai and Curtis, 542

2005), and therefore, do not undermine the funda- 543

mental purpose of MC-LARC to assess cognitive 544

features of LLMs such as understanding and appli- 545

cation, which are difficult to confirm solely through 546

solving ARC problems. 547

Secondly, our current analysis is limited to the 548

accuracy of LLMs. In existing test theory, met- 549

rics such as discrimination are used to evaluate the 550

quality of options. This requires the use of various 551

8



LLMs and analysis of human cases. Nonetheless,552

this study lays the foundation for identifying cog-553

nitive features that cannot be confirmed through554

ARC alone, with significant potential for future555

expansion.556
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