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Abstract

The effectiveness of Large Language Models001
(LLMs) in tackling diverse reasoning prob-002
lems is further improved by chain-of-thought003
prompting, which makes explicit the interme-004
diate reasoning steps. Additionally, recent re-005
search has proved the importance of explicitly006
structuring the reasoning procedure. In this007
work, we introduce IAO (input-action-output)008
prompting, a straightforward template based009
prompting method that allows the complex rea-010
soning process to be explicitly modelled in a011
structured manner. IAO autonomously breaks012
down problems into a series of simpler reason-013
ing steps and then solves them in sequence,014
each with explicit input information, action015
applied, and intermediate output. The solved016
steps inform the subsequent steps, facilitating017
progressive reasoning. This explicit structure018
not only amplifies reasoning performance but019
also fosters enhanced interpretability and trans-020
parency. Extensive experiments across various021
reasoning tasks demonstrate IAO’s strong zero-022
shot capabilities, showcasing its effectiveness023
in unlocking and leveraging the true power of024
LLM reasoning.025

1 Introduction026

The recent progress in natural language processing027

(NLP) can be largely attributed to the proliferation028

of large language models (LLMs) (Vaswani et al.,029

2017; Devlin et al., 2019; Raffel et al., 2020; Brown030

et al., 2020; Chowdhery et al., 2023). Notably,031

these models excel at addressing diverse tasks, re-032

quiring minimal or even no explicit training data.033

This remarkable ability, named few-shot or zero-034

shot learning, allows LLMs to tackle challenges035

with none or just a handful of examples. The tech-036

nique enabling this ability, prompting (Liu et al.,037

2023), has evolved into a pivotal area of explo-038

ration in NLP research garnering significant atten-039

tion. The research has focus on creating effective040

prompts, both manually (Schick and Schütze, 2021;041

Figure 1: Illustration of IAO prompting with emphasis
on the problem decomposition into Input-Action-Output.
The intermediate output of each step is the input for
subsquent reasoning steps.

Reynolds and McDonell, 2021) and through auto- 042

mated approaches (Gao et al., 2021; Shin et al., 043

2020). 044

However, recent research has highlighted the 045

critical role of explicitly structuring the reason- 046

ing procedure. Chain-of-thought (CoT) prompting 047

(Wei et al., 2022; Wang et al., 2022), for instance, 048

achieved significant improvements by leveraging 049

a step-by-step breakdown of tasks to enhance rea- 050

soning performance. This allows to guide LLM 051

through a series of logical steps, akin to human 052

reasoning. Loosely speaking, rather than simply 053

presenting questions and expecting direct answers, 054

this method involves breaking down complex tasks 055

or problems into smaller, sequential steps. Each 056

step builds upon the previous one, leading the 057

model through a coherent chain of reasoning. This 058

approach has opened a new wave of prompting 059

methods for zero shot reasoning allowing to tackle 060

complex and multi-step reasoning problems. Ad- 061

ditionally, chain-of-thought can be expanded by 062

providing demonstrations that typically consist of 063
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a series of sequential steps that represent the de-064

sired reasoning process for a particular task or prob-065

lem. These steps serve as scaffolding for the model,066

helping it to understand the logical flow of infor-067

mation and make informed decisions. Such an068

approach shows impressive performance improve-069

ments in reasoning tasks. Notably, in the zero-shot070

setting, it was shown that a simple prompt such as071

“let’s think step by step” could facil-072

itate the step-by-step thinking process before an-073

swering the original question (Kojima et al., 2022).074

Such a task-agnostic method unveiled that LLMs075

can be good zero-shot reasoners.076

However, the underlying reasoning steps of the077

reasoning chain occasionally lack in explicitness,078

posing challenges in comprehending the internal079

logic of the LLM. When the reasoning steps are080

not explicit enough, it becomes challenging to inter-081

pret how the model arrives at its conclusions. This082

opacity in the model’s decision-making process can083

hinder efforts to recognize errors, provide targeted084

feedback for improvement, or ensure the model be-085

haves in a manner consistent with ethical or safety086

considerations. This may lead to issues of trust and087

accountability, especially in critical applications088

such as healthcare, or autonomous systems.089

Addressing this challenge requires exploring090

techniques to enhance the transparency and inter-091

pretability of language models.092

This work proposes IAO (Input-Action-Output)093

prompting, by introducing a simple yet powerful094

template. This prompting approach explicitly mod-095

els the reasoning process in a structured manner,096

analogous to dissecting a complex problem into097

a series of well-defined, sequential subproblems.098

Each step towards the final answer meticulously099

outlines the information used, the action planned,100

and the intermediate output generated. This trans-101

parent breakdown not only maintains or improves102

the LLM’s reasoning abilities but IAO facilitates103

clearer problem decomposition, guiding the LLM104

to tackle complex tasks with greater accuracy and105

efficiency.106

Despite the simplicity, IAO prompt successfully107

generates a plausible reasoning path in a zero-shot108

manner and reaches the correct answer in problems109

where the standard zero-shot-CoT approach fails110

or is not explicit enough.111

We summarize our main contributions in this112

work as follows:113

• We propose a new approach, IAO prompt,114

(input-action-output) that employs a straight- 115

forward template to explicitly structure and 116

model the LLM reasoning process step-by- 117

step, while applying this structured format 118

within a "chain-of-thought" paradigm. 119

• Extensive experiments across various reason- 120

ing tasks showcase IAO’s strong performance 121

in the zero-shot setting. This suggests IAO po- 122

tential as an improved alternative to existing 123

chain-of-thought prompting methods. 124

2 Related Work 125

Prompting Chain-of-thought (CoT) prompting 126

provides intermediate rationales in the reasoning 127

chain for solving problems, leading to improved ac- 128

curacy and interpretability in tasks requiring multi- 129

step reasoning. The common instance of CoT is 130

0-shot CoT (Kojima et al., 2022) and few-shot CoT 131

(Wei et al., 2022). The first one is the most rele- 132

vant to our work. Loosely speaking, 0-shot CoT 133

prompts the LLM with a general instruction such 134

as "Let’s think step by step" and as a consequence 135

the LLM produces intermediate reasoning steps. 136

On the other hand, few-shot prompting requires 137

manually constructed task-specific demonstrations, 138

so it is more costly. Zhang et al. (2022) proposed 139

an approach to automatically construct few-shot 140

demonstrations based on zero-shot prompting to 141

save the manual cost. Another categorization for 142

prompting methods is based on whether they in- 143

volve a single step or multiple steps. An example 144

of multi-step prompting is the work by Zhou et al. 145

(2022) which is discussed in the next paragraph. 146

Problem Decomposition and Subquestioning 147

Recent research shows that breaking down reason- 148

ing into smaller questions and answers improves 149

problem-solving. Shridhar et al. (2022) even con- 150

densed LLMs into smaller models capable of rea- 151

soning. However, these studies mainly focused on 152

the entire reasoning process, rather than its individ- 153

ual parts. 154

Similar research by (Zhou et al., 2022) found that 155

breaking down reasoning tasks into sub-problems 156

makes LLMs perform better, paving the way for 157

our work. Their proposed approach, Least-to-Most 158

prompting, is a prompting strategy that reduces a 159

complex problem into a list of sub-questions and 160

sequentially solves the sub-questions. Each sub- 161

question is solved with the answer to previously 162

solved sub-questions. Compared to zero-shot CoT, 163
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Figure 2: Example of IAO prompting compared to 0-shot CoT. This example is taken from GSM8k using PALM-2.
CoT fails to find the correct answer due to overlooking some part of the input information.

this method has more restrictions on the structure164

of reasoning by decomposing and sequentially an-165

swering. The main difference between our IAO166

prompting and Least-to-Most prompting is that the167

latter requires careful design of prompts for differ-168

ent tasks and it may not be as efficient as single-step169

approaches for some problems. In fact, Least-to-170

most prompting is a few-shot prompting method.171

On the other hand, IAO autonomously decomposes172

the problem and provide extra transparency by ex-173

plicitly stating the intermediate input and output174

information as well as the planned action. Another175

approach that is close to IAO prompting is Tab-CoT176

(Ziqi and Lu, 2023). It presents a novel approach to177

prompting LLMs for complex reasoning tasks us-178

ing a tabular format. This tabular structure allows179

for more explicit and organized reasoning steps.180

An advantage is that the tabular format makes the181

reasoning process more explicit and easier to un-182

derstand. However, the design of the table prompt183

requires domain knowledge and careful considera-184

tion in some cases.185

3 IAO prompting186

We introduce IAO promoting, a new prompting187

technique that forces the LLM to decompose the188

problem into smaller ones, which it solves se-189

quentially providing at each step the input, the ac- 190

tion, and the intermediate output. This is inspired 191

by procedural reasoning, the cognitive process of 192

problem-solving and decision-making following 193

a step-by-step procedure that involves breaking 194

down a problem into smaller, manageable steps 195

and executing a series of predefined operations or 196

rules to reach a solution. This type of reasoning 197

relies on explicit knowledge of procedures, rules, 198

and algorithms rather than on implicit or intuitive 199

understanding. The main motivation comes from 200

the observation that often 0-shot CoT reasoning 201

chains are incomplete or some intermediate steps 202

are merged, which may lead to a wrong final an- 203

swer. As shown in Figure 2, the LLM started rea- 204

soning directly on the question and missed an im- 205

portant aspect of the question, namely "or part 206

thereof ". By forcing the model to reason step by 207

step within a structured framework, the reasoning 208

chain and overall performance improves. Addi- 209

tionally, this prompting approach has the benefit 210

of increased interpretability as it is clearer which 211

input and action led to the intermediate result, and 212

this improves the ability to understand eventual 213

mistakes. In short, IAO prompting consists of three 214

simple steps as show in Figure 2: 215

• Subquestion: Instead of directly addressing 216
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the question, the LLM decomposes the prob-217

lem into smaller problems by formulating sub-218

questions, which it then attempts to answer219

one at a time in a sequential manner.220

• Input: we prompt the model to "think" about221

the input information available at that step, the222

facts and assumptions it needs or has up until223

that step in the reasoning chain.224

• Action: the LLM "plans" the action it needs225

to perform in order to solve the subquestion.226

When possible and relevant, the question ap-227

pears as a function or procedure.228

• Output: the LLM outputs the result of apply-229

ing the action to the input. This intermediate230

output is a foundational block for the next231

steps in the reasoning chain.232

In the following sections, we present an empirical233

study of IAO prompting on a range of reasoning234

tasks and discuss the results obtained.235

4 Experimental setup236

Here, we define the tasks, models and baselines we237

use for the experimental validation of the proposed238

approach.239

4.1 Tasks240

We experiment with the following tasks: (a) arith-241

metic reasoning (GSM8k (Cobbe et al., 2021),242

AQuA (Ling et al., 2017)), (b) commonsense rea-243

soning (StrategyQA (Geva et al., 2021), Common-244

senseQA (Talmor et al., 2019)), (c) symbolic rea-245

soning (Last Letter (Wei et al., 2022)) and (d) log-246

ical reasoning (Date Understanding & Shuffled247

Object Tracking(Srivastava et al., 2023)). Table 1248

presents some dataset information and further de-249

tails are in Table 8 and Appendix A.250

Reasoning Type Dataset Size Answer Type

Arithmetic Reasoning
AQUA 254 Multiple Choice
GSM8k 1319 Numeral

Commonsense Reasoning
StrategyQA 2290 Yes/No
CommonsenseQA 1221 Multiple Choice

Other Reasoning
Date Understanding 369 Multiple Choice
Object Tracking 750 Multiple Choice

Symbolic Reasoning Last Letter 500 String

Table 1: Tasks, data statistics and answer type.

4.2 Models 251

We use the following state of the art LLMs: 252

PALM-2 (Anil et al., 2023) (text-unicorn) 253

and GPT-4(gpt-4-1106-preview) (Achiam 254

et al., 2023). While GPT-4 is the more capable 255

model, we find that PALM-2 provides an inter- 256

esting comparison. We also experimented with 257

GPT-3.5 models but found that their instruction- 258

following capabilities were limited to support the 259

template based prompt we propose. During gen- 260

eration, no task demonstration is provided and the 261

models are prompted with the template and answer 262

extraction prompt only. This highlights a core bene- 263

fit of the template: the ability to precisely guide the 264

model during generation without concrete demon- 265

strations. 266

4.3 Baselines 267

As a baseline, we compare our approach to chain- 268

of-thought (CoT) (Wei et al., 2022), in partic- 269

ular zero-shot-CoT (Kojima et al., 2022) with 270

the prompt Let’s think step by step 271

appended to the question. We use two different set- 272

tings: the single step where the reasoning prompt 273

and answer extraction prompt are in a single API 274

call; and the two-step setting. 275

Compute cost PaLM-2 (text-unicorn) has a cost 276

of per API requests: $0.0025/1K characters in input 277

and $0.0075/1K characters in output. GPT-4 has a 278

cost $0.01/1K tokens and $0.03/1K tokens. 279

5 Results 280

Table 2 and Table 3 summarize the results for Palm- 281

2 and GPT-4, respectively. From these results, we 282

observe performance improvements consistent with 283

our original hypothesis. 284

5.1 Arithmetic Reasoning 285

GPT-4 From Table 3, we see that IAO leads to 286

mixed results in the arithmetic reasoning setting. 287

IAO prompting maintains the performance for the 288

AQuA dataset. On the other hand, there is an 289

increase in performance for the GSM8k dataset 290

that goes from 92.0% in the 0-shot CoT setting to 291

94.2%. We see that out approach does not signif- 292

icantly increase the models’ performance which 293

could be due to the inherent hardness and deep rea- 294

soning associated with these tasks. Moreover, we 295

observe that most cases where the IAO prompt fails 296

are due to inherent arithmetic calculation failures. 297

Loosely speaking, while the "action" planned is 298
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Task
Arithmetic Reasoning Logical Reasoning Commonsense Reasoning Symbolic Reasoning

AQUA GSM8K Date Understanding Object Tracking StrategyQA CommonsenseQA Last Letter

0-shot CoT 66.3 78.2 86.2 63.1 74.4 80.1 77.2

0-shot IAO (ours) 63.1 82.3 88.1 67.1 76.9 83.1 88.8

Table 2: Evaluation results for PALM-2. Bold denotes best result. All methods use the same answer extraction
prompt in a single stage for fair comparison. All methods are evaluated under the zero-shot setting.

Task
Arithmetic Reasoning Logical Reasoning Commonsense Reasoning Symbolic Reasoning

AQUA GSM8K Date Understanding Object Tracking StrategyQA CommonsenseQA Last Letter

0-shot CoT 70.3 92.0 83.1 100 75.6 81.6 92.6
0-shot IAO (ours) 70.2 94.2 83.2 100 76.3 84.8 94.7

Table 3: Evaluation results for GPT-4. Bold denotes best result. All methods use the same answer extraction prompt
in a single stage for fair comparison. All methods are evaluated under the zero-shot setting.

correct and the function is also correct, the LLM299

does calculation errors or fails to report the correct300

output as a final answer. We discuss this further in301

the following sections.302

PALM-2 We observe the same trend when using303

PALM-2. There is a decrease in terms of percent-304

age points (p.p), 3%, for the AQuA dataset (where305

the baseline accuracy is of 66.3%) but improves306

over the 0-shot CoT baseline for the GSM8k dataset307

(4.1 p.p). The same observations about the errors308

and failures for the IAO prompting apply to PALM-309

2 too.310

5.2 Logical Reasoning311

The datasets studied are Date Understanding and312

Object tracking from (Srivastava et al., 2023). The313

former asks the models to infer the date from a314

context. Tracking Shuffled Objects tests a model’s315

ability to infer the final state of objects given its316

initial state and a sequence of object shuffling.317

GPT-4 GPT-4 achieved perfect scores for Object318

tracking task in both settings. However, that is not319

the case for the Date Understanding task where320

the baseline accuracy is of 83.1 and it is substan-321

tially matched by IAO prompting. The challenge322

in this task is to correctly interpret the question and323

understand the temporal setting. Even by forcing324

the LLM to interrogate itself about what it knows325

(Input field) it fails to solve this issue.326

PALM-2 IAO prompting achieves 67.1 p.p (over327

a baseline of 63.1) for the Object Tracking dataset.328

On the other hand, it achieves and accuracy of 88.1329

from a baseline of 86.2 corresponding to the 0-shot330

baseline for the Date Understanding task.331

5.3 Commonsense Reasoning 332

CommonsenseQA asks questions with complex 333

semantics that often require reasoning based on 334

prior knowledge (Talmor et al., 2019). StrategyQA 335

dataset have implicit multi-step questions requiring 336

a wide-range of reasoning skills to answer them 337

(Geva et al., 2021). 338

GPT-4 Overall, the improvements in accuracy 339

are relatively modest for the StrategyQA dataset. 340

This is likely because the dataset contains a number 341

of ambiguous questions, which if read verbatim 342

may have many plausible answers but the ground 343

truth contains only one answer. GPT-4 will in such 344

cases refrain from giving a final answer, which 345

is counted as an incorrect answer. This lead to a 346

task accuracy of 76.3 p.p in StrategyQA and 84.8 347

in CommonsenseQA where the baseline prompt 348

accuracy are 75.6 and 81.6 respectively. 349

PALM-2 Here again, the increases in accuracy 350

are relatively modest for the same reasons. For 351

StrategyQA, we see an improvement from 74.4 352

p.p to 76.9. For CommonsenseQA, we observe an 353

increase in accuracy over the the 0-shot baseline of 354

3.0 p.p. 355

5.4 Symbolic Reasoning 356

We use the Last Letter Concatenation (Wei et al., 357

2022) dataset which contains questions asking asks 358

the model to concatenate the last letters of each 359

word. 360

GPT-4 The accuracy for this task has nearly 361

plateaued, as GPT-4 reaches 92.6 p.p in the 0-shot 362

setting. IAO prompting improves over the baseline 363

reaching 94.7 p.p in accuracy. 364
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Question
The original price of an item is discounted 22%. A customer buys the item at this discounted price using a $20-off coupon. There is no tax on the item, and this
was the only item the customer bought. If the customer paid $1.90 more than half the original price of the item, what was the original price of the item?
Answer Choices: (A) $61 (B) $65 (C) $67.40 (D) $70 (E) $78.20 (GT: (E))

PA
L

M
-2

CoT
Let x be the original price of the item. The discounted price is 0.78x. The customer paid 0.78x - 20. This is $1.90 more than half the original price, which is 0.5x + 1.90.
So, 0.78x - 20 = 0.5x + 1.90. Solving for x, we get x = 70.
Therefore, among A through E, the answer is (D).

IAO

Subquestion Input Action Output

1. What is the discounted price of the item? Original price = x, Discount = 22%
Discounted price =
Original price - (Original price * Discount)

Discounted price =
x - (x * 0.22) = 0.78x

2. What is the price the customer paid for the item? Discounted price = 0.78x, Coupon = $20 Price paid = Discounted price - Coupon Price paid = 0.78x - 20
3. What is the equation that related the price
paid to the original price?

3. Price paid = 0.78x - 20,
Price paid = 0.5x + 1.90

Set the two expressions for the price
paid equal to each other.

0.78x - 20 = 0.5x + 1.90

4. What is the original price of the item? 0.78x - 20 = 0.5x + 1.90 Solve for x. x = 78.20

G
PT

-4

CoT

Let’s denote the original price of the item as P .
The item is discounted by 22%, so the customer pays 78% of the original price. We can express this as 0.78P .
Then, the customer uses a $20-off coupon, so we subtract $20 from the discounted price: 0.78P − 20.
According to the problem, the customer paid $1.90 more than half the original price of the item.
Half the original price is P

2 , so the amount the customer paid can also be expressed as P
2 + 1.90.

Now we can set up the equation: 0.78P − 20 = P
2 + 1.90

To solve for P , we first get rid of the fractions by multiplying every term by 2: 2(0.78P )− 2(20) = 2(P2 ) + 2(1.90)
1.56P − 40 = P + 3.80
Now, we subtract P from both sides to get: 0.56P − 40 = 3.80
Next, we add 40 to both sides: 0.56P = 43.80
Finally, we divide both sides by 0.56 to solve for P :
P = 43.80

0.56
P = 78.2142857...
The closest answer choice to $78.21 is $78.20.
Therefore, among A through E, the answer is (E) $78.20) .

IAO

Subquestion Input Action Output

1. What is the equation that represents
the relationship between the original price,
the discount, the coupon, and the amount
the customer paid?

Let the original price be P. The customer
gets a 22% discount and then uses a
$20-off coupon. The customer paid
$1.90 more than half the original price.

Write the equation based on the given
information.

P - 0.22P - 20 = 0.5P + 1.90

2. How can we simplify the equation from S
tep 1 to solve for P?

P - 0.22P - 20 = 0.5P + 1.90 Combine like terms and isolate P. 0.78P - 20 = 0.5P + 1.90

3. What is the value of P? 0.78P - 20 = 0.5P + 1.90 Solve for P. P = (20 + 1.90) / (0.78 - 0.5)
4. What is the numerical value of P? (20 + 1.90) / (0.78 - 0.5) Perform the arithmetic to find P. P = 21.90 / 0.28
5. What is the final calculation to determine
the original price?

21.90 / 0.28 Calculate the value of P. P = 78.2142857...

Table 4: Output example from AQuA dataset. The final results are in bold.

PALM-2 Here the gains are more substantial.365

IAO prompting improves the accuracy by 11.6 p.p366

reaching 88.8 p.p over a baseline of 77.2. From367

the examples we observe how dividing the problem368

into multiple subproblems and solving each one in369

a structured way increases the model’s reasoning370

abilities.371

Prompt Average

[Step, Input, Action, Output] 68.9
[Step, Subquestion, Action, Output] 77.7
[Step, Subquestion, Input, Action] 76.3
[Step, Subquestion, Input, Action] 59.0

[Step, Subquestion, Input, Action, Output] 80.9

Table 5: Performance in a 0-shot setting when one of
the field of the prompt is removed.

5.5 Ablation studies372

To gain a deeper understanding of the proposed373

model’s inner workings and identify its crucial com-374

ponents, we conduct a series of ablation studies375

by removing individual components of the tem-376

plate while evaluating its performance in the des-377

ignated tasks. Through this process, we aim to378

achieve three key objectives: (i) isolate the impact379

of each field in the proposed template, (ii) iden-380

tify redundancies and (iii) enhance interpretabil- 381

ity. The results are presented in Table 5 and Ta- 382

ble 10 First, we observe that the prompt with 383

all fields ([Step, Subquestion, Input, 384

Action, Output]) achieves the highest aver- 385

age performance (80.9 p.p), indicating that in- 386

cluding all available information is beneficial. In- 387

cluding the Subquestion field consistently im- 388

proves performance compared to excluding it, sug- 389

gesting that it is important for the model to un- 390

derstand the context of the task. Removing the 391

Output field from the prompt leads to a signifi- 392

cant drop in performance (12.0 p.p). This suggests 393

that the model is able to use the output information 394

from previous steps to improve its performance 395

on subsequent steps. Removing the Action field 396

also results in a noticeable decrease in performance 397

(3.2 p.p). This suggests that the model is able to 398

use the action information to better understand the 399

context of the task. 400

6 Discussion 401

Our experimental results confirmed the effective- 402

ness of our proposed prompting approach under the 403
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Question Could all of the people who pass through 30th Street Station every day fit in Dorton Arena? (GT: (No))·
PA

L
M

-2

CoT
30th Street Station is the busiest train station in Philadelphia, with an average of 120,000 passengers passing through each day. Dorton Arena is a multi-purpose arena in
Raleigh, North Carolina, with a seating capacity of 5,000 people.
Therefore, the answer is No

IAO

Subquestion Input Action Output

1. How many people pass through
30th Street Station every day?

30th Street Station is the busiest train
station in Philadelphia, with an average of
120,000 passengers passing through each day.

The number of people who pass
through 30th Street Station
every day is 120,000.

120,000

2. What is the capacity of Dorton Arena?
Dorton Arena is a multi-purpose arena located
in Raleigh, North Carolina. It has a seating
capacity of 10,000 people.

The capacity of Dorton Arena is
10,000 people.

10,000

3. Can all of the people who pass through
30th Street Station every day fit in
Dorton Arena?

The number of people who pass through 30th
Street Station every day is 120,000. The
capacity of Dorton Arena is 10,000 people.

The number of people who pass
through 30th Street Station every day
is greater than the capacity of Dorton Arena.

No

G
PT

-4

CoT

To determine if all of the people who pass through 30th Street Station every day could fit in Dorton Arena, we need to know two key pieces of information:
1. The average daily number of people passing through 30th Street Station.
2. The seating capacity of Dorton Arena.
Once we have these two figures, we can compare them to see if the arena can accommodate the daily passengers of 30th Street Station.
Let’s assume we have the necessary data:
- The average daily number of people passing through 30th Street Station (we’ll call this number X).
- The seating capacity of Dorton Arena (we’ll call this number Y).
If X is less than or equal to Y, then the answer is Yes, all of the people can fit in Dorton Arena. If X is greater than Y, then the answer is No, they cannot all fit.
Since I don’t have the current data, you would need to provide the average daily passenger count for 30th Street Station and the seating capacity of Dorton Arena
for me to complete this comparison.

The model fails to choose an answer.

IAO

Subquestion Input Action Output

1. What is the daily passenger traffic
at 30th Street Station?

We need to find or estimate the number
of people passing through 30th Street
Station every day.

Research or estimate the daily
passenger traffic at 30th
Street Station.

Let’s say the daily passenger
traffic at 30th Street Station
is 100,000 people.

2. What is the seating capacity of
Dorton Arena?

We need to find the seating capacity
of Dorton Arena.

Research the seating capacity
of Dorton Arena.

Let’s assume Dorton Arena has
a seating capacity of 7,610 people.

3. Can the daily passenger traffic at
30th Street Station fit in Dorton Arena?

[Output from Step 1] and
[Output from Step 2]

Compare 100,000 (daily passenger traffic)
with 7,610 (seating capacity of Dorton Arena).

100,000 is much greater than 7,610.

Therefore, the answer is No.

Table 6: Output example from StrategyQA dataset. The final results are in bold.

zero-shot setting. We summarize the advantages404

of our method compared to conventional chain-of-405

thought method as follows: (i) Clarity and struc-406

ture: IAO requires each step of the reasoning pro-407

cess to be explicit making the reasoning process408

clear and easy to follow. This forces the LLMs409

to articulate their thoughts and reasoning explic-410

itly. On the other hand, in the conventional zero-411

shot-CoT steps might be implicit or unclear, requir-412

ing more back-and-forth to understand. (ii) Focus413

and Guidance: IAO subquestions help focus the414

LLM on specific aspects of the problem, leading to415

more relevant outputs. Contrarily, zero-shot-CoT416

can contain open-ended discussions, which may417

lead to tangent or irrelevant information or can be418

prone to ambiguity and implicit assumptions. (iii)419

Transparency: IAO prompting makes the thought420

process visible, understandable and easily inter-421

pretable. In fact, sometimes it occurs that 0-shot-422

CoT produces a wrong reasoning chain but finds423

the correct answers. In this case, it is difficult to424

understand the process that led to that conclusion.425

(iv) Integration with tools: Open-ended discus-426

sions are less suited for integration with external427

tools (like calculator and python shell) that can fur-428

ther aid the math computation within the arithmetic429

domain (Gao et al., 2023). On the contrary, the430

structured format of IAO makes it easier to call ex-431

ternal tools to compute and produce results that can 432

successfully be integrated as intermediate outputs 433

in the chain of reasoning. 434

6.1 Case studies 435

Table 4 compares the solutions of two large lan- 436

guage models (LLMs), PALM-2 and GPT-4, to a 437

math word problem from the AQuA dataset. Using 438

the 0-shot-CoT setting, PALM-2 makes an error 439

in the final calculation, resulting in an incorrect 440

answer of $70. However, it reaches the correct re- 441

sult using the IAO prompt. This is an example of 442

a point raised earlier in the paper discussing the 443

low scores for the AQuA dataset. Arithmetic er- 444

rors made in early intermediate steps may lead to 445

incorrect conclusions. On the other hand, GPT-4 446

appears to be less prone to such mistakes. GPT-4 447

achieved the correct answer of $78.20 by system- 448

atically breaking down the problem, setting up the 449

equation, and performing calculations in both 0- 450

shot CoT and IAO settings. 451

Table 6 showcases an example of a real-world 452

reasoning problem from the StrategyQA dataset. 453

The task requires determining whether the daily 454

passenger traffic at 30th Street Station could fit 455

within the seating capacity of Dorton Arena, with 456

the correct answer being "No." This analysis high- 457

lights the potential benefits of IAO in guiding 458
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LLMs towards accurate solutions. In the 0-shot-459

CoT setting, PALM-2 achieved the correct answer,460

leveraging its access to the relevant information461

("120,000 passengers" and "5,000 seating capac-462

ity"). However, its approach lacked explicit rea-463

soning steps. However, GPT-4 failed to choose464

an answer without additional information. While465

its initial analysis outlined the necessary compari-466

son, it couldn’t access or process the specific data467

points. On the other hand, in the case of PALM-2,468

the reasoning chain doesn’t explicitly show IAO469

intervention, but PALM-2 likely accessed relevant470

data based on the prompt’s context. However,471

GPT-4 through IAO prompting effectively iden-472

tified the necessary information (daily passengers,473

arena capacity), estimated values for the missing474

data (100,000 passengers, 7,610 capacity) and com-475

pared the values, and correctly concluded that the476

arena wouldn’t hold all passengers. Loosely speak-477

ing, the IAO prompts provided GPT-4 with a clear478

roadmap to break down the problem, gather infor-479

mation, and perform the comparison, leading to a480

well-reasoned, transparent and verifiable solution.481

More examples are shown in Table 15, Table 11,482

Table 12, Table 14 and Table 13 in the Appendix.483

6.2 Two-stage IAO prompting484

In all previous experiments, we utilized a single485

API call per sample. While effective, a critical486

question remains: can employing a two-stage API487

call per sample further enhance IAO results? To488

answer this, we propose a focused investigation.489

We chose to test this hypothesis on the dataset with490

the lowest gains in terms of performance and test it491

using PALM-2.492

Table 7 presents the results of comparing one-493

stage and two-stage IAO prompting. The table494

shows the performance of both approaches on two495

datasets, AQuA and GSM8k, for arithmetic rea-496

soning, as well as the average performance across497

both datasets. Overall, two-stage IAO achieved the498

best average performance (73.7%), outperforming499

both one-stage 0-shot CoT (72.3%) and one-stage500

IAO (72.7%). On the individual datasets, two-stage501

IAO achieved the highest score on GSM8k (83.2%),502

while one-stage 0-shot CoT achieved the highest503

score on AQuA (66.3%). These results suggest that504

two-stage IAO prompting can be an effective strat-505

egy for improving the performance of language506

models on various tasks.507

These findings stem from employing a two-stage508

AQuA GSM8k Average

One-stage 0-shot CoT 66.3 78.2 72.3
One-stage IAO 63.1 83.2 72.7

Two-stage IAO 63.5 83.9 73.7

Table 7: One stage vs two stage prompting comparison.

prompt setup. Initially, the prompt leads the lan- 509

guage model (LLM) in dissecting the problem into 510

manageable parts, enhancing its comprehension of 511

the core issue. Following this, a separate prompt 512

guides the extraction of the answer, ensuring fo- 513

cused attention at each stage of the reasoning pro- 514

cess. 515

Two-stage prompting offers higher accuracy but 516

requires more computational resources than single- 517

stage approaches. Choosing between them depends 518

on balancing accuracy with available resources. 519

For simpler tasks emphasizing efficiency, single- 520

stage prompting may suffice. However, for more 521

complex tasks where sacrificing some computa- 522

tional power leads to significantly better accuracy, 523

two-stage prompting is preferred. 524

6.3 Few-shot extension 525

Providing the model a handful of examples sub- 526

stantially improves the reasoning abilities of LLMs. 527

IAO can be paired with methods to automatically 528

generate examples such as Auto-CoT (Zhang et al., 529

2022) or (Yasunaga et al., 2023) to automatically 530

generate structured IAO-type answers to be pro- 531

vided as demonstrations. 532

7 Conclusion 533

In this paper, we propose IAO prompting, a novel 534

template-based approach that guides Large Lan- 535

guage Models (LLMs) towards decomposing com- 536

plex problems into manageable steps. By explic- 537

itly structuring input information, planned actions, 538

and intermediate outputs, IAO facilitates sequential 539

problem-solving. Our evaluations across diverse 540

reasoning tasks demonstrate performance gains, in- 541

creased clarity, improved structural coherence, and 542

enhanced transparency within the reasoning chain. 543

Moreover, IAO boasts remarkable domain inde- 544

pendence, requiring minimal adaptation to cater to 545

different problem types. This translates to a ver- 546

satile tool to unlock the full potential of LLMs in 547

tackling intricate reasoning challenges. 548
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Limitations549

While IAO prompting demonstrates compelling ad-550

vantages in terms of performance and transparency,551

it is crucial to acknowledge potential limitations:552

Output Length: The structured nature of IAO553

prompts might lead to lengthier responses com-554

pared to baseline models. This can have implica-555

tions on computational costs and real-time applica-556

bility, particularly in resource-constrained settings.557

Future work could explore techniques for compress-558

ing the output or developing domain-specific adap-559

tations to mitigate this limitation. Interpretability560

Trade-off: While the structured output enhances in-561

terpretability, it is important to consider that some562

users might prefer more concise summaries. This563

suggests a potential trade-off between detailed ex-564

planations and user preferences. Future work could565

explore methods to balance the level of detail and566

provide tailored interpretations based on individual567

user needs.568

Ethical Considerations569

While IAO holds promise for improved reasoning,570

concerns arise regarding potential bias amplifica-571

tion and misuse as per any prompting method for572

LLMs. Breaking down complex tasks into smaller573

steps could inadvertently magnify existing biases574

in the LLM or training data, leading to biased fi-575

nal outputs. This necessitates careful bias detec-576

tion and mitigation. Additionally, the structured577

nature could be exploited to "trick" the model, gen-578

erating harmful or misleading outputs. Safeguards579

like fact-checking and verification become crucial,580

especially in sensitive domains. Responsible de-581

ployment and use are fundamental to ensure LLMs582

benefits are harnessed ethically and its risks are583

minimized.584
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A Datasets 735

All included datasets are in English. We note 736

that AQuA-RAT, Date Understanding, Object Shuf- 737

fling are under the Apache License, Version 2.0. 738

GSM8K and StrategyQA are under the MIT Li- 739

cense. We also note that the datasets may include 740

names of individuals collected from the internet, 741

i.e., publicly available facts about a person but not 742

in an offensive way. The following list shows the 743

sources of data we used for this study: 744

• AQuA-RAT: https://github.com/ 745

google-deepmind/AQuA 746

• GSM8K: https://github.com/ 747

openai/grade-school-math 748

• StrategyQA: https://github.com/ 749

google/BIGbench/tree/main/ 750

bigbench/benchmark_tasks/ 751

strategyqa 752

• Last Letter: https://github.com/ 753

kojima-takeshi188/zero_shot_ 754

cot/tree/main/dataset/last_ 755

letters 756

• Date Understanding: from BIG-Bench 757

(BIG-bench collaboration, 2021): 758

https://github.com/google/ 759

BIG-bench/blob/main/ 760
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• Object Tracking: from BIG-Bench761

(BIG-bench collaboration, 2021):762

https://github.com/google/763

BIG-bench/blob/main/764

• CommonsenseQA: https://www.765

tau-nlp.sites.tau.ac.il/766

commonsenseqa767

Dataset Avg words Filename

AQuA 51.9 test.jsonl
GSM8k 46.9 test.jsonl
D.U. 35.0 task.json
O.T. 91.1 three_objects/task.json
L.L 15.0 last_letters.json
C.QA 27.8 dev_rand_split.jsonl
S.QA 9.6 task.json

Table 8: Datasets statistics and files used. D.U: Date
Understanding, O.T: Object Tracking, L.L: Last Letters
Concatenation, C.QA: CommonsenseQA, S.QA: Strate-
gyQA

Dataset Answer prompt

AQuA Therefore, among A through E, the answer is
GSM8k Therefore, the answer (arabic numerals) is
D.U. Therefore, among A through F, the answer is
O.T. Therefore, among A through C, the answer is
L.L. Therefore, the answer is
C.QA Therefore, among A through E, the answer is
S.QA The answer (Yes or No) is

Table 9: Answer extraction prompts used. D.U: Date
Understanding, O.T: Object Tracking, L.L: Last Letters
Concatenation, C.QA: CommonsenseQA, S.QA: Strate-
gyQA

B Experimental setting768

All results reported for PALM-4 are the results of769

average over 3 runs. The results reported for GPT-4770

are over a single run due to higher costs. For each771

model, the temperature was set to 0, the maximum772

number of output tokens was set to 1024.773

• gpt-4-1106-preview: https:774

//platform.openai.com/docs/775

models/gpt-4-and-gpt-4-turbo776

• PALM-2 (text-unicorn):777

https://cloud.google.com/778

vertex-ai/docs/generative-ai/779

model-reference/text780

C Ablation studies 781

The table 10 reveals how removing each field im- 782

pacts the model’s accuracy on different tasks. This 783

helps understand the importance and relevance of 784

each field in guiding the model towards success- 785

ful completion of tasks. For example, removing 786

the "Subquestion" field seems to have a significant 787

negative impact on the "Date Understanding" accu- 788

racy, suggesting that subquestions might provide 789

crucial context for understanding temporal infor- 790

mation. The Last Letter task seems most affected 791

by any field removal, highlighting its dependence 792

on full prompt context. 793

D Additional Examples 794
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Prompt Date Understanding Last Letter AQuA CommonsenseQA Average

[Step, Input, Action, Output] 82.4 46.0 64.6 82.7 68.9
[Step, Subquestion, Input, Output] 81.8 84.8 63.0 81.2 77.7
[Step, Subquestion, Input, Output] 85.9 76.0 61.0 82.5 76.3
[Step, Subquestion, Input, Action] 86.2 4.4 62.6 82.9 59.0

[Step, Subquestion, Input, Action, Output] 88.1 88.8 63.9 83.1 80.9

Table 10: Performance in a 0-shot setting when one of the field of the prompt is removed.

Question
Today’s meeting is rescheduled to 11 am tomorrow, 10/16/1924. What is the date 10 days ago in MM/DD/YYYY?
Answer Choices: (A) 10/05/1924 (B) 05/05/1924 (C) 10/12/1924 (D) 10/06/1924 (E) 11/02/1924 (F) 10/04/1924 (GT: (A))

PA
L

M
-2

CoT
The date of the meeting is 10/16/1924.
10 days ago from 10/16/1924 is 10/06/1924.
Therefore, among A through F, the answer is D

IAO
Subquestion Input Action Output

1. What is the date 10 days ago? 10/16/1924 subtract 10 days from the given date 10/06/1924
2. What is the answer choice that
matches the date 10 days ago?

10/06/1924
compare the date 10 days ago
with the answer choices

(D) 10/06/1924

G
PT

-4

CoT

To find the date 10 days before 10/16/1924, we need to subtract 10 days from that date.
Starting with 10/16/1924:
1. If we subtract 10 days from the 16th, we would be in the previous month, October, since October has 31 days.
2. To find the exact date, we subtract 10 from 16, which gives us 6.
Therefore, the date 10 days before 10/16/1924 is 10/06/1924.
Among the answer choices provided:
(A) 10/05/1924
(B) 05/05/1924
(C) 10/12/1924
(D) 10/06/1924
(E) 11/02/1924
(F) 10/04/1924
The correct answer is (D) 10/06/1924.

IAO

Subquestion Input Action Output

1. What is the date 10 days
before 10/16/1924?

The given date is 10/16/1924. Subtract 10 days from the given date.
The date 10 days before
10/16/1924.

To find the date 10 days before 10/16/1924, we need to count backwards day by day. Since October has 31 days, subtracting 10 days
from the 16th will not take us into the previous month. Therefore, we simply subtract 10 from 16.
16 - 10 = 6
The month (October) and the year (1924) remain the same. Therefore, the date 10 days before 10/16/1924 is 10/06/1924.
Therefore, among A through F, the answer is (D) 10/06/1924

Table 11: Output examples from Date Understanding dataset. The final results are in bold.

Question Take the last letters of each words in "Pauline Kerry Jeannette Hope" and concatenate them. (GT: "eyee")
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CoT
The last letters of each word in "Pauline Kerry Jeannette Hope" are "e", "y", "e", and "e".
Concatenating them, we get "eyeee".
Therefore, the answer is eyeee.

IAO
Subquestion Input Action Output

1. What are the last letters of each word in
"Pauline Kerry Jeannette Hope"?

"Pauline Kerry Jeannette Hope" Get the last letters of each word "e y e e"

2. Concatenate the last letters of each word. "e y e e" Concatenate the letters. "eyee"

G
PT

-4

CoT

To solve this, we need to take the last letter of each word in the phrase "Pauline Kerry Jeannette Hope" and then concatenate them,
which means to link them together in a sequence.
Here are the last letters of each word:
- Pauline: e
- Kerry: y
- Jeannette: e
- Hope: e
Now, we concatenate these letters: e + y + e + e

Therefore, the answer is "eyee”

IAO

Subquestion Input Action Output

1. What is the last letter of the first word "Pauline"? The word "Pauline"
Identify the last letter of the
word "Pauline".

The last letter is "e".

2. What is the last letter of the second word "Kerry"? The word "Kerry"
Identify the last letter of the
word "Kerry".

The last letter is "y".

3. What is the last letter of the third word "Jeannette"? The word "Jeannette"
Identify the last letter of the
word "Jeannette".

The last letter is "e".

4. What is the last letter of the fourth word "Hope"? The word "Hope"
Identify the last letter of the
word "Hope".

The last letter is "e".

3. Concatenate the last letters of each word. The last letters "e", "y", "e", "e"
Concatenate the letters "e", "y", "e", "e"
in the order they were obtained.

The concatenated result is
"eyee".

Table 12: Output examples from Last Letters dataset. The final results are in bold.
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Question

Alice, Bob, and Claire are friends and avid readers who occasionally trade books. At the start of the semester, they each buy one new book: Alice gets
The Great Gatsby, Bob gets The Odyssey, and Claire gets Lolita. As the semester proceeds, they start trading around the new books. First, Alice and
Bob swap books. Then, Alice and Claire swap books. Finally, Bob and Claire swap books. At the end of the semester, Bob has
Which choice is true ? Answer Choices: (A) The Great Gatsby. (B) The Odyssey. (C) Lolita. GT: (B) The Odissey
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At the start of the semester, Alice has The Great Gatsby, Bob has The Odyssey, and Claire has Lolita.
After Alice and Bob swap books, Alice has The Odyssey and Bob has The Great Gatsby.
After Alice and Claire swap books, Alice has Lolita and Claire has The Odyssey.
After Bob and Claire swap books, Bob has Lolita and Claire has The Great Gatsby.
Therefore, among A through C, the answer is C.

IAO
Subquestion Input Action Output

1. What book does Bob have after the first swap?
Alice has The Great Gatsby,
Bob has The Odyssey.

Bob and Alice swap books. Bob has The Great Gatsby.

2. What book does Bob have after the second swap?
Bob has The Great Gatsby,
Claire has Lolita.

Bob and Claire swap books. Bob has The Great Gatsby.

3. What book does Bob have at the end of the semester? Bob has The Great Gatsby. No more swaps. Bob has The Great Gatsby.

G
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Let’s track the movement of the books step by step:
1. Initially:
- Alice has The Great Gatsby.
- Bob has The Odyssey.
- Claire has Lolita.
2. After Alice and Bob swap books:
- Alice has The Odyssey.
- Bob has The Great Gatsby.
- Claire still has Lolita.
3. Then Alice and Claire swap books:
- Alice has Lolita.
- Bob still has The Great Gatsby.
- Claire has The Odyssey.
4. Finally, Bob and Claire swap books:
- Alice still has Lolita.
- Bob has The Odyssey.
- Claire has The Great Gatsby.
At the end of the semester, Bob has The Odyssey.
Therefore, among A through C, the answer is (B) The Odyssey.

IAO Subquestion Input Action Output

1. What book does Bob have after he and Alice swap books?
Alice has The Great Gatsby,
Bob has The Odyssey.

Swap the books between
Alice and Bob.

Alice now has The Odyssey,
Bob now has The Great Gatsby.

2. What book does Alice have after she and Claire swap books?
Alice has The Odyssey,
Claire has Lolita.

Swap the books between
Alice and Claire.

Alice now has Lolita,
Claire now has The Odyssey.

3. What book does Bob have after he and Claire swap books?
Bob has The Great Gatsby,
Claire has The Odyssey.

Swap the books between
Bob and Claire.

Bob now has The Odyssey,
Claire now has The Great Gatsby.

Table 13: Output examples from Object Tracking dataset. The final results are in bold.
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Question
Andrea has 8 more apples than Jamal and half as many bananas as Jamal. Jamal has 4 more bananas than apples. How many fruits are there
if Andrea has 52 apples? (GT: 168)
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Let’s denote the number of apples Jamal has as A and the number of bananas Jamal has as B.
From the given information, we know that Andrea has 8 more apples than Jamal, so Andrea has A + 8 apples. We also know that Andrea has half as
many bananas as Jamal, so Andrea has B/2 bananas.
We are given that Andrea has 52 apples, so we can write the equation A + 8 = 52. Solving for A, we get A = 44.
We are also given that Jamal has 4 more bananas than apples, so we can write the equation B = A + 4.
Substituting the value of A, we get B = 44 + 4 = 48.
Now we can calculate the total number of fruits. Andrea has A + 8 apples and B/2 bananas, so she has 44 + 8 + 48/2 = 72 fruits.
Jamal has A apples and B bananas, so he has 44 + 48 = 92 fruits.
Therefore, the total number of fruits is 72 + 92 = 164.

Therefore, the answer is 164.

IAO

Subquestion Input Action Output

1. How many apples does Jamal have?
Andrea has 8 more apples than Jamal.
Andrea has 52 apples.

Jamal has 52 - 8 = 44 apples. Jamal has 44 apples.

2. How many bananas does Jamal have?
Jamal has 4 more bananas than apples.
Jamal has 44 apples.

Jamal has 44 + 4 = 48 bananas. Jamal has 48 bananas.

3. How many bananas does Andrea have?
Andrea has half as many bananas as Jamal.
Jamal has 48 bananas.

Andrea has 48 / 2 = 24 bananas. Andrea has 24 bananas.

4. How many fruits are there in total?
Andrea has 52 apples and 24 bananas.
Jamal has 44 apples and 48 bananas.

There are 52 + 24 + 44 + 48 = 168 fruits in total. There are 168 fruits in total.
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First, let’s determine the number of apples and bananas Jamal has.
According to the information given, Andrea has 8 more apples than Jamal. Since Andrea has 52 apples, we can calculate the number of apples
Jamal has by subtracting 8 from Andrea’s total:
Jamal’s apples = Andrea’s apples - 8
Jamal’s apples = 52 - 8
Jamal’s apples = 44
Now we know Jamal has 44 apples.
Next, we are told that Jamal has 4 more bananas than apples. Since we know Jamal has 44 apples, we can find out how many bananas he has:
Jamal’s bananas = Jamal’s apples + 4
Jamal’s bananas = 44 + 4
Jamal’s bananas = 48

So, Jamal has 48 bananas.
Now, let’s find out how many bananas Andrea has. We are told that Andrea has half as many bananas as Jamal. So we can calculate this as follows:

Andrea’s bananas = Jamal’s bananas / 2
Andrea’s bananas = 48 / 2
Andrea’s bananas = 24

Now we can calculate the total number of fruits by adding the number of apples and bananas both Andrea and Jamal have:
Total fruits = Andrea’s apples + Andrea’s bananas + Jamal’s apples + Jamal’s bananas
Total fruits = 52 + 24 + 44 + 48
Total fruits = 76 + 92
Total fruits = 168

Therefore, the answer is 168.

IAO

Subquestion Input Action Output

How many apples does Jamal have?
Andrea has 8 more apples than Jamal,
Andrea has 52 apples.

Subtract 8 from the number of apples
Andrea has to find out how many apples Jamal has.

Jamal has 52 - 8 = 44 apples.

How many bananas does Jamal have?
Jamal has 4 more bananas than apples,
Jamal has 44 apples.

Add 4 to the number of apples Jamal has to find
out how many bananas he has.

Jamal has 44 + 4 = 48 bananas.

How many bananas does Andrea have?
Andrea has half as many bananas as Jamal,
Jamal has 48 bananas.

Divide the number of bananas Jamal has by 2 to
find out how many bananas Andrea has.

Andrea has 48 / 2 = 24 bananas.

How many fruits does Andrea have in total? Andrea has 52 apples and 24 bananas. Add the number of apples and bananas Andrea has. Andrea has 52 + 24 = 76 fruits.
How many fruits does Jamal have in total? Jamal has 44 apples and 48 bananas. Add the number of apples and bananas Jamal has. Jamal has 44 + 48 = 92 fruits.

How many fruits are there in total? Andrea has 76 fruits, and Jamal has 92 fruits.
Add the number of fruits Andrea has to the
number of fruits Jamal has.

There are 76 + 92 = 168 fruits in total.

Table 14: Output examples from GSM8k dataset. The final results are in bold.
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Question
The man tried to reply to the woman, but he had difficulty keeping track of conversations that he didn’t do what to?
Answer Choices: (A) initiate (B) ignore (C) question (D) answer (E) ask (GT: (A)
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The man tried to reply to the woman, but he had difficulty keeping track of conversations that he didn’t do what to?
The man tried to reply to the woman, but he had difficulty keeping track of conversations. This means that he was not able to follow the conversation properly.
He was not able to understand what the woman was saying. This could be because he was not paying attention or because he was not able to
understand the language.
The question asks what the man did not do.
The answer choices are: (A) initiate (B) ignore (C) question (D) answer (E) ask.
The man did not initiate the conversation. He was replying to the woman. He did not ignore the woman. He was trying to reply to her. He did not question
the woman. He was trying to understand what she was saying. He did not answer the woman. He was trying to reply to her. He did not ask the woman anything.
He was trying to understand what she was saying.

Therefore, among A through E, the answer is (D)

IAO

Subquestion Input Action Output

1. What is the main idea
of the question?

The man tried to reply to the
woman, but he had difficulty
keeping track of conversations
that he didn’t do what to?

Identify the main idea
of the question.

The main idea of the question is that
the man had difficulty keeping track
of conversations that he didn’t do something to.

2. What is the missing
word in the question?

The man tried to reply to the
woman, but he had difficulty
keeping track of conversations
that he didn’t do what to?

Identify the missing
word in the question.

The missing word in the question is "initiate".

3. What is the answer to
the question?

The man tried to reply to the
woman, but he had difficulty
keeping track of conversations
that he didn’t do what to?

Choose the answer that
best fits the question.

The answer to the question is (A) initiate.
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To solve this reasoning problem, we need to determine which action would make it difficult for the man to keep track of conversations. If he
has difficulty keeping track of conversations, it is likely because he is not actively engaged in starting or controlling the flow of the conversation.

Let’s look at the options:

(A) initiate - If he doesn’t initiate the conversation, he might have trouble keeping track because he is not setting the topic or pace of the conversation.
(B) ignore - Ignoring a conversation would not cause difficulty in keeping track; it would mean he is not participating at all.
(C) question - Not questioning might make it harder to understand, but it doesn’t necessarily mean he would lose track of the conversation.
(D) answer - If he doesn’t answer, it could be a result of losing track, not a cause.
(E) ask - Similar to initiate, if he doesn’t ask questions, he might not be engaged enough to follow the conversation.

Between initiating and asking, initiating a conversation is a more fundamental action for controlling the flow of the conversation.
If he doesn’t initiate conversations, he is more likely to be a passive participant and thus have difficulty keeping track.

Therefore, among A through E, the answer is (A) initiate

IAO

Subquestion Input Action Output

1. What does the phrase
"difficulty keeping track of
conversations" imply about
the man’s ability to engage
in conversations?

The man had difficulty keeping
track of conversations.

Analyze the phrase to determine
what aspect of conversation the
man struggles with.

The man struggles with following along
or maintaining focus in conversations
that he is not actively leading or starting.

2. Which answer choice is
related to leading or starting a
conversation?

Answer choices (A) initiate
(B) ignore (C) question
(D) answer (E) ask

Identify the answer choice that
means to begin or lead a
conversation.

(A) initiate

3. Does the difficulty in keeping
track of conversations imply that
the man did not do what?

The man had difficulty keeping
track of conversations; the man
tried to reply to the woman.

Determine which action from
the answer choices would be most
difficult for someone who cannot
keep track of conversations.

The man would have difficulty replying
(or keeping track) if he did not initiate
the conversation.

Therefore, among A through E, the answer is (A) initiate.

Table 15: Output examples from CommonsenseQA dataset. The final results are in bold.
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