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Abstract

We introduce Metric-Fair Prompting, a fairness-aware prompting framework that1

steers large language models (LLMs) to make decisions analogously to a margin-2

based binary classifier under a metric-fairness constraint. In our formulation of3

multiple-choice medical QA, each (question, option) pair is treated as a binary4

instance with label +1 (correct) or −1 (incorrect). To promote individual fair-5

ness—treating similar instances similarly—we compute question similarity using6

NLP embeddings and solve items in joint pairs of similar questions rather than in7

isolation. The prompt enforces a global decision protocol: extract decisive clinical8

features, map each (question, option) to a half-space score f(x), use the margin9

|f(x)| as confidence, and impose a Lipschitz-style constraint so that similar inputs10

receive similar scores and, hence, consistent outcomes. This joint, metric-fair11

perspective encourages cross-item consistency, reduces near-boundary errors, and12

preserves fairness by avoiding reliance on non-deterministic demographic attributes.13

Evaluated on the MedQA (US) benchmark, Metric-Fair Prompting improves per-14

formance over standard single-item prompting, demonstrating that fairness-guided,15

margin-oriented reasoning can enhance LLM accuracy on high-stakes clinical16

multiple-choice questions.17

1 Introduction18

Machine learning systems used for decision support can systematically disadvantage certain popula-19

tions if fairness is not addressed [6, 2, 3]. These concerns extend to large language models (LLMs),20

which are increasingly applied in high-stakes domains such as clinical decision making and medical21

examinations. In such settings, it is crucial to promote individual fairness, treating similar instances22

similarly, and to base predictions on clinically determinative features rather than sensitive attributes23

(e.g., age, sex, race) unless those attributes are explicitly and directly relevant to the clinical task.24

We study multiple-choice medical question answering (MedQA) [10], formulating each (question,25

option) pair as a binary instance (+1 correct, −1 incorrect). We introduce Metric-Fair Prompting,26

a prompting framework that guides an LLM to act analogously to a margin-based classifier under27

a metric fairness constraint. Concretely, we (i) compute similarity among questions using text28

embeddings to identify pairs of deterministically similar items; (ii) present similar questions jointly29

so the model can enforce cross-item consistency; and (iii) ask the model to extract decisive clinical30

features and map each pair (question, option) to a half-space score f(x), using |f(x)| as a margin31

(confidence). A Lipschitz-style constraint operationalizes fairness: if two inputs x, x′ are close under32

a task-relevant metric d(·, ·), then their scores should remain close, encouraging consistent outcomes33

for clinically similar cases [6].34

Our approach complements prior prompt-engineering methods that improve reasoning via interme-35

diate structure, such as chain-of-thought [18], self-consistency [17], and search-based prompting36
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Q1: the patient 
is a 28 years 

old women, she 
has taken Covid 
and flu vaccine 
two weeks, she 

experienced 
fatigue, hard to 

fall asleep.

Option A

Option B

Option C

Option D

Option E

Q2: the patient is 
a 32 years old 

man, he has taken 
Covid and flu 

vaccine one week 
ago. Since then, 

he reports 
persistent dry 

cough, daytime 
fatigue, 

depression.

Option A

Option B

Option C

Option D

Option E

Q1, A1

Q3: the patient is 
a 68 years old 

man, comes to the 
physician because 

of a 10-day 
history of fatigue 

and lower leg 
swelling. Over the 
past 6 months, he 
has had a 3.6-kg 
(8-lb) weight loss

Option A

Option B

Option C

Option D

Option E

Q1, B1

Q1, C1

Q1, D1

Q1, E1

Q2, B2

Q2, A2

Q2, C2

Q2, D2

Q2, E2

Q3, D3

Q3, A3

Q3, C3 Q3, B3

Q3, E3

d

d+s

d+s+p

Decision boundary

Decision boundary

Decision boundary

Figure 1: Geometric view of Metric-Fair Prompting. Questions 1 and 2 are highly similar (small
metric distance d); their correct options lie on the same side of the decision boundary with nearby
margins d and d+ s (s > 0 small). Question 3 is less similar to Question 1 (larger distance d+ s,
p > 0): its correct option remains in the same half-space but with a more separated margin d+ s+ p.
The metric-fair (Lipschitz-like) constraint encourages similar items to receive similar scores and thus
consistent decisions.

(e.g., Tree-of-Thoughts [20] and ReAct [21]). Unlike these techniques, which typically treat items37

independently and optimize intra-item reasoning, Metric-Fair Prompting explicitly introduces an38

inter-item coupling via a similarity metric, thereby promoting fairness (through stability to small,39

clinically irrelevant changes) and improving robustness on near-boundary decisions.40

Contributions. (1) We propose a fairness-aware prompting framework that treats MedQA as41

binary classification over (question, option) pairs and enforces a metric-based Lipschitz constraint to42

encourage individual fairness. (2) We introduce a joint-inference protocol that feeds pairs of similar43

questions to the LLM, enabling cross-item consistency and reducing near-boundary errors. (3) On44

MedQA (US), the proposed protocol improves accuracy over single-item prompting (details in §??),45

illustrating that fairness-guided, margin-oriented reasoning can enhance LLM performance in clinical46

multiple-choice settings.47

Figure 1 illustrates the motivation. Questions 1 and 2 exhibit high similarity under the embedding48

metric (small d); their stems and correct options map to nearby points in the margin half-space. By49

contrast, Question 3 is less similar to Question 1 (larger d); although its correct option falls on the50

same side of the decision boundary, it lies farther from Question 1’s point in feature space.51

2 Problem Setting52

We study metric-fair learning on a domain X endowed with a similarity metric d : X × X → [0, 1].53

A learning algorithm receives d and an i.i.d. sample from a distribution D over labeled examples54
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Table 1: MedQA–US examples: two patients with similar deterministic features yield similar correct
options.

Item Content

Question 1 (Q1) A 62-year-old man presents with 5 days of fatigue, fever, and chills. He has a 9-
month history of hand pain and stiffness and started a new medication 3 months ago;
prior meds included ibuprofen, prednisone, and hydroxychloroquine. He does not
smoke or drink. Exam: subcutaneous nodule at left elbow, old joint destruction with
boutonnière deformity, no active synovitis. Labs: Hb 10.5 g/dL, WBC 3500/mm3,
platelets 100,000/mm3. Which of the following is most likely to have prevented these
laboratory abnormalities?

Options for Q1 A) Cobalamin B) Amifostine C) Pyridoxine D) Leucovorin E) Mesna

Question 2 (Q2) A 58-year-old woman presents with 1 week of worsening fatigue and a 1-year history
of hand pain and stiffness. She started a new medication 4 months ago; prior meds
included ibuprofen, prednisone, and hydroxychloroquine. Exam: subcutaneous
nodule at left elbow, old joint destruction with Boutonnière deformity. Labs: Hb 10.1
g/dL, WBC 3400/mm3, platelets 101,000/mm3; methylmalonic acid normal. Which
of the following could have prevented these laboratory abnormalities?

Options for Q2 A) Vitamin B6 B) Vitamin B12 C) Amifostine D) 2-Mercaptoethanesulfonate
E) Leucovorin

Deterministic features RA phenotype + new DMARD started months earlier + pancytopenia (anemia,
leukopenia, thrombocytopenia) + normal MMA⇒ methotrexate-related folate path-
way toxicity. Prevention: folate supplementation or folinic acid (leucovorin) rescue.

Correct answers Q1: D Q2: E

Figure 2: Correlations between the options of
Question 1 and Question 2 in Table 1 by Qwen3-
8B embedding.

Figure 3: Correlations between questions and
options from Table 1 by Qwen3-8B embedding.

(x, y) ∈ X × {±1} and outputs a classifier. To accommodate fairness, we focus on probabilistic55

classifiers h : X → [0, 1] and interpret h(x) as the probability of label +1 (so the probability of −156

is 1− h(x)). We refer to such probabilistic classifiers as predictors.57

Our fairness principle is treat similar individuals similarly: two individuals that are close under58

d should receive similar predictive distributions. Formally, we view a classifier as a randomized59

mapping M : X → ∆({±1}) assigning to each x a distribution M(x) over outcomes. We require a60

Lipschitz-type constraint that upper-bounds the statistical distance between M(x) and M(y) by their61

feature-space distance d(x, y).62

Definition 1 (Lipschitz mapping). Let D be a statistical distance on distributions (e.g., total vari-63

ation). A mapping M : X → ∆({±1}) satisfies the (D, d)-Lipschitz property if for all x, y ∈ X ,64

65

D
(
M(x),M(y)

)
≤ d(x, y). (1)

When D and d are clear from context we simply say that M is Lipschitz.66
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Given a loss function L : X × {±1} → R, our goal is to find a mapping M that minimizes expected67

loss subject to the Lipschitz fairness constraint. This setup naturally yields the optimization problem:68

min
M :X→∆({±1})

E(x,y)∼D Eŷ∼M(x)

[
L(x, ŷ)

]
s.t. D

(
M(x),M(y)

)
≤ d(x, y) ∀x, y.

When you make wrong prediction, there is an error. The goal is to after providing answers for all the69

questions, the loss is minimized. And you have developed a good halfspace that separates the correct70

options from incorrect options.71

For intuition we connect to large-margin classification. Consider a binary classifier with a score72

f : X → R and margin-based decision rule sign(f(x)). The margin |f(x)| quantifies confidence and73

induces a half-space separating the two classes. In our application to multiple-choice medical QA,74

each option paired with its question is treated as an input x, and the classifier maps (question, option)75

to {0, 1} (incorrect vs. correct). Metric fairness requires that if two question–option pairs are similar76

under d, then their predictive distributions (and thus their distances to the decision boundary) should77

also be similar; conversely, dissimilar pairs may legitimately receive different predictions.78

3 Method79

Motivation. In complex reasoning tasks such as medical examinations, distinct items can exhibit80

substantial semantic and clinical overlap. As illustrated in Table 1, two stems may share deterministic81

features (e.g., key signs, pathognomonic labs), and consequently their correct options tend to align.82

We operationalize this by computing similarity between questions and between (question, option)83

pairs using sentence embeddings (e.g., Qwen3-4B). Empirically, the correct option for a given stem84

has higher similarity to the stem than distractors, and stems that are similar under the embedding85

metric d(·, ·) often share clinically consistent answer patterns.86

Overview. We propose Metric-Fair Prompting, a joint-inference protocol that treats each87

(question, option) as a binary instance and guides the LLM to behave like a margin-based clas-88

sifier under a metric-fairness constraint. Let x = φ(question, option) ∈ X be a feature representation89

and f : X → R a scoring function (half-space). The predicted label is y = 1{f(x) > 0} with90

confidence |f(x)|. To promote individual fairness (treat similar instances similarly), we impose a91

Lipschitz-like stability: for all x, x′ ∈ X ,92 ∣∣f(x)− f(x′)
∣∣ ≤ Ld(x, x′),

where d is a task-relevant similarity metric and L > 0 is a constant. Operationally, similar stems (and93

their options) should receive similar scores and hence consistent outcomes, unless a clear clinical94

contradiction exists.95

Pipeline. Given a pool of inference items, we follow five steps:96

(i) Pair selection. Embed all stems; for each stem select its nearest neighbor under d(·, ·) to form a97

two-item batch (high-similarity pair).98

(ii) Metric fairness. Instruct the LLM that similar items should yield similar decisions (Lipschitz-99

like constraint), and that decisions must rely on clinically determinative features rather than100

sensitive attributes.101

(iii) Margin/half-space reasoning. For each (question, option), score f(x), first eliminating clear102

negatives (large negative margin), then resolving near-boundary candidates using decisive clinical103

discriminators (guidelines, pathognomonic findings, contraindications).104

(iv) Cross-item consistency. Reconcile near ties within the pair by preferring choices that maintain105

consistency across similar items under d(·, ·).106

(v) Strict output. Emit only machine-parsable results (e.g., JSON with {"index": i, "answer":107

"A|B|C|D|E"} for i ∈ {1, 2}).108

Jointly presenting similar items introduces an inter-item coupling that stabilizes decisions near the109

boundary, encourages fairness via Lipschitz stability, and reduces reliance on spurious cues. This110

margin-oriented, metric-fair prompting improves robustness on clinically proximate stems while111

preserving a strict, parseable interface for evaluation.112
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Table 2: MedQA (US) test accuracy (%). Qwen3-14B with Metric-Fair Prompting substantially
outperforms single-item prompting.

Model / Prompt Single-item Metric-Fair (two-item)

Qwen3-14B 68.0 84.0

4 Experiments113

Setup. All experiments were conducted on a single NVIDIA RTX 6000 Ada.1 We evaluate114

Qwen models [1] from HuggingFace (via transformers) with Unsloth optimizations for effi-115

cient inference. Unless stated otherwise, we use a low temperature (T=0.2) and greedy decoding116

(do_sample=False) to stabilize multiple–choice predictions.117

Dataset. We use the MedQA (US) test split (N=1,273 items), each with one correct option (A–E).118

We frame each (question, option) as a binary instance (correct vs. incorrect).119

Similarity and pairing. We embed every question with Qwen3-4B embeddings and compute120

cosine similarity. For each question q, we select its nearest neighbor q′ (excluding itself) to form121

a two-item batch (q, q′). This produces N pairs (some questions may appear in multiple pairs as a122

neighbor). The top-3 example pairs by similarity have scores 0.9612, 0.9020, and 0.8314.123

Prompting protocol. We apply the Metric-Fair Prompting template in Table 3: (i) jointly read124

both questions; (ii) enforce a metric-fair (Lipschitz-like) constraint over similar items; (iii) use a125

margin/half-space decision rule over (question, option) features; (iv) reconcile near-boundary choices126

to maintain cross-item consistency; and (v) output strict JSON containing only the two answers.127

Conflict resolution. Because a question can appear in multiple pairs, it may receive two predictions.128

When predictions disagree, we trigger a light-weight review prompt that asks the model to re-evaluate129

both items jointly and to output (A–E) with a scalar confidence. We keep the answer with higher130

confidence; if confidences tie, we prefer the answer with larger decision margin (when available) or131

fall back to the original single-item prediction.132

Baselines and metric. The main baseline is single-item prompting (standard instruction, one133

question at a time). We report accuracy (%) on the test split.134

Results. Metric-Fair Prompting with Qwen3-14B improves accuracy from 68% (single-item) to135

84% (two-item, metric-fair, joint inference), demonstrating that coupling similar items via a fairness-136

aware, margin-oriented protocol yields substantial gains on near-boundary decisions and promotes137

cross-item consistency.138

4.1 Qualitative Examples139

We illustrate how Metric-Fair Prompting enforces cross-item consistency and fairness on three140

highly similar question pairs selected by cosine similarity of stem embeddings (Qwen3-4B). In each141

case, the model reads both items jointly, extracts decisive clinical/statistical features, and applies a142

margin-based decision with a Lipschitz-like stability constraint.143

Near-duplicate clinical stems (cosine = 0.9612). Figure 4 shows two stems that are clinically in-144

distinguishable with respect to decisive features (symptoms, exam, labs, biopsy). The only difference145

is age, which is not determinative for the underlying mechanism queried.146

Shared evidence, different foci (cosine = 0.9020). In Figure 5, both stems reference the same147

study abstract but ask distinct—yet related—questions: one on interpretation of the standard error148

(sample size/variability), the other on choosing an inferential method for group differences.149

1No multi-GPU or model parallelism was used.
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Table 3: Metric-Fair Prompt with a Binary Margin Classifier.

Objective Read both questions and their options jointly; decide one option (A–E) per
question. Output {"index": i, "answer": "A|B|C|D|E"} for each i ∈
{1, 2} (JSON only).

Formulation Consider potential correlation between the two questions. Identify deterministic
clinical features that may be shared by the patients/situations. Items that are
similar under a task-relevant metric should receive similar decisions (fairness-by-
similarity).

Feature selection For each question, extract the most important features from the stem (signs, key
labs/imaging, contraindications, guideline thresholds). For each option, form a
feature representation x = φ(question, option).

Margin-based classifier Use a binary large-margin classifier f : X → R on x. The predicted label is
y = 1{f(x) > 0} ∈ {0, 1} (1 = correct), with confidence magnitude |f(x)|.
Select, for each question, the option with the largest positive margin.

Fairness Let d : X × X → [0, 1] be a similarity metric on question–option pairs.
Enforce a Lipschitz-like constraint so that similar inputs yield similar scores. If
two questions are similar in decisive clinical features, prefer consistent answer
patterns unless a clear clinical conflict exists.

Cross-item reconciliation If two options (within or across the two questions) are near the decision bound-
ary, re-check decisive discriminators and prefer the choice that maintains cross-
item consistency under d(·, ·) and standard clinical guidance.

Output format JSON only, no prose. Example:

[ {"index": 1, "answer": "C"}, {"index": 2, "answer": "A"} ]

Methodological notes. For each question q, we retrieve its nearest neighbor q′ by cosine similarity150

on normalized sentence embeddings. The pair (q, q′) is fed to the LLM with the joint protocol151

(Table 3). The model internally clusters decisive features, eliminates clear negatives (large negative152

margins), and resolves near-boundary options while enforcing a Lipschitz-like stability: if d(q, q′) is153

small, then the score difference |f(x)− f(x′)| remains small, promoting consistent outputs unless154

contradicted by a decisive discriminator (e.g., a contraindication).155

Fairness and robustness. Across the examples, demographic attributes (e.g., age) are used only156

when explicitly clinically determinative; otherwise they are down-weighted by the prompt’s fairness157

guard. The pairwise setting serves as a regularizer against spurious cues: when two similar items158

are solved jointly, option choices that are inconsistent across the pair are penalized by the metric159

constraint, improving reliability on near-boundary decisions.160

Implementation notes. We normalize embeddings, use cosine similarity for pairing, and freeze161

model weights (no fine-tuning). All prompts produce strict JSON outputs to simplify parsing and162

evaluation. Hyperparameters (temperature, max tokens) are kept minimal to avoid confounding163

factors; we observed that lower temperatures further stabilize pairwise reconciliation.164

5 Related Work165

There is a growing body of work attempting to study the question of algorithmic discrimination. This166

literature is characterized by high-level distinction, group and individual notions of fairness. We also167

initroduce the prompt engineering related works.168

Individual fairness posits that “similar individuals should be treated similarly” [6]. This powerful169

guarantees is formalized via a Lipschitz condition on the classifier mapping individuals to distributions170

over outcomes. Recent works study study different individual level fairness in the contexts of171

reinforcement and online learning. study different individual level fairness in the contexts of bandit172

[11]. [15] studies metric-fair active learning of homogeneous halfspaces, and show that under173

the distribution-dependent PAC learning model. Fairness and label efficiency can be achieved174

simultaneously.175
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Five days after undergoing an emergency appendectomy under 
general inhalational anesthesia while on a trip to Haiti, a 43-year-old woman 

develops low-grade fever, vomiting, and abdominal pain. During the surgery, she 
received a transfusion of 1 unit of packed red blood cells. Three days after the 

surgery, she was stable enough to be transported back to the United States. She 
has no history of serious illness and takes no medications. Her temperature is 

38.3°C (100.9°F), pulse is 80/min, and blood pressure is 138/76 mm Hg. 
Examination shows jaundice of the skin and conjunctivae. Abdominal examination 
shows moderate tenderness over the liver. The liver is palpated 2 to 3 cm below 

the right costal margin. Laboratory studies show:\nHemoglobin count 12.0 g/
dL\nLeukocyte count 10,400 mm3\nSegmented neutrophils 55%\nBands 1%

\nEosinophils 13%\nLymphocytes 28%\nMonocytes 3%\nPlatelet count 160,000 
mm3\nSerum\nAlkaline phosphatase 102 U/L\nAspartate aminotransferase 760 U/
L\nBilirubin\nTotal 3.8 mg/dL\nDirect 3.1 mg/dL\nAnti-HAV IgG positive\nAnti-HAV 

IgM negative\nAnti-HBs positive\nHBsAg negative\nAnti-HCV antibodies 
negative\nAbdominal ultrasonography shows an enlarged liver. A biopsy of the 
liver shows massive centrilobular necrosis. Which of the following is the most 

likely underlying cause of this patient\'s condition?

A 48-year-old woman comes to the emergency department 
because of a 1-day history of fever, vomiting, and abdominal 
pain. Two weeks ago, while visiting Guatemala, she had an 

emergency appendectomy under general inhalational anesthesia. 
During the surgery, she received a transfusion of 1 unit of packed 
red blood cells. Her temperature is 38.3°C (100.9°F) and blood 
pressure is 138/76 mm Hg. Examination shows jaundice and 

tender hepatomegaly. Serum studies show:\nAlkaline 
phosphatase 102 U/L\nAspartate aminotransferase 760 U/

L\nBilirubin\nTotal 3.8 mg/dL\nDirect 3.1 mg/dL\nAnti-HAV IgG 
positive\nAnti-HAV IgM negative\nAnti-HBs positive\nHBsAg 

negative\nAnti-HCV antibodies negative\nAbdominal 
ultrasonography shows an enlarged liver. A biopsy of the liver 

shows massive centrilobular necrosis. Which of the following is 
the most likely underlying cause of this patient\'s condition?

Both questions are **identical in clinical features**, **lab results**, and **biopsy findings**.  The only difference is the **patient’s age** (43 
vs. 48), but **age is not a distinguishing factor** in the differential. The **most important features** are: **Centrilobular necrosis** (points to 
**toxic/metabolic liver injury**)
- **No evidence of viral hepatitis** (HBV, HCV, or acute HAV)
- **No cholestatic features** (ALP not elevated)
- **Recent transfusion and anesthesia**

- Similar to Question 1, but the patient is 48 years old and the 
appendectomy was 2 weeks ago in Guatemala.  
- Same lab findings: elevated AST, direct bilirubin, anti-HAV IgG 
positive, anti-HAV IgM negative, anti-HBs positive, HBsAg 
negative, anti-HCV negative.  

- Same liver biopsy: centrilobular necrosis. 

- An emergency appendectomy with general anesthesia in Haiti.  
- Received 1 unit of packed RBCs.  
- Symptoms: fever, vomiting, abdominal pain, jaundice, hepatomegaly.  
- Lab findings: elevated AST (760 U/L), direct bilirubin (3.1 mg/dL), 
anti-HAV IgG positive, anti-HAV IgM negative, anti-HBs positive, 
HBsAg negative, anti-HCV negative.  
- Liver biopsy: centrilobular necrosis.

Most important features Most important features

Correlation between Questions

A: Adverse effect of anesthetic  
B: Gram-negative bacteria in the bloodstream  
C: Trauma to the bile duct  
D: Acalculous inflammation of the gallbladder  
E: Excessive lysis of red blood cells  

A: Acalculous inflammation of the gallbladder  
B: Virus-mediated hepatocellular injury  
C: Trauma to the bile duct  
D: Adverse effect of anesthetic  
E: Gram-negative bacteria in the bloodstream  

### Final Answers:  
- **Question 1 (Index: 1):** **A**  
- **Question 2 (Index: 2):** **D**

Figure 4: Example of LLM output for two questions with cosine similarity 0. 9612 (embedding by
Qwen3-4B embedding) given our prompt. The two patients are identical in clinical features, lab
results and biopsy findings. The only difference is the age, which is not a distinguishing factor. Hence
the correct option is same, “Adverse effect of anesthetic”.

Group fairness notions assume the existence of a protected attribute (e.g. gender, race), which induces176

a partition of the instance space into some small number of groups. A fair classifier is one that177

achieves parit of some statistical measure across these groups. There are prominent measures include178

classification rates (statistical parity [7], calibration, and false positive or negative rates [8]. [19]179

incorporating the fairness notion of [8] into a statistical and computational theory of learning, and180

proposed a relaxation of the fairness definition to make it feasible to optimize the learning objective.181

LMs are known to have already absorbed rich commonsense that makes it possible to propose182

reasonable plans conditioned on problem setting [4, 9, 16]. The idea of Chain-of-Thought wei183

2022b is to enrich the few-shot exmaples with reasoning steps. There are many studies to improve184

the performance of DoT on complex stasks such as dynamic least-to-most prompting [5], active185

Prompt [4]. Tree of thought approach extends planning formlations by conidering multiple potentially186

feasible plans simultaneously at each problem-solving step [20]. [13] introduced the “self-reflection”187

mechanism, LMs provide feedback to their generation candidates. [12] introduces review steps188

cover the actions and states, deciding the next action. “self-guided decoding” followers a tree-search189

procedure with leaves sampled from stochastic beam search decoding. Our prompt teaches LMs to190

think like a machine learning algorithm with constraint and objective function, the constraint is the191
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Please refer to the summary above to answer this 
question\nA medical student is examining the table in the 
abstract. She notices that the standard error surrounding 
measurements in the pulmharkimab 150 mg/day group is 
generally greater than the standard errors for the placebo 

and pulmharkimab 75 mg/day groups. Which of the 
following statements is the best explanation for the 

increased standard error in the pulmharkimab 150 mg/day 
group?"\n"Impact of pulmharkimab on asthma control and 

cardiovascular disease progression in patients with 
coronary artery disease and comorbid 

asthma\nIntroduction:\nActive asthma has been found to be 
associated with a more than two-fold increase in the risk of 

myocardial infarction, even after adjusting ......

Please refer to the summary above to answer this question\nA 
cardiologist at another institution is trying to replicate the table in 
the abstract with a very similar study that he is conducting. After 

collecting data on changes in plaque volume, LDL-C levels, FEV1/
FVC ratio, and ACQ scores from baseline to 12-month follow-up, 
he is curious if the changes in the aforementioned measurements 

are statistically significant. Which of the following is the most 
appropriate statistical method to compare the groups?"\n"Impact of 

pulmharkimab on asthma control and cardiovascular disease 
progression in patients with coronary artery disease and comorbid 

asthma\nIntroduction:\nActive asthma has been found to be 
associated with a more than two-fold increase in the risk of 

myocardial infarction, even after adjusting for cardiovascular risk 
factors. It has been suggested that the inflammatory mediators 

and accelerated .....

 Both questions refer to the **same study abstract**.
- The first question is about **interpretation of standard error** (which relates to sample size and variability).
- The second question is about **statistical method** to determine **significance** of group differences.
- The **sample size** is a **key factor** in the first question (which explains the standard error).
- The **ANOVA** is the correct method in the second question, given that it is a **randomized controlled trial** with **multiple continuous 

outcomes**.

- The goal is to determine **statistical significance** of 
**changes** in **continuous variables** (plaque volume, LDL-C, 
FEV1/FVC, ACQ scores).
- The question is about **comparing multiple groups** (placebo 
vs. two doses of pulmharkimab) on **continuous outcomes**.
- The data is **normally distributed** (as stated in the abstract).

- **Standard error** is **greater** in the **150 mg/day** group.
- The question is asking for the **reason** for this increased standard 
error.
- The options relate to **interpretation of standard error** in terms of 
**sample size, validity, statistical significance, confidence intervals**, 

etc."

Most important features Most important features

Correlation between Questions

A:It indicates an increased likelihood of bias 
B: It indicates decreased external validity 
C: It indicates a lack of statistical significance 
D: It reflects a smaller sample size 
E: It indicates more narrow confidence intervals

A:Pearson correlation analysis 
B: Chi-square test 
C: Analysis of variance 
D: Meta-analysis 
E: Kaplan-Meier analysis

### Final Answers:  
- **Question 1 (Index: 1):** **D**  
- **Question 2 (Index: 2):** **C**

Figure 5: Example of LLM output for two questions with cosine similarity 0.9020 (embedding by
Qwen3-4B embedding) given our prompt. Both questions refer to the same study abstract. The first
question is about interpretation of standard error (which relates to sample size and variability). The
second question is about statistical method to determine significance of group differences.

fairness metric. [14] embeds LMs in an algorithmic search procedure to help solve problems like192

question answering step-by-step, in which relevant paragraphs that might provide answers.193

6 Societal Impact and Limitations194

We presented Metric-Fair Prompting, a joint-inference framework that treats each (question, option)195

as a binary instance, applies a margin-based decision rule, and enforces a Lipschitz-style metric196

constraint to encourage individual fairness.197

By encouraging individual fairness, Metric-Fair Prompting can reduce spurious variability in multi-198

ple–choice medical reasoning and promote decisions grounded in clinically determinative evidence199

rather than sensitive attributes. However, LLM outputs are not guaranteed to be correct or calibrated;200

the method must not be used for autonomous clinical care. Second, fairness is only as good as the201

similarity metric: embedding-based proximity can reflect corpus biases and omit decisive but rare202

clinical features, potentially yielding fairness gerrymandering across subpopulations.203
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NeurIPS Paper Checklist269

The checklist is designed to encourage best practices for responsible machine learning research,270

addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove271

the checklist: The papers not including the checklist will be desk rejected. The checklist should272

follow the references and follow the (optional) supplemental material. The checklist does NOT count273

towards the page limit.274

Please read the checklist guidelines carefully for information on how to answer these questions. For275

each question in the checklist:276

• You should answer [Yes] , [No] , or [NA] .277

• [NA] means either that the question is Not Applicable for that particular paper or the278

relevant information is Not Available.279

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).280

The checklist answers are an integral part of your paper submission. They are visible to the281

reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it282

(after eventual revisions) with the final version of your paper, and its final version will be published283

with the paper.284

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.285

While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a286

proper justification is given (e.g., "error bars are not reported because it would be too computationally287

expensive" or "we were unable to find the license for the dataset we used"). In general, answering288

"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we289

acknowledge that the true answer is often more nuanced, so please just use your best judgment and290

write a justification to elaborate. All supporting evidence can appear either in the main paper or the291

supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification292

please point to the section(s) where related material for the question can be found.293

IMPORTANT, please:294

• Delete this instruction block, but keep the section heading “NeurIPS Paper Check-295

list",296

• Keep the checklist subsection headings, questions/answers and guidelines below.297

• Do not modify the questions and only use the provided macros for your answers.298

1. Claims299

Question: Do the main claims made in the abstract and introduction accurately reflect the300

paper’s contributions and scope?301

Answer: [Yes]302

Justification: [TODO]303

Guidelines:304

• The answer NA means that the abstract and introduction do not include the claims305

made in the paper.306

• The abstract and/or introduction should clearly state the claims made, including the307

contributions made in the paper and important assumptions and limitations. A No or308

NA answer to this question will not be perceived well by the reviewers.309

• The claims made should match theoretical and experimental results, and reflect how310

much the results can be expected to generalize to other settings.311

• It is fine to include aspirational goals as motivation as long as it is clear that these goals312

are not attained by the paper.313

2. Limitations314

Question: Does the paper discuss the limitations of the work performed by the authors?315

Answer: [Yes]316
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Justification: [TODO]317

Guidelines:318

• The answer NA means that the paper has no limitation while the answer No means that319

the paper has limitations, but those are not discussed in the paper.320

• The authors are encouraged to create a separate "Limitations" section in their paper.321

• The paper should point out any strong assumptions and how robust the results are to322

violations of these assumptions (e.g., independence assumptions, noiseless settings,323

model well-specification, asymptotic approximations only holding locally). The authors324

should reflect on how these assumptions might be violated in practice and what the325

implications would be.326

• The authors should reflect on the scope of the claims made, e.g., if the approach was327

only tested on a few datasets or with a few runs. In general, empirical results often328

depend on implicit assumptions, which should be articulated.329

• The authors should reflect on the factors that influence the performance of the approach.330

For example, a facial recognition algorithm may perform poorly when image resolution331

is low or images are taken in low lighting. Or a speech-to-text system might not be332

used reliably to provide closed captions for online lectures because it fails to handle333

technical jargon.334

• The authors should discuss the computational efficiency of the proposed algorithms335

and how they scale with dataset size.336

• If applicable, the authors should discuss possible limitations of their approach to337

address problems of privacy and fairness.338

• While the authors might fear that complete honesty about limitations might be used by339

reviewers as grounds for rejection, a worse outcome might be that reviewers discover340

limitations that aren’t acknowledged in the paper. The authors should use their best341

judgment and recognize that individual actions in favor of transparency play an impor-342

tant role in developing norms that preserve the integrity of the community. Reviewers343

will be specifically instructed to not penalize honesty concerning limitations.344

3. Theory assumptions and proofs345

Question: For each theoretical result, does the paper provide the full set of assumptions and346

a complete (and correct) proof?347

Answer: [NA]348

Justification: No theory349

Guidelines:350

• The answer NA means that the paper does not include theoretical results.351

• All the theorems, formulas, and proofs in the paper should be numbered and cross-352

referenced.353

• All assumptions should be clearly stated or referenced in the statement of any theorems.354

• The proofs can either appear in the main paper or the supplemental material, but if355

they appear in the supplemental material, the authors are encouraged to provide a short356

proof sketch to provide intuition.357

• Inversely, any informal proof provided in the core of the paper should be complemented358

by formal proofs provided in appendix or supplemental material.359

• Theorems and Lemmas that the proof relies upon should be properly referenced.360

4. Experimental result reproducibility361

Question: Does the paper fully disclose all the information needed to reproduce the main ex-362

perimental results of the paper to the extent that it affects the main claims and/or conclusions363

of the paper (regardless of whether the code and data are provided or not)?364

Answer: [Yes]365

Justification: [TODO]366

Guidelines:367

• The answer NA means that the paper does not include experiments.368
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• If the paper includes experiments, a No answer to this question will not be perceived369

well by the reviewers: Making the paper reproducible is important, regardless of370

whether the code and data are provided or not.371

• If the contribution is a dataset and/or model, the authors should describe the steps taken372

to make their results reproducible or verifiable.373

• Depending on the contribution, reproducibility can be accomplished in various ways.374

For example, if the contribution is a novel architecture, describing the architecture fully375

might suffice, or if the contribution is a specific model and empirical evaluation, it may376

be necessary to either make it possible for others to replicate the model with the same377

dataset, or provide access to the model. In general. releasing code and data is often378

one good way to accomplish this, but reproducibility can also be provided via detailed379

instructions for how to replicate the results, access to a hosted model (e.g., in the case380

of a large language model), releasing of a model checkpoint, or other means that are381

appropriate to the research performed.382

• While NeurIPS does not require releasing code, the conference does require all submis-383

sions to provide some reasonable avenue for reproducibility, which may depend on the384

nature of the contribution. For example385

(a) If the contribution is primarily a new algorithm, the paper should make it clear how386

to reproduce that algorithm.387

(b) If the contribution is primarily a new model architecture, the paper should describe388

the architecture clearly and fully.389

(c) If the contribution is a new model (e.g., a large language model), then there should390

either be a way to access this model for reproducing the results or a way to reproduce391

the model (e.g., with an open-source dataset or instructions for how to construct392

the dataset).393

(d) We recognize that reproducibility may be tricky in some cases, in which case394

authors are welcome to describe the particular way they provide for reproducibility.395

In the case of closed-source models, it may be that access to the model is limited in396

some way (e.g., to registered users), but it should be possible for other researchers397

to have some path to reproducing or verifying the results.398

5. Open access to data and code399

Question: Does the paper provide open access to the data and code, with sufficient instruc-400

tions to faithfully reproduce the main experimental results, as described in supplemental401

material?402

Answer: [Yes]403

Justification: [TODO]404

Guidelines:405

• The answer NA means that paper does not include experiments requiring code.406

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/407

public/guides/CodeSubmissionPolicy) for more details.408

• While we encourage the release of code and data, we understand that this might not be409

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not410

including code, unless this is central to the contribution (e.g., for a new open-source411

benchmark).412

• The instructions should contain the exact command and environment needed to run to413

reproduce the results. See the NeurIPS code and data submission guidelines (https:414

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.415

• The authors should provide instructions on data access and preparation, including how416

to access the raw data, preprocessed data, intermediate data, and generated data, etc.417

• The authors should provide scripts to reproduce all experimental results for the new418

proposed method and baselines. If only a subset of experiments are reproducible, they419

should state which ones are omitted from the script and why.420

• At submission time, to preserve anonymity, the authors should release anonymized421

versions (if applicable).422
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• Providing as much information as possible in supplemental material (appended to the423

paper) is recommended, but including URLs to data and code is permitted.424

6. Experimental setting/details425

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-426

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the427

results?428

Answer: [Yes]429

Justification: [TODO]430

Guidelines:431

• The answer NA means that the paper does not include experiments.432

• The experimental setting should be presented in the core of the paper to a level of detail433

that is necessary to appreciate the results and make sense of them.434

• The full details can be provided either with the code, in appendix, or as supplemental435

material.436

7. Experiment statistical significance437

Question: Does the paper report error bars suitably and correctly defined or other appropriate438

information about the statistical significance of the experiments?439

Answer: [Yes]440

Justification:441

Guidelines:442

• The answer NA means that the paper does not include experiments.443

• The authors should answer "Yes" if the results are accompanied by error bars, confi-444

dence intervals, or statistical significance tests, at least for the experiments that support445

the main claims of the paper.446

• The factors of variability that the error bars are capturing should be clearly stated (for447

example, train/test split, initialization, random drawing of some parameter, or overall448

run with given experimental conditions).449

• The method for calculating the error bars should be explained (closed form formula,450

call to a library function, bootstrap, etc.)451

• The assumptions made should be given (e.g., Normally distributed errors).452

• It should be clear whether the error bar is the standard deviation or the standard error453

of the mean.454

• It is OK to report 1-sigma error bars, but one should state it. The authors should455

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis456

of Normality of errors is not verified.457

• For asymmetric distributions, the authors should be careful not to show in tables or458

figures symmetric error bars that would yield results that are out of range (e.g. negative459

error rates).460

• If error bars are reported in tables or plots, The authors should explain in the text how461

they were calculated and reference the corresponding figures or tables in the text.462

8. Experiments compute resources463

Question: For each experiment, does the paper provide sufficient information on the com-464

puter resources (type of compute workers, memory, time of execution) needed to reproduce465

the experiments?466

Answer: [Yes]467

Justification: [TODO]468

Guidelines:469

• The answer NA means that the paper does not include experiments.470

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,471

or cloud provider, including relevant memory and storage.472
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• The paper should provide the amount of compute required for each of the individual473

experimental runs as well as estimate the total compute.474

• The paper should disclose whether the full research project required more compute475

than the experiments reported in the paper (e.g., preliminary or failed experiments that476

didn’t make it into the paper).477

9. Code of ethics478

Question: Does the research conducted in the paper conform, in every respect, with the479

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?480

Answer: [Yes]481

Justification: [TODO]482

Guidelines:483

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.484

• If the authors answer No, they should explain the special circumstances that require a485

deviation from the Code of Ethics.486

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-487

eration due to laws or regulations in their jurisdiction).488

10. Broader impacts489

Question: Does the paper discuss both potential positive societal impacts and negative490

societal impacts of the work performed?491

Answer: [Yes]492

Justification: [TODO]493

Guidelines:494

• The answer NA means that there is no societal impact of the work performed.495

• If the authors answer NA or No, they should explain why their work has no societal496

impact or why the paper does not address societal impact.497

• Examples of negative societal impacts include potential malicious or unintended uses498

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations499

(e.g., deployment of technologies that could make decisions that unfairly impact specific500

groups), privacy considerations, and security considerations.501

• The conference expects that many papers will be foundational research and not tied502

to particular applications, let alone deployments. However, if there is a direct path to503

any negative applications, the authors should point it out. For example, it is legitimate504

to point out that an improvement in the quality of generative models could be used to505

generate deepfakes for disinformation. On the other hand, it is not needed to point out506

that a generic algorithm for optimizing neural networks could enable people to train507

models that generate Deepfakes faster.508

• The authors should consider possible harms that could arise when the technology is509

being used as intended and functioning correctly, harms that could arise when the510

technology is being used as intended but gives incorrect results, and harms following511

from (intentional or unintentional) misuse of the technology.512

• If there are negative societal impacts, the authors could also discuss possible mitigation513

strategies (e.g., gated release of models, providing defenses in addition to attacks,514

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from515

feedback over time, improving the efficiency and accessibility of ML).516

11. Safeguards517

Question: Does the paper describe safeguards that have been put in place for responsible518

release of data or models that have a high risk for misuse (e.g., pretrained language models,519

image generators, or scraped datasets)?520

Answer: [Yes]521

Justification: [TODO]522

Guidelines:523

• The answer NA means that the paper poses no such risks.524
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• Released models that have a high risk for misuse or dual-use should be released with525

necessary safeguards to allow for controlled use of the model, for example by requiring526

that users adhere to usage guidelines or restrictions to access the model or implementing527

safety filters.528

• Datasets that have been scraped from the Internet could pose safety risks. The authors529

should describe how they avoided releasing unsafe images.530

• We recognize that providing effective safeguards is challenging, and many papers do531

not require this, but we encourage authors to take this into account and make a best532

faith effort.533

12. Licenses for existing assets534

Question: Are the creators or original owners of assets (e.g., code, data, models), used in535

the paper, properly credited and are the license and terms of use explicitly mentioned and536

properly respected?537

Answer: [Yes]538

Justification: public dataset539

Guidelines:540

• The answer NA means that the paper does not use existing assets.541

• The authors should cite the original paper that produced the code package or dataset.542

• The authors should state which version of the asset is used and, if possible, include a543

URL.544

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.545

• For scraped data from a particular source (e.g., website), the copyright and terms of546

service of that source should be provided.547

• If assets are released, the license, copyright information, and terms of use in the548

package should be provided. For popular datasets, paperswithcode.com/datasets549

has curated licenses for some datasets. Their licensing guide can help determine the550

license of a dataset.551

• For existing datasets that are re-packaged, both the original license and the license of552

the derived asset (if it has changed) should be provided.553

• If this information is not available online, the authors are encouraged to reach out to554

the asset’s creators.555

13. New assets556

Question: Are new assets introduced in the paper well documented and is the documentation557

provided alongside the assets?558

Answer: [Yes]559

Justification: will release the code560

Guidelines:561

• The answer NA means that the paper does not release new assets.562

• Researchers should communicate the details of the dataset/code/model as part of their563

submissions via structured templates. This includes details about training, license,564

limitations, etc.565

• The paper should discuss whether and how consent was obtained from people whose566

asset is used.567

• At submission time, remember to anonymize your assets (if applicable). You can either568

create an anonymized URL or include an anonymized zip file.569

14. Crowdsourcing and research with human subjects570

Question: For crowdsourcing experiments and research with human subjects, does the paper571

include the full text of instructions given to participants and screenshots, if applicable, as572

well as details about compensation (if any)?573

Answer: [NA]574

Justification: public dataset575
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Guidelines:576

• The answer NA means that the paper does not involve crowdsourcing nor research with577

human subjects.578

• Including this information in the supplemental material is fine, but if the main contribu-579

tion of the paper involves human subjects, then as much detail as possible should be580

included in the main paper.581

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,582

or other labor should be paid at least the minimum wage in the country of the data583

collector.584

15. Institutional review board (IRB) approvals or equivalent for research with human585

subjects586

Question: Does the paper describe potential risks incurred by study participants, whether587

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)588

approvals (or an equivalent approval/review based on the requirements of your country or589

institution) were obtained?590

Answer: [NA]591

Justification: public dataset592

Guidelines:593

• The answer NA means that the paper does not involve crowdsourcing nor research with594

human subjects.595

• Depending on the country in which research is conducted, IRB approval (or equivalent)596

may be required for any human subjects research. If you obtained IRB approval, you597

should clearly state this in the paper.598

• We recognize that the procedures for this may vary significantly between institutions599

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the600

guidelines for their institution.601

• For initial submissions, do not include any information that would break anonymity (if602

applicable), such as the institution conducting the review.603

16. Declaration of LLM usage604

Question: Does the paper describe the usage of LLMs if it is an important, original, or605

non-standard component of the core methods in this research? Note that if the LLM is used606

only for writing, editing, or formatting purposes and does not impact the core methodology,607

scientific rigorousness, or originality of the research, declaration is not required.608

Answer: [NA]609

Justification: only for polishing paper610

Guidelines:611

• The answer NA means that the core method development in this research does not612

involve LLMs as any important, original, or non-standard components.613

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)614

for what should or should not be described.615
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