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Abstract

Nonconvex optimization is central in solving
many machine learning problems, in which block-
wise structure is commonly encountered. In this
work, we propose cyclic block coordinate meth-
ods for nonconvex optimization problems with
non-asymptotic gradient norm guarantees. Our
convergence analysis is based on a gradient Lip-
schitz condition with respect to a Mahalanobis
norm, inspired by a recent progress on cyclic
block coordinate methods. In deterministic set-
tings, our convergence guarantee matches the
guarantee of (full-gradient) gradient descent, but
with the gradient Lipschitz constant being defined
w.r.t. a Mahalanobis norm. In stochastic settings,
we use recursive variance reduction to decrease
the per-iteration cost and match the arithmetic
operation complexity of current optimal stochas-
tic full-gradient methods, with a unified analysis
for both finite-sum and infinite-sum cases. We
prove a faster linear convergence result when a
Polyak-tLojasiewicz (PL) condition holds. To our
knowledge, this work is the first to provide non-
asymptotic convergence guarantees — variance-
reduced or not — for a cyclic block coordinate
method in general composite (smooth + nons-
mooth) nonconvex settings. Our experimental
results demonstrate the efficacy of the proposed
cyclic scheme in training deep neural nets.

1. Introduction

Exploiting structural information in machine learning (ML)
problems is key to enabling optimization at extreme scale.
Important examples of such structure are block separability,
giving rise to block coordinate methods, and finite/infinite
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sum structure, giving rise to stochastic, possibly variance-
reduced optimization methods. In this work, we explore
both these types of structure to develop novel optimization
methods with fast convergence.

We focus on nonconvex optimization problems of the form

min F(z) = f(z) + r(z), (D

zERY
where 2 € R? can be partitioned into 1 disjoint blocks & =
(z',..., ™) witha? € R% forj € [m]and Y7 | d; = d;
f (@) is a smooth nonconvex function; r(x) = Z;nzl i (x?)
is block separable, extended-valued, closed convex function
such that each 77 (-) (and thus the separable sum r) admits
an efficiently computable proximal operator. We consider
in particular the finite-sum variant of (1):

min Fl@) = f(2) +r(@) = - > fil@) + (@), @)

zeR4

in which f(x) is nonconvex and smooth and n is usually
very large. Without loss of generality, due to the central limit
theorem, we use n = +o0 in (2) to refer to the following
stochastic (infinite-sum) optimization setting:
min F(z) = Eevp|f(z; )] + r(z), 3)
zER
where £ is a random variable from an unknown distribution
D. Problems of the form (2) and (3) commonly arise in
machine learning, especially in (regularized, empirical, or
population) risk minimization.

1.1. Motivation and Related Work

Both block coordinate and variance-reduced stochastic gra-
dient methods are prevalent in machine learning, due to
their effectiveness in handling large problem instances; see
e.g., Gorbunov et al. (2020); Wright (2015); Allen-Zhu
et al. (2016); Nesterov (2012); Allen-Zhu (2017); Johnson
& Zhang (2013); Diakonikolas & Orecchia (2018); Naka-
mura et al. (2021); Li et al. (2021); Beck & Tetruashvili
(2013); Hong et al. (2017); Xu & Yin (2015); Chen & Gu
(2016) and references therein.

Block coordinate methods can be classified into three main
categories according to the order in which blocks of coor-
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dinates are selected: (i) greedy, or Gauss-Southwell meth-
ods (Nutini et al., 2015), which in each iteration selects the
block of coordinates that lead to the highest progress in min-
imizing the objective function; (ii) randomized block coordi-
nate methods, which select blocks of coordinates at random
(with replacement), according to some pre-defined proba-
bility distribution (Nesterov, 2012); and (iii) cyclic block
coordinate methods, which update the coordinate blocks in
a cyclic order (Beck & Tetruashvili, 2013). (A combination
of (ii) and (iii) known as random-permutations methods
uses a cyclic approach but randomly reshuffles the order
in which the blocks are updated at the start of each cycle.)
Greedy methods can be quite effective in practice when their
selection rule can be implemented efficiently, but they are
applicable only to very specialized problems. Thus, most of
the focus has been on randomized and cyclic methods.

From a theoretical standpoint, randomized methods have
received much more attention than cyclic methods. The
reason is that the randomly selected block of gradient co-
ordinates can be related to the full gradient by taking the
expectation, which allows their analysis to be reduced to
the analysis of standard first-order methods; see Nesterov
(2012); Nesterov & Stich (2017); Allen-Zhu et al. (2016);
Diakonikolas & Orecchia (2018). By contrast, cyclic meth-
ods are much more challenging to analyze, as it is unclear
how to relate the partial gradient to the full one. Obtaining
non-asymptotic convergence guarantees for such methods
was initially considered nearly impossible (Nesterov, 2012).
Despite much of the progress on the theoretical front (Beck
& Tetruashvili, 2013; Saha & Tewari, 2013; Gurbuzbalaban
et al., 2017; Lee & Wright, 2019; Wright & Lee, 2020; Li
et al., 2017; Sun & Ye, 2021), most of the literature ad-
dressing cyclic methods deals with convex (often quadratic)
objective functions and provides convergence guarantees
that are typically worse by a factor polynomial in the di-
mension d than the equivalent guarantees for randomized
methods. For nonconvex objectives, there are few existing
guarantees, and these require additional assumptions such as
multiconvexity (i.e., that the function is convex over a coor-
dinate block when other blocks of coordinates remain fixed)
and the Kurdyka-t.ojasiewicz (KL) property, or else provide
convergence guarantees that are only asymptotic (Xu & Yin,
2013;2015; 2017; Zeng et al., 2014). On the other hand, the
recent work by Song & Diakonikolas (2021) avoids the ex-
plicit dependence on the dimension by introducing a novel
Lipschitz condition that holds w.r.t. a Mahalanobis norm.
This condition is the inspiration for the methods proposed
in our work, but the techniques in Song & Diakonikolas
(2021) cannot be applied directly to the current context of
composite nonconvex problems, as they address monotone
variational inequalities. An entirely separate analysis frame-
work is required, and is presented here.

From the implementation viewpoint, randomized methods

require generating pseudo-random numbers from a pre-
defined probability distribution to determine which coor-
dinate block should be selected in each iteration. This op-
eration may dominate the arithmetic cost when the coordi-
nate update is cheap. Cyclic methods are simple, intuitive,
and more efficient for implementation, and often demon-
strate better empirical performance than the randomized
methods (Beck & Tetruashvili, 2013; Chow et al., 2017,
Sun & Ye, 2021). They are thus the default algorithms
for many software packages such as SparseNet (Mazumder
et al., 2011) and GLMNet (Friedman et al., 2010) in high-
dimensional computational statistics and have found wide
applications in areas such as variational inference (Blei et al.,
2017; Plummer et al., 2020), non-negative matrix factoriza-
tion (Vandaele et al., 2016), k-means clustering (Nie et al.,
2021), and phase retrieval (Zeng & So, 2020).

More recent literature has also sought to combine the favor-
able properties of stochastic optimization methods (such as
SGD) with block coordinate updates; see, e.g., Xu & Yin
(2015); Nakamura et al. (2021); Fu et al. (2020); Chen & Gu
(2016); Lei & Shanbhag (2020); Wang et al. (2016)), which
address nonconvex problems of the form (2) and (3). Com-
pared with traditional stochastic gradient methods, which si-
multaneously update all variables using Gauss-Jacobi-style
iterations, block-coordinate variants of stochastic gradient
update the variables sequentially with Gauss-Seidel-style
iterations, thus usually taking fewer iterations to converge
(see e.g., Xu & Yin (2015)). One common approach to fur-
ther improve sample complexity in stochastic optimization
is to use variance reduction, which for block coordinate
methods in nonconvex settings has been done in Chen &
Gu (2016); Chauhan et al. (2017); Lei & Shanbhag (2020).
However, to the best of our knowledge, non-asymptotic con-
vergence results have only been established for randomized
methods with variance reduction (Chen & Gu, 2016; Lei
& Shanbhag, 2020). We are not aware of work that incor-
porates variance reduction techniques with cyclic methods
in nonconvex settings. Even in the convex setting, the only
work we are aware of that combines variance reduction
with a cyclic method is Song & Diakonikolas (2021), but
this paper utilizes SVRG-style variance reduction, whose
applicability in nonconvex settings is unclear.

1.2. Contributions
Our main contributions can be summarized as follows.

Proximal Cyclic Block Coordinate Descent (P-CCD).
We provide a non-asymptotic convergence analysis for the
standard P-CCD method in deterministic nonconvex set-
tings, based on a Lipschitz condition w.r.t. a Mahalanobis
norm, inspired by the recent work by Song & Diakonikolas
(2021). However, the techniques are completely disjoint
and their results (for monotone variational inequalities) nei-
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ther imply ours (for nonconvex minimization), nor the other
way around. Our Lipschitz condition, which implies block
(coordinate) smoothness, is more general. The compari-
son between the new Lipschitz condition and the standard
(Euclidean-norm) Lipschitz condition is discussed in Sec-
tion 2. We show that P-CCD has the same sublinear con-
vergence rate as full gradient methods, and achieves linear
convergence under a PL condition. To the best of our knowl-
edge, these are the first such results for a cyclic method in
the composite nonconvex setting (1), where standard tools
such as monotonicity (convex inequalities) used in the ear-
lier paper cannot be used to establish convergence.

Variance-Reduced P-CCD. We propose a stochastic gra-
dient variant of P-CCD with recursive variance reduction for
solving nonconvex problems of the form (2) and (3). The re-
cursive variance reduction technique of Li et al. (2021) was
used prior to our work only in the full-gradient setting, and
the extension to the cyclic block coordinate setting requires
addressing nontrivial technical obstacles such as establish-
ing a new potential function and controlling additional error
terms arisen from the cyclic update rule. We prove its non-
asymptotic convergence using an analysis that unifies the
finite-sum and infinite-sum settings, which also matches
the arithmetic operation complexity of optimal stochastic
full-gradient methods for nonconvex minimization. A faster,
linear convergence rate is attained under a PL condition. To
our knowledge, our work is the first to incorporate variance
reduction into cyclic methods in nonconvex settings while
providing non-asymptotic convergence guarantees.

Numerical Experiments. We apply our proposed cyclic
algorithms to train LeNet on the CIFAR-10 dataset, and
compare them with SGD and the PAGE algorithm (Li et al.,
2021). Our preliminary results demonstrate that the cyclic
methods converge faster with better generalization than full
gradient methods when using large batch sizes, thus shed-
ding light on the possibility of remedying the drawbacks of
large-batch methods (Keskar et al., 2017).

1.3. Further Related Work

Both block coordinate methods and variance reduction tech-
niques in stochastic optimization have been subjects of much
research. For conciseness, we review only the additional
literature that is most closely related to our work.

Block Coordinate Descent. Block coordinate methods
have been widely used in both convex and nonconvex appli-
cations such as feature selection in high-dimensional compu-
tational statistics (Wu & Lange, 2008; Friedman et al., 2010;
Mazumder et al., 2011) and empirical risk minimization in
machine learning (Nesterov, 2012; Lin et al., 2015; Allen-
Zhu et al., 2016; Alacaoglu et al., 2017; Diakonikolas &
Orecchia, 2018; Xu & Yin, 2015). The convergence of block
coordinate methods has been extensively studied for vari-

ous settings, see e.g., Grippof & Sciandrone (1999); Tseng
(2001); Razaviyayn et al. (2013); Xu & Yin (2015); Song &
Diakonikolas (2021) and references therein. In nonconvex
settings, asymptotic convergence of block coordinate meth-
ods was established in Chen et al. (2021); Xu & Yin (2017).
In terms of non-asymptotic convergence guarantees, Chen &
Gu (2016) provides such a result for a randomized method
under a sparsity constraint and restricted strong convexity,
while Xu & Yin (2017; 2013) provides results for cyclic
methods under the KL property. For a stochastic gradient
variant of a cyclic method, asymptotic convergence was
analyzed by Xu & Yin (2015).

Variance Reduction. To address the issue of the constant
variance of the (minibatch) gradient estimator, several vari-
ance reduction methods have been proposed. SAG (Schmidt
et al., 2017) was the first stochastic gradient method with a
linear convergence rate for strongly convex finite-sum prob-
lems, and was based on a biased gradient estimator. John-
son & Zhang (2013) and Defazio et al. (2014) improved
SAG by proposing unbiased estimators of SVRG-type and
SAGA-type, respectively. These estimators were further en-
hanced with Nesterov acceleration (Allen-Zhu, 2017; Song
et al., 2020) and applied to nonconvex finite-sum/infinite-
sum problems (Reddi et al., 2016; Lei et al., 2017). For
nonconvex stochastic (infinite-sum) problems, the recursive
variance reduction estimators SARAH (Nguyen et al., 2017)
and SPIDER (Fang et al., 2018; Zhou et al., 2018a;b) were
proposed to attain the optimal oracle complexity of O(1/€3)
for finding an e-approximate stationary point. PAGE (Li
et al., 2021) and STORM (Cutkosky & Orabona, 2019)
further simplified SARAH and SPIDER by reducing the
number of loops and avoiding large minibatches.

2. Preliminaries

We consider a real d-dimensional Euclidean space (R<, ||-||),
where || - || = /() is induced by the (standard) in-
ner product associated with the space and d is finite. For
any given positive integer m, we use [m] to denote the
set {1,2,...,m}. We assume that we are given a posi-
tive integer m < d and a partition of the coordinates [d]
into nonempty sets S*,S?,...,S8™. We let 2’ denote the
subvector of x indexed by the coordinates contained in
S’ and let &/ := |S7| denote the size of the set S7, for
Jj € [m]. To simplify the notation, we assume that the par-
tition into sets S*, S?, ..., S™ is ordered, in the sense that
for 1 < j < j" < m, max;es; i < miny g, . This as-
sumption is without loss of generality, as our results are
invariant to permutations of the coordinates. Given a matrix
A, welet||A|| :=sup{Az : x € R ||z| < 1} denote the
standard operator norm. For a positive definite symmetric
matrix A, || - ||a denotes the Mahalanobis norm defined
by ||z]|a = v/ (Az,x). We use I, to denote the identity
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matrix of size d x d; when the context is clear, we omit the
subscript. For a sequence of positive semidefinite d x d
matrices {Q’ }7L,, we define Q’ by

A Qe g, if min{t,k} > >I—1d",
Q)i = .
0, otherwise,
which corresponds to the matrix @7 with first j — 1 blocks
of rows and columns set to zero. Similarly, we define Q7 by

, . 1
(éj)t L (Q)1r, if max{t,k} <> d,

’ 0, otherwise.
In other words, Q7 corresponds to Q7 with all but its first
7 — 1 blocks of rows and columns set to zero.

We use V7 f(x) to denote the subvector of the gradient
Vf(x) indexed by the elements of S/. For a block-
separable convex function r(x) = Y 7" 77 (), we use
() and 17"’ (27) to denote the elements in the subdiffer-
ential sets Or(x) and 977 (7) for j € [m], respectively.

Throughout the paper, we make use of the following as-
sumptions. The first assumption is standard and rules out
degenerate problem instances.

Assumption 2.1. F'(x) is bounded below and z* is a global
minimum of F.

The following two assumptions are the gradient Lipschitz
conditions used in the analysis of our algorithms. These
conditions are not standard, due to the choice of weighted
norms | - [a;, [l - [o-1, and || - [|gs- Assumption 2.3 is
inspired by a similar Linschitz condition introduced by Song
& Diakonikolas (2021), the main difference with that paper
being to use a more general norm || - || At for the gradients.

Assumption 2.2. For all z and y that differ only in the ;"
block, where j € [m], f(-) satisfies the following:

IV 1(@) =V )l < 9 = e )
where A; € R%*4i is a positive definite diagonal matrix.

Observe that when A; = L;1;;, Assumption 2.2 becomes
the standard block Lipschitz condition (Nesterov, 2012).

Assumption 2.3. There exist symmetric positive semidefi-
nite d x d matrices @7, 1 < j < m, such that each V7 f(-)
is 1-Lipschitz continuous w.r.t. the seminorm || - || ;. That
is, V&, y € R?, we have

IV f (=) —V'jf(y)\\i;l <lz-ylg.  ©

We remark that matrices Q7 do not need to be known to the
algorithm. Observe that if f is L-smooth w.r.t. the Euclidean

norm, i.e., if |V f(x) -V f(y)| < L|jx—y]|, then Assump-
tion 2.3 can be satisfied with A; = LI, and Q' = LI,
for j € [m]. Indeed, in this case we have, Vz,y € R9,

IV f@) = V@)l < 7lIVF(@) = Vi) <

Lljz —y|* = [l — yl|3,; - However, the more general ma-

trices A; and Q7 in Assumptions 2.2 and 2.3 provide more
flexibility in exploiting the problem geometry, as shown
and tested in our numerical experiments in Section 5. For
further discussion and comparison to Euclidean Lipschitz
constants, see Song & Diakonikolas (2021).

In the following, we let A be the diagonal matrix composed
of positive diagonal blocks A; for j € [m], ie, A =
diag(Aq, As, ..., A,,). We further provide the appropriate
assumption about the PE-condition (Polyak, 1963; Kurdyka,
1998) w.r.t. the norm || - ||a as follows, which is standard in
nonconvex optimization (Attouch et al., 2010; Bolte et al.,
2014; Frankel et al., 2015; Karimi et al., 2016; Li et al.,
2021). This assumption is used only when proving linear
convergence of our algorithms, not throughout the paper.
The constant in this assumption need not be known.

Assumption 2.4. We say that F' satisfies the PL condition
w.rt. || - || o with parameter ;2 > 0, if for all € RY,

dist>(9F (x),0) > 2u(F(z) — F(z"),  (6)

with dist?(OF (x),0) :=  inf

! 2
T,(m)eaT(w)HVf(w) ' (@)]|3

Stochastic Settings. In the stochastic setting of our prob-
lem, we consider the finite sum nonconvex optimization
problem described by (2). Our analysis also handles the
case of stochastic optimization problems of the form (3) by
taking n — oo. To avoid using separate notation for the two
settings (finite and infinite sum), we state the assumptions
and the results for problems (2) and treat (3) as the limiting
case of (2) when n — oc.

Assumption 2.5. For any « € R?,

2
Ei[IVfi(@) = VI(@)[[y-] < 0% ™
where 7 is drawn uniformly at random from [n].

In the following, we assume a “two-point” oracle in which
one can query the stochastic gradient at two points with the
same random seed i € [n]. Such an oracle assumption has
been used extensively in prior work on variance reduction;
see e.g., Fang et al. (2018); Zhou et al. (2018b); Wang et al.
(2019); Cutkosky & Orabona (2019); Li et al. (2021).

Assumption 2.6. For all = and y that only differ in the j®
block for j € [m],

B[V () = Vi)l a] < 27—, ®)

where ¢ is drawn uniformly at random from [n] and A; €
R% >4 is a positive definite diagonal matrix.
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Assumption 2.6 implies Assumption 2.2, due to the finite-
sum assumption and uniform sampling. For simplicity, we
use the same matrix A ; for both smoothness conditions.

Assumption 2.7. There exist positive semidefinite matrices
Q7,1 < j < msuch that each V7 f is expected 1-Lipschitz
continuous w.r.t. the seminorm || - ||gs, i.e., V&, y € R,

Ei[IIV7 file) = V7 i)l < e —ylgs, O
where 4 is drawn uniformly at random from [n].

Similarly, Assumption 2.7 implies Assumption 2.3, so we
use the same matrix @’ for both cases. Finally, we introduce
a useful result on variance bound from Zheng & Kwok
(2016) for our later convergence analysis, with the proof
provided in Appendix A for completeness.

Lemma 2.8. Let B be the set of |B| = b samples from [n)],
drawn without replacement and uniformly at random. Then,
Ve € R and j € [m],

B[l 30V hi@) - 7 s(@)]
biel’j‘ (10)
= o=y IV i) =V f@)|?]
3. P-CCD

As a warmup, in this section we provide a novel analysis of
the standard Proximal Cyclic Block Coordinate Descent (P-
CCD) algorithm (Algorithm 1) for the deterministic setting,
adapted to our choice of block norms || - || 5. P-CCD cycles
through the m blocks of variables, updating one block at
a time. When m = 1, P-CCD is the standard proximal
gradient method, while when m = d, P-CCD is a proximal
version of cyclic coordinate descent.

Algorithm 1 Proximal Cyclic Block Coordinate Descent
(P-CCD)

1: Illpllt: m,K,.’Bo,Al,AQ,...,Am
2: fork =1to K do
3 for j = 1tomdo
o
4: Ty, = (z},....xl @, T )
5 T, = argmin; cpd; {<ij(53k—1,j)a33j> +

Yas — 2l I}, +r/(a?) )
end for
end for
: return argming, |[xx — xr_1]|a (k € [K])

@R

To analyze the convergence of Algorithm 1, we first define

i = “A—1/2(iéj)A—1/2 ’
j=1

to simplify the notation. This constant appears in the analy-
sis but is not used by the algorithm.

The analysis is built on two key lemmas. Lemma 3.1 bounds
the norm of the gradient by the distance between successive
iterates, using the generalized Lipschitz condition w.r.t. a
Mabhalanobis norm, as stated in Assumption 2.3. Lemma 3.2
then bounds the sum of successive squared distances be-
tween iterates by the initial optimality gap, similar to a
result that is typically proved for the (full-gradient) proxi-
mal method. Jointly, these two lemmas lead to a guarantee
of a proximal method, but with the generalized Lipschitz
constant L replacing the traditional full-gradient Lipschitz
constant encountered in full-gradient methods.

Lemma 3.1. Under Assumption 2.3, the iterates {x,} gen-
erated by Algorithm 1 satisfy

dist>(OF (xx),0) < 2(L + 1)||&, — zr_1]/3.

To bound ||z}, — xk_1|%, we prove the following descent
lemma induced by the block-wise smoothness in Assump-
tion 2.2 and by telescoping cyclically over the blocks.

Lemma 3.2. Under Assumptions 2.2 and 2.3, the iterates
{x} generated by Algorithm 1 satisfy

k
D i = @i1||A < 2(F(wo) — F(x¥)). (11)
=1

Proofs of Lemmas 3.1 and 3.2 are deferred to Appendix B.
The next result describes the convergence of Algorithm 1.

Theorem 3.3. Under Assumptions 2.2 and 2.3, let x* be a
global minimizer of (1) and {x} be the iterates generated
by Algorithm 1. Then after K (outer-loop) iterations, we
have

min dist®(9F (@,).0) < AL+ 1E (;O) — F(z7))

Proof. By combining Lemmas 3.1 and 3.2, we have

K
Z dist>(0F(z),0
k=1

K
) <2(L+1)) llzk — 21 ld
k=1

<AL+ 1)(F (o) — Fla")).

It remains to use that for all & € [K], we have
dist*(9F (z1,),0) > ming ¢ clK dlst (OF (1), 0). O

In comparison with guarantees with respect to Eu-
clidean Lipschitz constants, this guarantee is never worse
than by a factor m. In the case in which f is L-
smooth A = Q7 = LI, (the worst case), we have
inf, (x)corol| V(%) + 7' (x)||> = Ldist*(9F(x), 0) and
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L=l @l < £ 7%, Q| < m, while in prac-
tice possibly || 327, Q7| < |7, Q7| and L < m
(see discussions in e.g., Song & Diakonikolas (2021)). The
same points hold for guarantees in Section 4 as well. Note
that the linear dependence on m cannot be improved in the
worst case for standard P-CCD, even on smooth convex
problems (Sun & Ye, 2021; Kamri et al., 2022).

If F further satisfies the PL. condition of Assumption 2.4,
Algorithm 1 can achieve a faster, linear convergence rate.
We summarize this result in Corollary 3.4 below, deferring
the proof to Appendix B.

Corollary 3.4. Suppose that the conditions of Theorem 3.3
hold and that F further satisfies Assumption 2.4. Then we
have after K iterations of Algorithm I that

Flaw) = Fa) < (5200 ) (P - P

L+1)+p

The main bottleneck in implementing P-CCD is in finding
appropriate matrices A ; that satisfy Assumption 2.2. The
simplest approach is to use A; = L;I;, and estimate L;
adaptively using the standard backtracking line search. This
procedure can be implemented efficiently, as the analysis
requires Assumption 2.2 to hold only between successive
iterates. The use of more general diagonal matrices A is a
form of block preconditioning, which is frequently used to
heuristically improve the performance of full-gradient meth-
ods. In our neural net training experiments, for example, we
use spectral normalization (see Section 5 for more details).

4. Variance Reduced P-CCD

We now consider nonconvex optimization problems of the
form (2). When n is finite, (2) is a finite-sum problem and
we can compute the full gradient of F'(x) with O(nd) cost.
Without loss of generality, we use n = 400 to denote the
general stochastic optimization setting as in (3), where the
full gradient can no longer be computed in finite time. For
both settings, Algorithm 2 describes VR-CCD, the Variance-
Reduced Cyclic block Coordinate Descent algorithm, which
combines Algorithm 1 with recursive variance reduction of
PAGE type (Li et al., 2021) to reduce the per-iteration cost
and improve the overall complexity.

Instead of computing the block-wise gradient at each in-
ner iteration as P-CCD (Algorithm 1), VR-CCD main-
tains and updates a recursive gradient estimator gj,_, of
PAGE type for each block gradient j at outer iteration
k (ie., gi_, estimates V7 f(xy_1;)). By the defini-
tion of gi_l in Line 6 of Algorithm 2, it uses a mini-
batch estimate § >, 5 V7 fi(wx—1,;) with probability p,
where |B| = b. With probability 1 — p, the estimate
Gioo + 5 Lien (V filxno15) — V fi(xi—z,;)) reuses

the previous ;™ block gradient estimator 92—2’ and forms
an approximation of the gradient difference V7 f (zj_1 ;) —
V7 f(xk—2,;) based on the minibatch B’ where |B'| = ¥'.
When p = 1, the PAGE estimator reduces to vanilla mini-
batch SGD. To lower the computational cost, it is common
to take b’ < b and p < 1. The estimator g, is then
incorporated into the Lipschitz gradient surrogate function
in Line 7 to compute the new iterate .. The variance of
PAGE estimator w.r.t. block coordinates can be bounded
recursively as in Lemma 4.1 below, using the minibatch
variance bound results in Lemma 2.8. The proof appears in
Appendix C.

To simplify the notation, we use the following definitions in
the statements and proofs for this section, for & > 0:

Li=[A7 2 (3 Q) A2,
j=1

m
up =y llgl s - ij(fﬂk—l,j)ﬂij—u

=1
v = |leg — zr1|3
Sk = dist2(8F(:ck), 0).

Lemma 4.1. Suppose Assumptions 2.5-2.7 hold, then the
variance Eluy] of the gradient estimators {g;,_,}j, at
iteration k of Algorithm 2 is bounded by:

Eluy) < 2’2(&__1’1))" +2(Ib’((2:11’; + 1;p)iE[vk}
2(1-p)L

+ (1 = p)Efug—1] + Elvk_1].

b/

The general strategy to analyze the convergence of VR-CCD
can be summarized as follows. Let

P, = ak]E[F(.’Bk)] + bkE[uk] + CkE[Uk}

be a potential function, where {ag }r>1, {bk te>1, {ck tr>1
are non-negative sequences to be specified later in the anal-
ysis. Our goal is to show that

Elsi] < ®p—1 — P + &, (12)

where &}, are error terms arising from the noise of the esti-
mator. Then, by telescoping (12) and controlling the error
sequence &, we obtain the gradient norm guarantee of Algo-
rithm 2. First, we make use of the following descent lemma
that utilizes block-wise smoothness from Assumption 2.6.
Its proof is deferred to Appendix C.

Lemma 4.2. Let Assumption 2.6 hold and let r7" (wi) €
ord (x}) be such that x,, = . _, —r]A;1 (gl_,+77 (z])).
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Algorithm 2 Variance-Reduced Cyclic Block Coordinate Descent (VR-CCD)

1: Input: m, n, K,p, b, b, A1, Ag,. ..,

Anu Lo=TL_1=TL_11="""

=T_1,m+1-

Vi fi(xk—2,;)), with probability 1 — p

2 g1 = § 2 V(o).
3: for k =1to K do
4. forj=1tomdo ‘
5: wk,Lj = (wllw"'?wlljc_l’wkfl?"':an;l)
6 gl — 1 1%iesV/fi(@i1y), with probability p

: k—1 = i .

gi_o+ % ZieB/(vjfi(wkﬂ,j) -

n o af —argmingscas {{g_y. ) + (@) + Aol — ol 3}
8: end for
9: end for

10: return & ;¢ uniformly drawn from {@; } pe(

Then the iterates of Algorithm 2 satisfy

1 _
F(xy) < Fag—1) — 277771% + guk
n m ‘ , 4 (13)
5 S IV f(@po1y) + 1P (%)Hf\;v

j=1

In the statement of Lemma 4.2, there must exist i (x]) €

L Nk
dri(z],) such that ] = x],_, — A (g, + 17 (x,),
due to the first-order optimality condition of the minimiza-
tion problem that defines x; .

We further bound the gradient norms of intermedi-
ate iterates within a cycle in Inequality (13), i.e.,
S IV f(@ko ) + 17 (wi)Hi;l’ using smoothness
from Assumption 2.7.

Lemma 4.3. Let Assumption 2.7 hold and let 17" (z],) €
ord (x]) be such that x|, = ], anj_l (gi_,+r7 (z])).
Then for Algorithm 2 we have

s < 2ivk + 22 ||vjf(-'13k—1,j) + Tj/(mk)”i‘—l- (14)
=1 ’

By combining Lemma 4.2 and 4.3 and using the recursive
variance bound of the estimator from Lemma 4.1, we are
ready to prove a bound on iteration complexity for VR-CCD
in Theorem 4.4. The proof is in Appendix C.

Theorem 4.4. Suppose that Assumptions 2.2-2.3 and 2.5—
2.7 hold. Let x* be a global minimizer of (1) and {x} be
the iterates generated by Algorithm 2. Then, we have

E[dist?(9F (&), 0)]

~ 40 20 -p)(n— b)o? N 4(n — b)o? 15)
- nK pb(n — 1)K b(n—1) "’
where Ag = F(xg) — F(x*), and 0 < n < 71+27 Vif‘m’

with cg = 2050 | ] 4 o(2noh) | 1op) L

Note that Theorem 4.4 is generic for both finite-sum and
infinite-sum cases. We summarize its implications for both
problems in the following corollaries, for specific parame-
ters of Algorithm 2. In the remaining results of this section,
we assume that the assumptions of Theorem 4.4 hold. The
proofs are provided in Appendix C for completeness.
Corollary 4.5 (Finite-sum). Choosing b = n, V/ =
Vn, and p = ﬁ, and setting K = %, we have
Aody/n(L+L) )
€2

IE[distQ(ﬁF(aA:K)7 0)] < € with O(nd +
arithmetic operations, where Ay = F(xg) —

Corollary 4.6 (Inﬁnite sum). Choosing b = [12—52} b=

\/l;, and p = b+b/’ and setting K = 12%7" + %, we have
E[dist?(0F (#x),0)] < €2 with O(bd + S04V YLEL))
arithmetic operations, where Ag = F(xo) — F(x*).

Under the PL condition, a faster convergence rate can be
proved for VR-CCD, as we show next.

Corollary 4.7. Suppose that F further satisfies Assump-
tion 2.4, then we have for Algorithm 2,

E[F(zk) — F(z7)]
4(n — b)o?

o?n(1 —p)(n— b)) N

<(1+ %)_K (AO * pb(n — 1)

bu(n —1)
71+%/610+TC0} with co = i/ +
F(zo)

In the following, we further provide arithmetic operation
complexity results under PL condition with specifying the
parameters of the algorithm for both finite-sum and infinite-
sum problems.

where 0 < n < min{u(lﬂp),

4L AL (p(n=b) | 1— —
o T (B + 57 and Ao =

— F(x*).

v,

Corollary 4.8 (Finite-sum). Choosing b = n, b/ =

and p = bi—b and setting K = (1 + W)log( 2), we
have E[F(xx) — F(x*)] < € with (’)(nd + (@ +

)



Cyclic Block Coordinate Descent With Variance Reduction for Composite Nonconvex Optimization

. 0.75
2.2 0.70
2.0 %0.65
818 &0.60
=16 30.55
- ®0.50 — SGD
s 2045 scep
1.2 S0.40 —— PAGE
m‘ 0.35 —— VRO-CCD
0.30

0 20 40 60

epoch

80 100 0 20 40 60

epoch

80 100

(a) Train Loss (b) Test Accuracy

0.75

90 —— SGD (SN) 0.70

SCCD >0.65

§1.8 — PAGE(SN) | 8 0.60-

216 —— VRO-CCD | 3 0.55
£/ 80.50 T sepén)

g &0l Sccb

1.2 o0 T PAGE(N)
1.0 0.351 —— VRO-CCD

0.30

20 40 60

epoch

(c) Train Loss (SN)

80 100

0

20 40 60

epoch

(d) Test Accuracy (SN)

80 100

Figure 1. Comparison of SGD, SCCD, PAGE and VRO-CCD on training LeNet on CIFAR-10.

n)d log(%)) arithmetic operations, where Ag = F(xg)—

1252

10 =
e
Vb, and p = # and setting K = (1+ %) log (340

have E[F(wxc) — F(a*)] < e with O(bd + (VL

14

Corollary 4.9 (Infinite-sum). Choosing b = [

), we

b)dlog(%)) arithmetic operations, where Ag = F(xq) —

A few remarks are in order here. In addition to requiring
matrices A, VR-CCD also requires constants Land L to
set the learning rate, but these constants are often not readily
available in practice. Instead, one can tune the value of the
learning rate 7, as is frequently done in practice for other
optimization methods. Additionally, our methods require a
fresh sample for each block in the cyclic update — an un-
desirable feature, because the sample complexity increases
with the number of blocks. However, this requirement ap-
pears only to be an artifact of the analysis. In practice, we
can implement a variant of VR-CCD (VRO-CCD) which
re-uses the same sample for all the blocks. Interestingly,
this variant shows even better empirical performance than
VR-CCD (see Fig. 4 in Appendix D). Analysis of this vari-
ant is beyond the scope of this paper and is an interesting
direction for future research.

5. Numerical Experiments and Discussion

We now describe numerical experiments on training neu-
ral networks to evaluate the cyclic block coordinate up-
date scheme. In particular, we train LeNet (LeCun et al.,
1998) with weight decay for the image classification task
on CIFAR-10 (Krizhevsky et al., 2009) for our experiments.
Details of the architecture are provided in Appendix D.
We implement VRO-CCD and its special case SCCD (ob-
tained by setting p = 1), and compare them with SGD and
PAGE (Li et al., 2021). Note that VRO-CCD and PAGE,
SCCD and SGD differ only in whether the variables are
cyclically updated or not, so provide a fair comparison to
justify the efficacy of the cyclic scheme. We implement all

Table 1. Runtime (seconds) per iteration and per epoch.

ALGORITHM  RUNTIME (ITER) RUNTIME (EPOCH)

SGD 0.172 16.9 £ 0.9
SCCD 0.185 18.1 £ 0.6
PAGE 0.017 20.7+0.9
VRO-CCD 0.041 49.5+23

the algorithms using PyTorch (Paszke et al., 2019), and run
the experiments on Google Colab standard GPU backend.!

For all algorithms, we set the mini-batch size b to be 512
and the weight decay parameter to be 0.0005. We repeat
the experiments 3 times with 100 epochs and average the
results. For the learning rate, we use the cosine learning
rate scheduler (Loshchilov & Hutter, 2017), which is tuned
separately for each method via a grid search. For VRO-
CCD and PAGE methods, we set b’ Vb and p = ﬁlb,
according to the theoretical results. For VRO-CCD and
SCCD, we split the neural network parameters with each
layer as a block (m 5), and estimate the A; of fully
connected layers by spectral norms of the weights using
spectral normalization (SN) (Miyato et al., 2018). VRO-
CCD and SCCD are also compared with SGD and PAGE
with the same spectral normalization. We report and plot
the train loss and test accuracy against the epoch numbers
in Fig. 1, where one epoch corresponds to the number of
arithmetic operations in one data pass, in the order O(Nd)
where N is the size of the training set. We summarize the
runtime of each algorithm per iteration’ and per epoch in
Table 1, which is averaged by the results of 100 epochs.

From Fig. 1, we observe that (i) SCCD and VRO-CCD
with cyclic scheme exhibit faster convergence with better
generalization than SGD and PAGE, respectively, in Fig-
ures 1(a) and 1(b); (ii) The edge of cyclic scheme is still

'Our code is available at https:/github.com/zephyr-cai/
NonconvexCCD.

?One iteration for cyclic methods refers to one cycle of block
coordinate updates. Since PAGE switches between large and small
batches, we only summarize the mean runtime per iteration here.


https://github.com/zephyr-cai/NonconvexCCD
https://github.com/zephyr-cai/NonconvexCCD
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noticeable comparing to SGD and PAGE with the same
spectral normalization in Figures 1(c) and 1(d). All of these
validate the efficacy of the cyclic update scheme. Note that
in this experiment SGD and SCCD can admit larger stepsize,
thus showing faster convergence (see Fig. 5 in Appendix D
for further numerical comparison with same stepsizes).

When using small batches, VRO-CCD is around 2.4 times
slower than PAGE as in Table 1, because the cyclic update
becomes the major computational bottleneck in each iter-
ation. However, for large batches, SCCD sacrifices only
a marginal 7.5% runtime per iteration in comparison with
SGD. SCCD also converges fastest in terms of wall-clock
time (see Fig. 3 in Appendix D, as one may worry about the
accumulation of marginal time increase over epochs). Our
conclusion is that the cyclic scheme can be an efficient and
effective alternative for large-batch methods.
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A. Omitted Proofs from Section 2

Lemma 2.8. Ler B be the set of |B| = b samples from [n), drawn without replacement and uniformly at random. Then,
Vz € RYand j € [m),

B[l 3 V7 hie) - V@)

) i€B (10)
= B IV i) = V@)
Proof. Observe first by expanding the square that
s[5 X v hi@) - V(@)
i€B
= 5Es[ 3 (VIfil@) - Y f(2), V fo(w) - V() |
i,i'eB
= SB[ Y (Vi) V@), Vi fule) - V(@) | + IV i) — VO f(@)]?).
i,i' EB il

Since the batch B is drawn independently and uniformly from [n], we know the probability that each pair (,¢") with 7 # ¢’

belongs to 5 can be given as % Further, by the linearity of expectation, we have

Es| Y. (Vfil@) = VIf(@), ¥ fulw) - ¥ f(@)) |

i,/ €B i
=Es| Y Lues(VVfi(@) - V(@) V(@) - Vf() |
4,1’ €[n], i’
= Y Es[Lies(VVi(@) - V@),V file) - V(@) ]
i,i’ €[n), i
_bb-1) o ey o
= Mi7i/e%i#/ <ijz(m) V7 f(x), V! fi () ij(w)>,

where 1 is the indicator function with 1; ;g = 1 if both ¢, 4" € B otherwise 0. Then we obtain

2|l X Vi@ - V)]

i€B
b—1 - . . : 1 . ;
= T ;7& (V@) = V/ f(@), V7 fo (@) = V/ f(@)) + B[ IV (@) = V7 f (@)]?]
b—1 ; ; . , 1 b—1 . ,
= =T g[] (V7 fila) = V1 (@), V2 i (@) = VS @) + (= gy ) B [197il) = ¥ 1@
i -b , :
2 s B IV @) - @],
where (i) is due to the finite-sum structure of f,ie. f= 13"  f. O

Remark A.1. The proof for Lemma 2.8 does not involve the specification of the norm, thus applying to || - || , -1 in the paper.

B. Omitted Proofs from Section 3

Lemma 3.1. Under Assumption 2.3, the iterates {x} generated by Algorithm 1 satisfy
dist>(OF (x1),0) < 2(L + 1)||&, — zr_1]/3.

12
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Proof. By the definition of x;, / (Step 5 in Algorlthm 1), for each j € [m], we have that there exists 77 () € dr7(2],) such
that x], = =}, — AV f (e 1] j) + 7' (x])). Observe that, due to the block separability of 7, the vector 7’ obtained

by concatenating such vectors J° , J € [m], is a subgradient vector for r. Hence, using block separability of r and the
definitions of the matrix A and the norm || - ||A, we have

V(@) + @l = SOV fa) + 0 @I

j=1

Ms

(IV7 f @) = V7 f@ro1 ) + 19 F (@) + 77 (@) )

<.
I
—

I
Ms

(IV7 @) = V7 f@ra )3+ 1Ay (@ — )l ) (16)

Il
—

J

where the inequality comes from addlng and subtractmg Vi f(xp_1 ]) inside the norm terms and using Young’s inequality,
while the last equality is by @], = @] | — (V]f(wk 1, J) 4 ().

By Assumption 2.3, we have
IV f(@r) = V7 fl@i-1) 13- < (@ = @pm1,5)T Q7 (ke — i), (17)

while using the definition of the norm || - || -1, we have
J
1A (@} = @ )l = Il — 244 (18)

Observe further that x;_; ; has the same elements as xj, in the first j — 1 coordinates. Meanwhile, for ¢ > j, let
(r—1,j)t, (xx—1)¢ denote the t™ blocks of x—1,; and xp_q respectively. Then we have (xy_1,;); = (%g—1)¢, thus
(xk—1,4)t — ()t = (®k—1)t — (zx):. Thus, based on the definition of 7, we have

(xp — xp1)TQ (xh — zp_1;) = (1 — 1)  Q” (2 — 11 (19)
As a result, combining (16)—(19), we have
IV (@) + 7' (1) |3
<23 (@ — 2 1)" @ (@r — @p1) + |12 — @]y 3, )
j=1
= 2(AY2 (), — mpmy)) A W(Z ) AV (@ — 1)) + 2]k — @ |3

<ol A2 (0 @) A flan — s lR+ 2l — a3

=1
2{Ja (S @) )t

AN

j=1
To complete the proof, it remains to note that, by definition, L = HAfl/ 2(2}11 Q’ )Afl/ 2H and observe that
distz(aF(:ck), 0) < ||IVf(xr)+ r'(xr)||a-1, for any r'(xx) € Or(xy). O

Lemma 3.2. Under Assumptions 2.2 and 2.3, the iterates {x.} generated by Algorithm 1 satisfy
k
Dol =iz < 2(F (o) - F(x¥). (11
i=1

13
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Proof. Let 17 (x]) € dr/(x],) be such that ), = =] | — ANV f(pq,j) + 73" (2])). By Assumption 2.2 and the
definition of &j_1 j 41, we have

F(xp—1,+1) = f(@r-1,5+1) + 7(@-1,j+1)

. . . 1. . .
< fl@io1g) H (Vi) @ — @) + gllwg - 2,

Jj—1 m
+D @) @)+ Y (@)
i=1 i=j+1

) U 4 1 . 4
< f@i1) +r(@eg) + (V f@e) + 17 (@), @ — @) + Sl — 2l
1. ,
= F(@r;) = 5o — 2314, (20)

where the second inequality is by the definition of a subgradient and last equality is by sr:?C = 5‘7?}1 — A;l (VIif(xp_1,7) +
i’ (wi)) Applying (20) recursively over j = 1,2,...,m, we have

m

1. .
F(xg) = F(xr-1m1) < F(@p-1,1) Z CLG 1

1
= F@y-1) = 5llex — @il @1)
where the last equality is by ;1,1 = ®4—1 and the definition of A.

Telescoping (21) from ¢ = 1 to k, we have

F(Il?k < F (IIQ *”Ilil — Il?i_1||§\. (22)

||M?r
DO | =

It remains to use that F'(xzy) > F(x*), by the definition of x*. O

Corollary 3.4. Suppose that the conditions of Theorem 3.3 hold and that F further satisfies Assumption 2.4. Then we have
after K iterations of Algorithm 1 that

F@mFmﬂs(f“+”

m) (F(xzo) — F(z™)).

Proof. Combining Lemma 3.1 and Inequality (21), we have
dist>(OF (x1),0) < 2(L + 1)||&), — zp—_1]/A
<AL+ 1) (F(zp_1) — F(zy)).
Using Assumption 2.4 and the last inequality, we have
2u(F (@) — F(a")) < 4(L + 1) (F(@r-1) — F(z),

which leads to .
2(L+1)
2L41)+p

Applying the last inequality recursively from K down to 1, we obtain

F(ay) - Fla*) < (F(@i_1) - Fa"))

F@@—F@ﬂs(f“*”

K
m) (F (o) — F(z™)),

which completes the proof. O

14
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C. Omitted Proofs from Section 4

To prove Theorem 4.4, we first prove the following auxiliary lemma.

Lemma 4.1. Suppose Assumptions 2.5-2.7 hold, then the variance E[uy] of the gradient estimators {gi_1 }iLq at iteration
k of Algorithm 2 is bounded by:

2p(n — b)o* p(n—>b) 1—p\-
Elud < =551 2(b(n Ty ) LBl
+ (1= p)Efug—1] + 2(1;7,p)L1E[vk_1].

Proof. Let F}, j_1 denote the natural filtration, containing all algorithm randomness up to and including outer iteration %
and inner iteration j — 1. By the definition of g _,, we have

Ellgl_, — ij(wkfl,j)\\igl | Fre,j—1]

A 4
= PE[HE Z VI fi(@r—14) — V]f(wkq,j)Hi;l |}—k,j71}
i1
b/

1 . , ,
+(1 - [Hgk 2ty S (V fil@ror,) = V fi(r-2;)) — ij(ka,j)Hi;ll}"k,jq}

i=1

b
1 . , , ,
= E[Hg Z VI fi(®r—1,5) — ij(wk—l,j)Hij—l |f;w»,1} + (1 =p)lg)_, — ij(wk—z,j)llij—l

[H Z (V7 fil@r—1,5) = V7 fi(®h—2,5)) = V’ f@)-1,) +ij(-’l?k—zj)lli;l|}7~c7j—1}»
=1

where the last equality uses that gi_g — VI f(xk—2,) is measurable w.r.t. Fy ;1 and E[}; Zlg;l(vjfi(wk,l’j) —
VI fi(®g—2,;)) — VI f(2r—1;) + VI f(x)—2,)| Fk,j—1] = 0. Using that for any random variable X, E[(X — E[X])?] <
E[X?] and proceeding as in Lemma 2.8 with respect to || - || ,-1, we further have

J

Ellg]_, — ij(fﬂkfl,j)ﬂigl|}_k,j71]

1S , . A
<pE|[||; Z VI fi@im15) = V@) [ Pt | + 0= D)lgho = V(@2

+-E[|l5 SOV i)~ VO fi@-2,)) P
=1
—b , ) . :
< pb((jfj_ 1§Ei (V7 fi(@ir) = ¥ F@ier) [y ] + (1= D)|gioy = VS (@r2 )l
+ 1b;,pEi[Hijz'($k—1,j) - iji(ﬂ?k—z,j)“i;l]' (23)

We now proceed to simplify Eq. (23), by simplifying the first and the last term appearing in it. For the last term, we have,
using our smoothness assumption,

E; [ijfi(ﬂ%—m) - vjfi(mk—Q,j)HQAj—l}
< 2B |V fi@i-1,) = V fil@io) [+ | + 284 ||V fi@io) = VV fil@nma) [
<2Amp_1j — Th-1) QF(Th_1,j — Th—1) + 2T — Th—2,;) Q7 (T—1 — Th—_2;)

= 2@ — 1) Q ( — 1) + 21 — @ 2) Q7 (T 1 — T_2), (24)

15
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where the first inequality comes from adding and subtracting V7 f;(x;_1 ) and using Young’s inequality, the second inequality

is by Assumption 2.7, and the last equality is by the definitions of x;_1 ; and matrices Q’ and . Summing Eq. (24) from
7 = 1to m, it follows that

ZE‘ [“iji(wk71,j) — vjfi(wkfz’j)Hi;l}

Jj=1

< 2z — «’Bk1)T(zm:Qj)(in —xp—1) +2(xp—1 — kaz)T<§:Qj) (g1 — Tp—2)

J
<o A2 (@) A2l — a4 2] A2 (D0 Q) ATy - ol
j=1 j=1
=2L|| @k — @13 + 2L )| Th-1 — Th2l2-

Taking expectation with all the randomness in the algorithm on both sides and applying the tower property of expectation,
we have

E[Z ijfi(il,'kfl’j) - iji(ilikfg,j)|‘i;1:| S 2ixE||£Ek — wk,le\ + 2.E]E||33k,1 — a:k,2||i. (25)
j=1

On the other hand, to simplify the first term, we add and subtract V7 f;(xx_1) + V7 f(z_1) and apply Young’s inequality
to get

B, {ijfi(mk—w) - ij(xk—l,j)||ij—1:|
=K [ijf"(wk’lﬂ =V fi(@r1) + V7 f(®r-1) = V? f(@ro15) + V7 i) — ij(ikal)nijl}

< 2E; [ijfi(ick—l,j) =V fi(a—1) = (V f(@r-15) — ij(wk—l))”i;l + IV fil@n1) = vjf(w’“‘l)Hi;l}

Similarly as before, using that the variance of any random variable is bounded by its second moment, and summing from
7 = 1 to m, we further have

ZE" [ijfi(xk—lu’) - ij(wk—l,j)||i;1:|
j=1 :

<2 ) IV fiwnorg) — 9 flwn )+ IV fiCms) = VO fn )
j=1

=2 ) ||V fil@irg) = VVi(@ion) 3 | + 2V fi(@ior) = V(@i ) 3o
j=1

< Q.Z/H:l:k — wk,le\ + 2(727

where in the last inequality we used the arguments as in deriving (24) and (25), and Assumption 2.5. Further, taking
expectation with all the randomness in the algorithm on both sides and using the tower property of expectation, we have

E[ DIV fimr-1) = ¥ f@i-1)l[y- | < 2LEll — mioa [ + 202 (26)
j=1 !

Summing Eq. (23) from 7 = 1 to m, taking the expectation w.r.t. all the randomness in the algorithm on both sides, and

16
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applying linearity and the tower property of expectation E[E[-|F j_1]] = E[-] for each j € [m], we have

E[]f:l o ij(wkfl,j)Hi;l} < ;Z((::i);E[i IV fi(@h—1,5) — ij(wkfl,j)Hi_l}

J

PE| Y gl s =V fl@ia,)ll3 @)

j=1
{ZHV filzr-1;) — iji(wk—z,j)llij—l}

To complete the proof, it remains to plug Inequalities (25)—(26) into Inequality (27) and do some rearrangements. O

Lemma 4.2. Let Assumption 2.6 hold and let r7" (wi) € arj(wi) be such that wi = :ci_l — nA;l(gi_l + Tj’,(wi)).
Then the iterates of Algorithm 2 satisfy

1-n n
2 vk+2uk

1\ i\ (nd ) []2
*iz IV f(@r3) + 7 (@)

F(:Ek) S F(.’I}k_l) —

13)

Proof. By Assumption 2.2 and the definitions of &;_1 j41 and xx_1 ;, we have

F(xr_1j+1) = f(®r—1j41) + r(@r—1,5+1)
m
< fl@rorg) + (VI f(@no1y), @) — ] _y) + IICBk @i _yllA, + Z?" )Hrl(@) + Y (o)
i=j+1
< f(@r-1g) + r(@po1g) + (V@) + 07 (@), 2], — @) _,) + §||w?; — x4,
= F(@x-ry) +(ghy + 17 (@), oh = 2i_y) + glleg — 2 I3, + (W f (@hery) = ghoy 2 — 2l y)-
Since, by assumption, 77 (z ) € 0ri(x ) is such that :ck = wk 1 nA; (g,c L (x k)) we further have

1 1. . , _ . o o
F(@p-1,41) < F(@p-1,5) — (ﬁ - 5)”“’7@ — x|, + <ij(33k—1,j) — g1 —nA; gl + 1 (ﬁci))>~ (28)

To simplify (28), we now further simplify the last term appearing in it, as follows:
(V9 fl@r1) = g1 =10 gl + 7 (@]))
=V fxr-15) — gi_1||i;1 — (V! f(@ho1y) — gh_1. AT (V (@1 y) + 17 (2]))

=)V fxr-1,5) — 9%-1”1—1

n . . . Y . . . .

S IV @imry) = g3 + IV @imny) + 0 @D~ g+ @)
= DIV f@r-15) = g [Bs = 2NV f (@) + 17 @D + Tl + 7 @I -
= oIV @m1) =gl llg s = IV F(@rmg) 77 @R+ 5ol — @il (29)

Thus, combining (28) and (29), we have

(

— IV f @)+ @Dl (30)

N | =

o |
F(@i-1501) € F@ie1) = 5 (- = Dlled = oI, + 219 f @) — g3

SERS

17
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Summing (30) from j = 1tom

Fxr—1m+1) < F(xk—11)

(

N —
I =

n “ . ;

Meer = zealz + B YAV f(@e-15) — gl ]y
j=1

Z V9 f(@iong) + 7 ()2

l\?\d

To complete the proof, it remains to observe that x; = Tx—1 m+1 and 1 = Trp_1.1

(3D
O
Lemma 4.3. Let Assumption 2.7 hold and let r7: (:L'fc) € 8Tj(:ci) be such that :1:?c = :1:?c L= 17Aj_1(g£71 + rj’,(aci)).
Then for Algorithm 2 we have
sk < 2Lve + 2 IV f(i1) + 77 () |3 (14)
j=1
Proof. Observe first that

sk < |

V(@) + 7' (i) IA-

Ms

V7 f (@) + 17 (@) I} -

Jj=1

<

I

2(IV7 f(ax) —

<
Il
—

VI f(ai-1) |3 + IV f (@) + ' (
have

where we have used Young’s inequality. On the other hand, by Assumption 2.7 and the definitions of £, ; and Q

IV fa) -

(32)

ij(fﬂk—l,j)ﬂi;l <

NE

J

(xr — @io—1,7)" Q (T — h—1,)

I
NgER!

J

(xr — wk—l)Téj(wk — Xp_1)
1

m
<Ay QA2 len -~ il
j=1
= L@y — @[3
Combining (32) and (33) completes the proof.

(33)

O

Theorem 4.4. Suppose that Assumptions 2.2-2.3 and 2.5-2.7 hold. Let x* be a global minimizer of (1) and {xy} be the
iterates generated by Algorithm 2. Then, we have

E[dist®(0F (#x),0)]

2
< 4A¢ . 2(1 —p)(n —b)o
S UK

. 4(n — b)o? (15)
pb(n — 1)K bn—1) "~
where Ag = F(z0) — F(z*), and 0 < n < =1Hy i ”;;"400 with ¢y = Q(IPJ) + L+ 2(5((::3 + 1;17)%.
Proof. Combining Lemmas 4.2 and 4.3, we have
Flaw) < F@n) — (2 —1— In)o + Tup — L (34)
k)= k-1 2\% )Yk otk = 45k
18
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For notational convenience, denote 7, = F'(xy,); then Eq. (34) is equivalent to

1,1 -
Tk grk_lfi(gflan)kargukfgsk. (35)
Taking expectation on both sides of Eq. (35) with respect to all randomness of the algorithm, and adding 2”—}) x (12) to (35),

we have

i) + S5 2Bl < Blror] + S Bl + G ?‘S” - Tg[g,
1/1 : p(n—b) 1-pyLny (1—p)ln
2<771Ln4(b(n—1)+ . )Qp)E[ukH Bl

Observe that in the last inequality, the terms corresponding to E[ry] and E[uy] telescope. To further simplify this inequality,
we now make a choice of 7 that ensures that the terms that correspond to E[vy] telescope as well. In particular, for the terms
corresponding to E[vg] and E[vy_1] to be telescoping, we need

1 . p(n—b) 1-p\Ln _2(1-p)ly
S 1-in-4 Sl et L
g (b(n— 1) * b )2p - b’

(36)
n

To simplify (36), denote by ¢y = 2(1][;7? Lo fy 2(2((2:[1’3 + P )% the coefficient multiplying 7. Then, solving (36),

which is a quadratic inequality in 77, we get that it suffices to have

< *1+\/1+4C0
— 2C )

0

0<n

as required by the theorem assumptions. Thus, we obtain

gE[Sk] + E[re] + %E[uk] +

=Py

< Elri_
< E[rg—1] + o

[uk—1] + (37

Telescoping Eq. (37) from 1 to k, we have

k
> Z]E[sz] + E[ri] + ﬂ;pi”)ﬁmuk] + wIE[vk]
i—1

(n—b)onk

(1-p)n
E b(n—1)

S ]E[TO] + 2p [Uo] + (38)

m ; 1 n—>b)o?
With the fact that ry = F(z1) > F(x*),ux > 0,0 > 0, E[ug] = E| 37, V7 f( 1) — 911||f\7,-1} < (b(nli)n (by

Lemma 2.8 adapted to A; norms), vg = ||zo — z_1||3 = 0 and the definition of sj, we have

1—p)(n—b)mo® (n—b)o’nk

k
3 gE[dist2(6F(mi), o)} < Fzo) — F(a*) + .

(39)
pt 2pb(n — 1) b(n—1)
Further, taking & ¢ to be uniformly at random chosen from {xy, }.¢[x], We have
1 XK
. ,2 ~ o . .2 )
Ex [dlst (aF(wK),o)} - ?;dlst (9F (), 0).
Taking expectation w.r.t. all the randomness up to iteration K on both sides and using Inequality (39), then we have
1K
E[dist?(0F (310),0)] = - ; B [dist? (0F (), 0)|
< 4A¢ n 2(1 — p)(n — b)o? n 4(n — b)027
nK pb(n — 1)K b(n—1)
where Ag = F(xz¢) — F(z*), thus completing the proof. O

19



Cyclic Block Coordinate Descent With Variance Reduction for Composite Nonconvex Optimization
Corollary 4.5 (Finite-sum). Choosing b

=n b =

= \/ﬁ, and p = #/b" and setting K = 4€2A7;’, we have
[dist*(0F (2x),0)] < € with O(nd + SodyniLtl) ”Z(LJFL)) arithmetic operations, where Ag = F(xo) — F(x*).
Proof. By the chosen parameters and Inequality (15), we have
4(F (o) — F(x*))  2(1 —p)(n—1>b)o? 4(n—b)o?
dist?(OF E
[ ist*(OF (#x),0)| < nkK + pb(n — 1)K +
Further, since 0 < n < —tHytac

, we have K = 4(F(mo) F(z*)) _

_ 8co(F(zo)—
€2n

F(@")) ‘

T Wy E Let Fj,;—1 denote the natural

filtration, containing all algorithm randomness up to and including outer iteration & and inner iteration j — 1. Denote mj, to
be the number of arithmetic operations to update the j-th block at k-th iteration, then we have for £ > 1

(i) = O((pb+ (1= W) ).

Taking expectation w.r.t to all randomness on both sides, we obtain E[mfc] =O((pb+ (1 —p)t/ )dﬂ) Let my, be the number
of arithmetic operations in the k-the iteration, then we have for k > 1

[im } (pb+(1— W) Zm) —O((pb+(1—p)b’)d)_

Hence, the total number of arithmetic operations M in K iterations to obtain e-accurate solution is
K

E[M]:E[ka] - 3

O(bd) + E[Z mk] - o(bd + K (pb+ (1 — )b’)d)
k=0 k=1
Since b=mn, b = vVband p = b+b, , then we have

Kb+ (1 -p)t) = 8co(F' (o)

— F(x*)) 2bY - 2(v1+4co + 1)(F(xo) fF(w*))%,
e2(—14++T+4cy) b+V — €2 '
Note that
2(1—p)[A/ . pn—=0) 1—p L . 1—p, - . b
= — 72 4+ L+2(———"A% — =1L 2L +2L) =L+ —
Co o + L+ (b(n—1)+ b )p + o (2L +2L) +
SO we obtain

b2(2L+2L)_3L+2L oL +

K(pb+ (1 - p)b) < 2

(VI e+ D(F(wo) = F@) )

T B ((F(fﬂo)*F(m*)) ”(i+i))
€2 N €2 ’
thus completing the proof. O
Corollary 4.6 (Infinite-sum). Choosing b = (12”' 1,V = Vb and p = ﬁ/b,, and setting K = 12A° + —, we have
[dist*(0F (£x),0)] < € with O(bd + Lody bEFL) “!)Z(Lm) arithmetic operations, where Ay = F(xg) F(:l:*)
Proof. By the chosen parameters and Inequality (15), we have

IE{distz(é'F(;f;K)7 0)] < 4(F(xo) — F(x*))

2(1 —p)(n—0b)o?  4(n—b)o? 2 402
Jr
nk

< € + 402 <2

- —_— I €.
pb(n — 1)K bn—1) — 3 b b

Further, same as in the proof of Corollary 4.5, we have that the total number of arithmetic operations M in K iterations to
obtain an e-accurate solution is

= E[> ] =0

k=0

O(bd) +E[§: k] :o(bd+K(pb+(1—p)b’)d)
k=1
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Since 0 < n < _1+27 V;f‘lco, we have

= 12(F(xo) — F(x*)) N 1 24co(F(xo) — F(x*)) N b+ 6(vdco+ 14 1)(F(xo) — F(x*)) N b+ b
o €2n 2 €2(—1+ 1+ 4cp) 2 €2 20’

which leads to

6(v/4dcog + 1+ 1)(F(xo) — F(x*)) b+ b’) 26 <y 120 (/1 + dcg + 1) (F(xo) — F(z*))
€2 '

K(pb+(1— U:(
(p +( p) ) 2 + 2% b+o —
: (n—b _ v b _ 1 _
Since 5(71—1; <P= ) < TOIE) = =~ with v/ = Vband p = b+b/, we have
20—p)L - (pln—b) L . 1- s b s - -
Sl L § 2(7 )f I 9L +4L) < L+ — (2L +4L) = 3L + 4L = O(L + L).
co " + L+ b(n71)+ v )5 + o Dot v4l) < +b,2( +4L) + (L+L)

Hence, we obtain

K(pb+ (1 —p) < b+ 120 (/14 4deo + 2(}7(1'0) — F(z*))

thus completing the proof. O
Corollary 4.7. Suppose that F further satisfies Assumption 2.4, then we have for Algorithm 2,
E[F(zk) — F(z")]

Ny —K
<1+ (20+

a’n(l —p)(n—0b)\ , 4(n—b)o”
pb(n —1) ) + bu(n — 1)’

=£), and Ay = F(x0) — F(x*).

71+\/W} with ¢y = L+ ;‘5 + AL (p((n b;

whereO<77<m1n{ 1 —

Proof. By Lemma 4.3 and Lemma 4.2, we have

7 7
F(mk) S F(mk—l) - — L’I])’Uk —+ Quk — —)sk.

2 4

(

NN
I =

By the PL condition,
sk = 2u(F(z) — F(z7)),
we obtain
@+%§@@mfﬂﬁngF@FQfF@ﬂf;%fLme+ém
Denoting rj, = F'(@) — I'(2") and taking expectation with respect to all randomness on both sides, and adding ! x (12) in
Lemma 4.1, we obtain

(1 i+ 2 el < Bl = [5G -1~ ) = S (G + 5
n(1 —p) 2nL(1 - p) 2n(n — b)o?
+ T]E[uk—ﬂ + o Elvg-1] + 1)

Note that when 0 < 1 < ( we have "(2 P > (1+22) n(lp ) and 1 + + 2 < . On the other hand, denote

)s

4L 4L
L+w+—(b + )

for simplicity, then if n < _1+27 V01+40°, we have
0
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Hence, when choosing the stepsize 7 such that

0<n< min{u(lpip), —1t W}
we have R
(142 [t + LDy 4 220 =P
< 0 B+ 2B+ [5G -1 ) - G T el
< Bl + D )+ 2@;1”_ Py, + an((:i _bl))" :

Let &, = ri, + "(1;p)uk + anI)(bl,fp) vk, then we obtain

E[@:] < (1+5) 'El@r] + (1+ %

2 b(n—1)
Telescoping from 1 to K, we have
Ny —K 4(n — b)o?
E[®k] < (1+ — E[® _—
[K]_(+2) [Oh_b,u(nfl)

m 1 j o?(n—
Asug > 0,vk > 0, E[ug] = E[ijl V7 f(x_1,;) — gj,l||i:1] < b(EL—ll;) and vp = ||zg — z_1|% = 0, we have

2 2
. My~ K . nuy-xo°n(l —p)(n—>5) 4(n—>b)o

E[F —F < (1+— F —F 1+ — 40

[Flex) = F@)) < (1+5) " (Fl@o) = F(@) + (1+ 5) b 1) 1y 40

thus completing the proof. O

Corollary 4.8 (Finite-sum). Choosingb = n, b/ = /n, and p = ﬁlb,, and setting K = (1 + %) log(%), we have

E[F(xk) — F(x*)] < e with O(nd + (7”"(5-@) + n)dlog(%)) arithmetic operations, where Ay = F(xo) — F(x™*).

Proof. By the chosen parameters and Inequality (40), we have

ElF(@x) ~ F(@")] < (1+ 5) " (F(@o) - F@") + (1+ %) "2 ”(;b(npf(’f) 2 t(,f(n _b){'>
< o (= 5 LK) (Flwo) — Fla)
<e.

Proceeding same as in the proof for Corollary 4.5, we have the total number of arithmetic operations M in K iterations to
obtain an e-accurate solution is

K

E[M] = E{ka} = O(bd) + E[Z mk} - (’)(bd +K(pb+(1— p)b’)d).
k=0 k=1

=

Since 0 < 7 < min { M(lp—p) , 71+2\/Ct+4co }’ we can bound K by

K

)

(1 o (M) (1 LD 20 (M) 1)
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which leads to

Vicg+ 141 N 2(1 —p)) log(F(:co) —

F(w*)) 2y

b+ v

Notice that

. 4L AL p(n— .
L+ =+= <L
co +pb,+p(b + ) <L+

SO we obtain

’ / ;v ac xo) — F(x* n(L+ L) xg) — F(x*
K(pb+(1-p)) < (20/+20 \/Tm—ﬂb) log (M) _ O((TM) log (M))7

thus completing the proof. O

Corollary 4.9 (Infinite-sum). Choosing b = [1270] v =b, and p = ﬁ/b,, and setting K = (1 + %) log(?’f0
E[F(xk) — F(x*)] < e with O(bd + (7”(L+L +b)dlog(&e )) arithmetic operations, where Ag = F(xg) — F(x*).

), we have

Proof. By the chosen parameters and Inequality (40), we have

i np\ -k o’n(1—p)(n—>b)  4(n—b)o?

ElF(zk) — F(z")] < (1 + 7) (F(mo) —F(z")) + (1 + ?) pb(n — 1) bu(n — 1)
nu . nu a*n(1 —p)(n—b)  4(n — b)o?

= exp(— 2+77/1K)(F(w0)_F(w ))—I—exp(— 2+nuK> pb(n — 1) + bu(n —1)

De € ¢

S g + g + g =€,
where for (i) we use n < ﬁ, thus

ny a*n(l—=p)n—=>b) _o*n(l=p)(n=>5) _n(l—pue _ ¢
¢ p(— 2+77,uK) pb(n — 1) = pb(n —1) = 12p = 12°

With the same process as in the proof for Corollary 4.5, we have the total number of arithmetic operations M in K iterations
to obtain an e-accurate solution is

[imk] O(bd) +E[§:mk] (bd+K(pb+(1— )b')d).

k=0

Since 0 < < min { u(liip)7 71+2\/Ct+4co }’ we can bound K by

K=(1+ %) log (3(F(w°)€_

F(fﬂ*))) < (1 n Vg +1+1 N 2(1p—p)) log (3(F(wo) - F(w*))),

I €

which leads to

F(a:*))) 20b'

/ Vi +1+1 201 —p) 3(F (o) —
K(prr(l—p)b)S(lJr > i )log( - b+ b/

J7 €
Ao +1+1 3(F(xo) —F(:c*))).
o

€

< (2b’ 42 + 4b) log (
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; (n—b) _ v b 1-
Notice that 5(271) S % = W S W = Tp, and thus
. AL AL pn—b)  1—p, 4 oo oAbV o .
=L+ —+—(——-+= <L+—(L+2L)=L+——(L+2L)=L+8(L+2L)=0O(L+1L).

Hence, we obtain

c — * b(L+ L) A
K(pb+ (1 —p)t) < (2b’ + 21)’\/T1+1 + 4b) log (S(F(wo) e ))) = 0((f +b) log (70))7

thus completing the proof. O

D. Additional Experiments and Discussion

We first present the LeNet architectures used in our experiments for MNIST and CIFAR-10 datasets as in Fig. 2.

Figure 2. LeNet architectures used for MNIST and CIFAR-10 datasets.

‘We then re-plot the train loss and test accuracy in Fig. 1 against wall-clock time based on the average runtime per epoch of
each algorithm in Table 1, as is shown in Fig. 3 below. We observe that (i) SCCD still converges faster to solutions with
better generalization, in comparison with SGD and PAGE (whether spectral normalized or not); (ii) VRO-CCD converges
slower in terms of wall-clock time, which is due to that cyclic updates become major computation bottleneck using small
batch size. Some other causes can be sampling p and additional batch operations to form B and B’ in each iteration for
PAGE estimator.
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Figure 3. Comparison of SGD, SCCD, PAGE and VRO-CCD in wall-clock time on training LeNet on CIFAR-10.

We also compare the empirical performance of VR-CCD and VRO-CCD on the MNIST and CIFAR-10 datasets in Fig. 4,
in one run and without spectral normalization. We set batch size b = 64 for the MNIST dataset and b = 256 for the
CIFAR-10 dataset, and run for 200 epochs. We still use the cosine learning rate scheduler, which is tuned for VR-CCD and
VRO-CCD separately. We can see that (i) VR-CCD and VRO-CCD exhibits similar performance on the MNIST dataset; (ii)
the empirical convergence of VR-CCD is slower than VRO-CCD’s on the CIFAR-10 dataset, due to the smaller learning rate
used for VR-CCD. We remark that separate sampling for each block may lead to numerical instability of the algorithm, thus
requiring smaller learning rate for more complicated problems. Also, separate sampling for each block increases the sample
complexity and introduces additional computational cost.

Finally, we provide a further comparison between SCCD, VRO-CCD, SGD and PAGE algorithms with the same learning
rate to illustrate the efficacy of variance reduction methods, motivated by the experimental setup in Li et al. (2021). We use
the initial learning rate 7;,; = 0.01 in cosine scheduler for all the algorithms except PAGE without spectral normalization
which only admits 7;,; = 0.005 most. We can see that SCCD and VRO-CCD demonstrate better performance than SGD and
PAGE do, respectively. Here SCCD stagnates earlier than SGD, because the learning rate with cosine scheduler is too small
for each block in SCCD to make progress.
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Figure 4. Comparison of VR-CCD and VRO-CCD on training LeNet on MNIST and CIFAR-10.
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Figure 5. Comparison of SGD, SCCD, PAGE and VRO-CCD with same learning rate on training LeNet on CIFAR-10.
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