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ABSTRACT

Recent lines of work have proposed learning disentangled representations using
observed auxiliary variables by mechanism sparsity regularization. These works
assume that the pairing between the auxiliary variables and samples is known. In-
spired by biological problems in controllable counterfactual generation and mech-
anism transportability for genomics explorations, this work combines mechanism
sparsity regularization and methods from Continual Learning to introduce a rep-
resentation learning method which applies when the auxiliary variables are not
directly observed and the assignment between the latent auxiliary variables and
samples is not known. Rather than requiring observed auxiliary variables for dis-
entanglement, we propose to use realizations of the auxiliary variables of inter-
est. We propose an estimation procedure based on variational autoencoders and
demonstrate it on various synthetic and biological data in generating counterfac-
tual instances of cell states or transcriptional signatures to achieve desired cell
state shifts.

1 INTRODUCTION

The problem of disentanglement can be formulated as learning interpretable, semantically mean-
ingful representations from high-dimensional observational data. Disentanglement via mechanism
sparsity (Lachapelle et al [2022) assumes that the latent factors of interest depend sparsely on ob-
served auxiliary variables, such as time, environment index or auxiliary variables of the observation
in the past, if there is a temporal structure. This idea of inducing disentanglement by assuming
that only a few mechanisms change at a time, also known as the sparse mechanism shift hypothesis
(Scholkopf et al.,[2021)), has already been used by several works on learning representations of single
cells (Lopez et al.| 2023; Bereket & Karaletsos,2023)). Disentanglement can additionally be viewed
in terms of controllably generating counterfactual data. [Komanduri et al.| (2023), for example, de-
fines controllable generation as modeling the causal process between known or unknown labels and
data as a form of structural mechanism learning. Disentanglement is also related to identifiability of
latent factors. [Khemakhem et al.| (2020) demonstrated that the latent factors learnt by deep gener-
ative models would be identifiable only when auxiliary variables are observed. Kivva et al.| (2022)
proved identifiability of deep latent variable models without auxiliary information.

Continual Learning is about learning incrementally between two or more domains and prevent for-
getting the past data (Hadsell et al.,|2020; |Lopez-Paz & Ranzato, 2017; Van de Ven & Tolias,[2019).
Common approaches include dynamic expansion of neural network architecture (Rao et al., [2019;
Parascandolo et al.|, 2018 [Yan et al 2021), weight regularization (Kirkpatrick et al, 2017), and
replay/rehearsal of past experiences (Shin et al.,2017), known as Generative Replay and Experience
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replay respectively. There is a natural connection between causal models and learning continually,
as causal models are assumed to be invariant between domains, and the aim of continual learning
is to learn across domains (Mundt et al.| 2023). Here, we bridge the two fields of disentangled
representation learning via mechanism sparsity and continual learning to address a special case of
inducing disentanglement via mechanism sparsity regularization when the auxiliary information is
not directly observed.
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Figure 1: Schematic illustration of sVAE-ligr and the graphical model of the data generating process

We summarize our contributions as the followings:

* Inspired by biological applications, we propose a representation learning method based on
mechanism sparsity for inducing partial disentanglement with respect to auxiliary variables
that are not observed for the samples in the data. We propose to induce disentanglement
using realizations of the auxiliary variables of interest. The realizations are created by
Generative- or Experience Replay approaches in Continual Learning.

* We learn sparse dependencies between latent factors of the data and realizations of the
auxiliary variables of interest. This enables us to learn the mechanisms that identify the
auxiliary variable and generate counterfactual queries.

* We propose an estimation procedure based on variational autoencoders called sVAE-ligr
(SpikeSlabVAE with learnable interventions by Generative Replay)

2 PROBLEM FORMULATION

In mechanism sparsity regularization frameworks, it is assumed that the latent factors of interest
depend sparsely on observed auxiliary variables. These frameworks learn a graph G* that models
causal relations between the observed auxiliary variable, a, and latent factors, such that each aux-
iliary variable can be identified by targeting an unknown subset of latent factors. However, some
biological applications involve modeling dependencies between latent factors and unobserved aux-
iliary variables, where the pairing between the variables (e.g. labels) and samples are not known.

For example, biologists may identify a disease-causing mechanism, captured by transcriptional sig-
natures or changes in cell type composition, in mouse model systems and might be interested to see
if the mechanism would translate in human data (to verify if the mechanism is also associated with
an outcome in humans). Here, the biological mechanism of interest would be the auxiliary variable
that is not observed in the target human data, but we aim to generate counterfactual instances of that
therein.

In this work, we formulate this problem as finding sparse decencies between abstraction of the bio-
logical mechanism to be transferred and latent factors of the target data. Latent factors that identify
a biological mechanism (equivalent to a in existing works) can be intervened upon to generate coun-
terfactual instances of the biological mechanism. In other words, we define a prior over data points
in the target data based on the auxiliary information that we aim to quantify in the target data. We
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propose to use Generative Replay or Experience Replay to create realizations of the information that
is transferred. These realizations are additionally presented to the model (replayed) during training,
which encourages learning shared representations between the training data and data that encode the
auxiliary information.

Figure[I]illustrates the graphical model of the data generating process. Briefly, realizations are used
to learn binary variables that define an unknown subset of latent factors that identify them. The
realizations are also replayed along with training data. A latent variable probabilistically assigns
training samples to auxiliary variable encoded by the realizations.

2.1 THE GENERATIVE PROCESS
We assume a spike-slab prior on the latent variables z;, i € {1,--- ,m}:
Ta = NN(Za)
mi ~ Beta(l,7,)
~& ~ Bernoulli(7{)

zila ~ ~#Normal(pug, 1) 4+ (1 — ~)Normal(0, 1)

where Z, represents realizations of the auxiliary variable a from Experience- or Generative Replay
and NN(-) is a neural network. We use the Gumbel-sigmoid distribution, a continuous relaxation
of the Bernoulli distribution during optimization. Note that in Figure It represents v (i.e. the
binary mask) and 6° represents . in the prior formulation (z|a). The binary interaction variables
~% define a graph G over latent factors and a. The choice of this prior is closely related to the work
by Lopez et al.[(2023)), with the difference being in the assumptions made about the pairing between
a and data points z. In our work the assumption is that a is not directly observed for x, whereas
Lopez et al.| (2023) requires label-sample pairs to be known.

Each sample is probabilistically assigned to the most likely auxiliary variable through the latent
assignment variable C":

C~ Cat(ﬂla627 e 7ﬂk)7

B ~ Dir(ki, ke, ... ,KE)

Note here d, = k, and « is the concentration parameter of the Dirichlet prior placed over cluster
weights, /3, from which cluster assignments are sampled according to a multinomial distribution.

2.2 LOSS FUNCTION

In practice, we implement the loss as follows:
o1
L= Lvap + AL +E | Drr(a(B) [IDir(2)) | +E[Dkr(p(zla) || p(z]c))]

where Loyag is the loss from the SpikeSlab VAE model (Appendix , ES%AE is the loss with
respect to replay (generative or experience) examples and A is the importance weight for the replay
loss. We add additional KL terms to ensure cluster assignments are learnt optimally.

3 RESULTS

We first present a comparison of the proposed method with baselines in synthetic data and evaluate
the performance on two tasks: disentanglement of the latent representations and causal discovery,
that is the recovery of the true graph (G*). We then assess disentanglement and counterfactual
generation in data from single-cell Genetic Screens and Bulk sequencing of gene expression in
primary tumors.
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Table 1: Mean and standard deviation per metric on simulations for d = 5. Best is bold.

Disentanglement Causal discovery
Pearson MCC (1) Spearman MCC(1) R? (@] Precision (1)  Recall(1) F1(1) SHD ({)
VAE 0.511+0.04 0.497+0.04 0.718+0.02 NA NA NA NA
betaVAE 0.479+0.01 0.460+0.01 0.698+0.03 NA NA NA NA
iVAE 0.53940.05 0.526£0.05 0.7661+0.04  0.366£0.01 0.418+0.1 0.3904+0.01  182.8+4.60
SpikeSlabVAE 0.521+0.03 0.504+0.03 0.803+0.01  0.371+0.01 0.371+£0.02  0.371+£0.01  176.0+5.14
SsVAE-ligr (ours)  0.554+0.06 0.542+0.07 0.733+£0.02  0.333+0.03 0.480+0.05 0.393+0.04 207.0+14.4

3.1 COMPARISON TO BASELINES IN SYNTHETIC DATA

We generated five synthetic data which differ in the number of generative factors (dimension of
the latent variables), d, € {5,10,15,20}. We experimented with five models: VAE (Kingma &
Wellingl [2013)), betaVAE (Higgins et al., 2016)), iVAE (Khemakhem et al.,2020) and SpikeSlabVAE
(Lopez et al, [2023). The performance was assessed using a total of seven metrics. Among the
aforementioned models, iVAE and SpikeSlabVAE use auxiliary information to learn conditionally
independent latent variables given observed auxiliary variables a, and a causal graph G between
those variables and the latent generative factors. Each model was ran with five different initialisation.
More details on synthetic data generation is given in Appendix [E} See Appendix [D]for description
of evaluation metrics.

In Table |1} we present the results for experiments on synthetic data with d = 5 latent dimensions.
We outperform all baselines in Mean Correlation Coefficient (MCC) of the learned latent variables
with the ground truth latent variables. We are ranked third in R? score between learned and ground
truth latent variables after SpikeSlabVAE and iVAE. As R? is a metric for linear identifiability (see
Appendix D)), this suggests that identifiability results are weaker for our approach, which, compared
to SpikeSlabVAE, employs an indirect conditioning on the prior p(z). In causal discovery metrics,
we outperform the baselines in Recall and F1 score for the recovery of G*. However, the Structural
Hamming Distance (SHD) suggest that the graph learned by our model can be more different from
the ground truth graph compared to other baselines that also use auxiliary variables to achieve con-
ditionally independent latent variables, which can have implications for counterfactual generation
and when the intention is to transport the mechanisms to other domains for generalisation. Over-
all, these results suggest that our proposed model competes closely in disentanglement and graph
recovery with existing approaches.
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Figure 2: Disentanglement of perturbation effects in a Genetic Screen. (a) Energy distance between
perturbations on PCA representations and (b) sVAE-ligr representations. (c) Energy distance of
perturbations to the ‘control’ group. The larger the Energy distance the better.

3.2 REPRESENTATION DISENTANGLEMENT IN A GENETIC SCREEN

Genetic perturbation screens with single-cell RNA-sequencing readouts, known as Perturb-seq, have
empowered genome-scale mapping of gene functions (Replogle et al., 2022). However, the signal
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captured by this assay can be noisy and/or confounded by a variety of technical and biological
factors, such as variability in the effectiveness of the perturbation and cell cycle (Jiang et al., [2024).
Optimization of data analysis pipelines for improved detection of perturbation effects is an active
area of research. For example, |[Lopez et al.|(2023) and Tu et al.|(2024) proposed DGMs for learning
disentangled representations of single-cell Perturb-seq measurements, whereas Jiang et al.| (2024)
proposed classification-based approaches for optimal detection of perturbation effects.

Here, we compare disentanglement of the representations for the top 100 most effective perturba-
tions in a Perturb-seq experiment in K562 cell line from Replogle et al.| (2022) (See appendix
between PCA representations, representations learnt by SpikeSlabVAE (Lopez et al., [2023), which
models the effects of the perturbations on gene expression in cells by sparse mechanisms shift, and
representations learned by our model (Figure [2). We computed the Energy Distance (Peidli et al,
2024) between pairs of perturbations, a metric that compares pairwise distances within and between
sets of samples. We found that distances between perturbations are generally small in PCA repre-
sentations, suggesting that PCA representations can not discern the effect of different perturbations
(Figure [Zh). However, in representations learned by sVAE-ligr, we observed larger distances be-
tween perturbations for a larger groups of perturbations (Figure 2b). Indeed, we could confirm
with a two-sided Mann-Whitney-Wilcoxon test that the min-max normalised Energy Distances of
the perturbations to the ‘control’ (unperturbed) group are significantly larger in sSVAE-ligr cell rep-
resentations compared to PCA and SpikeSlabVAE (Figure 2, pvalue=5.721e-07 and =4.395e-02
respectively), implying that the effect of the perturbations are more discernible in representations
learned by our model. This suggests that sVAE-ligr representations could be more disentangled
compared to representations learnt by SpikeSlabVAE, which was also a finding of the experiments
with synthetic data. An important fact to note is that while SpikeSlabVAE requires the pairing be-
tween perturbation labels and cells to be known, sVAE-ligr probabilistically assigns perturbation
labels to cells, a modeling strategy that was also recently explored in[Tu et al.| (2024)).

3.3 COUNTERFACTUAL GENERATION

TCGA-BLCA (p= —0.35, pval =1.52e-37 ) TCGA-KIRC (p= —0.16, pval =1.59e-08 ) TCGA-LUAD (p= —0.15, pval =3.28e-08 )
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Figure 3: Counterfactual generation of ARIDAI gene knockout transcriptional signature from a
single-cell Perturb-seq study in primary tumors from TCGA shifts tumor state to druggable ARID1A
mutant primary tumors.

Since the original motivation behind the development of this work is controllable counterfactual
generation with applications in cross-modal cell state transfer, we sought to demonstrate applications
in biological settings, specifically generating counterfactual instances of primary tumors (bulk RNA-
seq) with cell states or gene knockouts (KO) from single-cell RNA-seq or Perturb-seq experiments.

We first describe the results of counterfactual generation of a gene knockout, ARID1A- measured
in a single-cell perturbation screen in a AML cell line model- in primary tumors of three cancers.
ARIDI1A is a subunit of the human chromatin remodeler BAF complex. BAF loss-of-function (LOF)
mutations occur in 20%-25% of cancers (Wanior et al.| [2021)) and contribute to cancer initiation or
progression. There are currently drugs to reduce viability of cells with BAF LOF (Otto et al.|[2023).
Patients with BAF LOF signatures can therefore take advantage of such drugs. |Otto et al.| (2023))
performed a genetic knockout screen of this complex via Perturb-seq. We leveraged their data to
generate counterfactual instances of ARID1A KO expression in ARID1A wild type (WT) primary
tumors from three cancer types (see Appendix [A.2).
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Table 2: Cox Proportional Hazard model to test for the association of counterfactually generated cell
states in colorectal cancer primary tumors (bulk RNA-seq) from TCGA to patient survival outcomes.

covariate coef exp(coef) se(coef) z P

ajcc_pathologic_tT2  -0.948738 0.387229 0.868330  -1.093  0.27457
ajcc_pathologic_tT3  -1.407315 0.244800 0.787323  -1.787 0.07386
ajcc_pathologic_tT4  -0.850418 0.427236 0.814395  -1.044 0.29638
ajcc_pathologic_tT4a -0.326012 0.721797 0.841378  -0.387 0.69841
ajcc_pathologic_tT4b -0.842628 0.430577 0.961829  -0.876 0.38099

ajcc_pathologic_tTis NA NA 0.000e+00 NA NA

cf_CyclingTA 0.007234  1.007260  0.004509 1.604  0.10863
cf_Stem -0.001582 0.998420 0.003746  -0.422 0.67289
cf_TA2 0.003340  1.003346  0.001260  2.650  0.00805

cf_Immature Goblet  -0.009304 0.990739 0.005125  -1.815 0.06946

coxph model Likelihood ratio test=17.05 on 9 df, p=0.04788, n= 519, number of events= 115
(2 observations deleted due to missingness)

Let pops (ARID1 A wild type) denote the observational distribution of gene expression in ARID1A
WT primary tumors. Let p,p5(ARID1 A mutant) denote the observational distribution of gene ex-
pression in ARIDIA mutant primary tumors, and let 2"/ P14-KO(ARI D1 A wild type) denote
the counterfactually generated gene expression of ARIDIA KO (from Perturb-seq) in ARIDIA
WT primary tumors. In Figure [3] we demonstrate that for every unit increase in the differ-
ence between observed mean gene expression in ARIDIA WT and ARIDIA mutant, that is
tobs(ARID1 A wild type) - pobs (ARI D1 A mutant), the difference between counterfactually gen-
erated mean gene expression of ARID1A KO phenotype in ARIDIA WT tumors and ARID1A mu-
tant tumors, that is ¥ P1A-KC(ARI D1 A wild type) - pobs(ARI D1 A mutant), decreases. This
trend, which is captured by negative correlation between the two axes, is observed at statistically
significant levels in all three primary cancer tumors considered here (BLCA, KIRC and LUAD),
suggesting that the proposed mechanism for generation of ARID1A KO phenotype has been effec-
tive.

Next, we generated counterfactual instances of Colorectal Cancer (CRC) primary tumors expressing
cell states found to be enriched in a limited number of single cell RNA-seq profile of CRC patients
(see Appendix [A.3). Counterfactual generation of cell states in primary tumors could especially be
helpful as bulk RNAseq is more affordable in clinical settings compared to single cell sequencing,
enabling measurements of gene expression and recording rich patient metadata such as survival out-
comes. Therefore, by generating counterfactual instances of tumors expressing specific cell states,
we can test for association of the cell state with patient outcome.

In our CRC example described earlier, we found a group of Transit-Amplifying (TA) cells to be
associated with poor survival (hazard ratio = 1.00, z-score = 2.650, pvalue = 0.008)(Table . Jones
et al.|(2023) reported the presence of colorectal cancer stem cell (CCSC)-like TA cells. The associa-
tion between CCSCs and poor survival is already well known (Hervieu et al.||2021). Merlos-Suarez
et al. (2011) found that TA cells are not associated with relapse but only at border-line significance,
suggesting that the association could have been significant in datasets with larger statistical power.
Collectively, these reports affirm the findings reported in Table [2]

4 DISCUSSION

In this work, we presented a representation learning method based on mechanism sparsity for induc-
ing partial disentanglement with respect to auxiliary variables that are not observed for the samples
in the data. This model is inspired by biological problems related to counterfactual generation and
mechanism transport. We propose to induce disentanglement using realizations of the auxiliary vari-
ables of interest. The realizations are created by Generative- or Experience Replay approaches in
Continual Learning. We learn sparse dependencies between latent factors of the data and realiza-
tions of the auxiliary variables of interest. This enables us to learn the mechanisms that identify the
auxiliary variable and generate counterfactual queries.
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We demonstrated our method on synthetic and biological data. On biological data, we demonstrated
that the proposed method can generate the desired counterfactual instances of cell states and tran-
scriptional signatures in the target data. The simulation experiments flagged potential issues with the
identifiability of the model (up to linear permutations). [Lachapelle et al.| (2024) recently proposed
conditions under which quasi-linear identifiability results could be achieved in the absence of auxil-
iary variables, a similar case to our setting. We, hence, leave the assessment of model identifiability
as the future direction of this work.

CODE AVAILABILITY

The code and notebooks to reproduce the results of this study have been deposited to https:
//zenodo.org/records/11072912under DOI 10.5281/zenodo.11072911.
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APPENDIX

A OVERVIEW OF DATASETS AND BIOLOGICAL ANALYSIS

A.1 DISENTANGLEMENT OF PERTURBATION EFFECTS IN A GENETIC SCREEN

We used the K562 Perturb-Seq dataset from [Replogle et al.| (2022)), which performs CRISPRIi-
mediated knock-down perturbations in chronic myeloid leukemia cell lines. This dataset has un-
dergone some preliminary filtering, which, for example, has already ensured a minimum of 200
genes per cell and at least 3 cells per gene. In total, the dataset includes data from Perturb-seq
screens targeting 2,057 common essential genes. For the purpose of refining our analysis, we fol-
lowed |Lopez et al.| (2023)) and applied a filtering process to keep only essential genes resulting in a
narrowed focus on 1,187 genes.

Further refinement of our analytical dataset involved selecting the 100 most consequential pertur-
bations, determined by cell proliferation outcomes as highlighted in recent findings by Tu et al.
(2024).

We subsequently utilized the adpbulk library to aggregate samples of the top 100 perturbations into
pseudobulk samples. These pseudobulk samples were then employed for the replay mechanism
during the training phase.

The learnable interventions d, = 100 correspond to the number of the most influential perturbations.
For the latent space we took d, = 30 as this provided good results before. Therefore G* has the
dimension dim(G*) = 100 x 30.
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A.2 COUNTERFACTUAL GENERATION OF A SINGLE-CELL GENE KNOCK-OUT IN
PAN-CANCER PRIMARY TUMORS

The human SWI/SNF complexes are chromatin remodelers that regulate DNA accessibility in im-
portant cellular processes such as transcription, replication and DNA repair. The genes encoding
the components of SWI/SNF complexes are mutated in 20%-25% human cancers (Wanior et al.,
2021} |Schick et al 2019). BAF is one of the components of the SWI/SNF complexes. Loss-of-
function mutations in BAF can contribute to cancer initiation and progression. There are currently a
number of drugs that can reduce the viability of BAF-loss mutant cells (Otto et al., [2023). It, there-
fore, could be possible to intervene on cancer initiation or progression by characterising BAF-loss
mutation signatures in transcriptomic profiles of patients.

In the study by |Otto et al.| (2023)), 28 subunits of the SWI/SNF complexes were knocked-out in
single cells from a MOLM 13 cell line, a model system for human blood cancer (AML). Single-cell
gene expression measurements of the perturbed cells were then acquired by single-cell perturba-
tion screen, Perturb-seq. In this work we transferred ARID1A, a subunit of BAF complex fre-
quently mutated in cancers, loss-of-function mutation transcriptional signature from the SWI/SNF
Perturb-seq dataset to primary tumors in three cancer types to generate counterfactual instances
of tumors under a ARIDIA Knock-out (KO) intervention. We then compared counterfactually
generated mean gene expression of ARIDIA-KO in ARIDIA wild type (WT) primary tumors,

ARIPIAKO(ARI D1 A wildtype), to the mean gene expression of primary tumors with known
ARIDI1A mutation, piops(ARID1Amutant)) and assessed if the counterfactual generation shifted
the gene expression to the desired state. The bulk RNA-seq profiles for the primary tumors were
obtained from the Cancer Genome Atlas (TCGA) [1_1 We selected three studies in the TCGA, BLCA
(Bladder Urothelial Carcinoma), KIRC (Kidney renal clear cell carcinoma) and LUAD (Lung ade-
nocarcinoma), where BAF mutations are known to be prevalent. We trained our model to learn latent
targets of 6 perturbed subunits (d, = 6, d, = 30, dim(G*) = 6 x 30) from the BAF complex, that
is ’ARID1A’, ’'SMARCA4’, 'SMARCB1’, 'SMARCC1’, 'SMARCD2’ and "SMARCEL!’ in each
of the TCGA studies and reported counterfactual generation for ARID1A-KO only due to its high
mutation prevalence. The single cell RNA profiles of these perturbations were pseudobulked and
replayed during model training akin to Experience Replay. Counterfactual generation is done by
replacing the target latent variables in the encoding of bulk RNA-seq samples with that of encoded
Experience Replay samples for each perturbation.

A.3 COUNTERFACTUAL GENERATION OF COLORECTAL CANCER SINGLE-CELL STATES IN
COLON CANCER PRIMARY TUMORS AND ASSOCIATION WITH PATIENT SURVIVAL

Colorectal Cancer is well known for extensive and heterogeneous genomic aberrations. The intra-
tumor heterogeneity in CRC presents significant differences in prognoses and responses to treat-
ment. This motivates the study of cellular states that are identifiable in single-cell RNA-sequencing
of a limited number of patients, and transferring them to large patient cohorts where both gene ex-
pression and additional meta data on patient outcome is available to correlate with outcomes such
as relapse, survival or response to treatment. An important note to make is that gene expression
profiles of primary tumors are available predominantly in bulk RNA sequencing, where cellular-
level information is lost, since a bulk measurement is, in a very overly simplified definition, average
expression of genes over all cell types and states. The counterfactual generation of cell states in pri-
mary tumors could especially be helpful as bulk RNAseq is more affordable in clinical settings, and
the transcriptomics readouts are often coupled with rich patient metadata such as survival outcomes.
Therefore, by generating counterfactual instances of tumors expressing specific cell states, we can
test for association of the cell state with patient outcome.

A.3.1 OVERVIEW OF CELL STATE IDENTIFICATION IN THE COLORECTAL CANCER SINGLE
CELL DATA

Following Persad et al.|(2023) and |[Dann et al.| (2022)), we define a cell state as a group of cells which
have homogeneous transcriptional profiles. In this section, we describe the process of identifying
cell states from single cell data, including generation of Generative Replay samples.

'https://www.cancer.gov/ccg/research/genome-sequencing/tcga
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Becker et al.| (2022) contains gene expression measurements from 82,6250 single cells collected
from 72 sampels from 14 healthy individuals, patients with FAPs (Familial Adenomatous Polyposis),
and sporadic CRC patients. We obtain latent representations of cancer and non-cancer single cells
by a single cell-specialized (for single cell count gene expression data) VAE model, called SCVI
(Lopez et al., |2018). We then built a neighbourhood graph on these lower-dimensional embedding
and used Milo (Dann et al.| [2022) to identify cells that are in homogeneous transcriptional state and
statistically significantly abundant in cancer (single cell) samples, which define a cell state. Akin to
Generative Replay, we created instances of the cell states enriched in CRC from the decoder of the
SCVI model. These samples are logCPM- transformed before feeding into the model as the as.

Next, we generated counterfactual instances of these cellular states in colon cancer primary tumors
from the TCGA COAD study. The COAD study in TCGA consists of 521 bulk RNA-seq samples
(521 individuals) and their survival outcomes. We run the model to learn G¢, dimensions 8 x 30, and
the latent interaction variables ~y between cell states (d, = 8) and latent representations (d, = 30)
in the primary tumors from TCGA COAD data. Counterfactual generation is done by replacing
the target latent variables for each cell state in the encoding of bulk RNA-seq samples with that of
encoded Generative Replay samples.

B THE SPIKE-SLAB VAE MODEL

Lopez et al.| (2023) places a spike-slab prior on the latent variables z;, ¢ € {1,--- ,m} learned
through a VAE to define a causal graph over latent variables and interventions (auxiliary variables)
denoted by a. 7" denotes the probability with which the intervention a targets the latent variable :.
¢ encodes as a binary variable if the latent variable ¢ is targeted by the intervention a.

i ~ Beta(1l, k)
v ~ Bernoulli(r{)
zila ~ v Normal(pg, 1) 4+ (1 — ~)Normal(0, 1)
Note here d, = k.

B.1 EVIDENCE LOWER BOUND FOR SPIKE-SLAB VAE

Since the marginal likelihood of the data p(x|a) is intractable, the authors use variational inference
to learn the parameters of the model. They approximate the posterior distribution by using the
mean-field assumption. The mean-field variational distribution is defined as:

7= 11 eGalzn.an) I  a6Pa=d)
ne[N] an€[K],i€[p]

where each g(m{') = dya is represented by a Dirac distribution, each g(v;') follows a Bernoulli
distribution and each ¢(zy, |z, a,, ) follows a Gaussian distribution.

The ELBO is derived as:

logp(X]4) > Eq Zl Dltnzablen) | g~ o PORITERATY)

el q(2n|Tn, an) ac[Ki€lp] a(vf)a(wf)

Using the analytical expressions of the Kullback-Leibler divergence and the simplification of the
Dirac distribution they arrive at:

N

logp(X‘A) ZE? Z Ing(fL'n|Zn) - DKL(q(znlxna an) ||p(2nh/a"))
n=1
— Y. Dxu(q(y}) || Bernoulli(yf")) — log Beta(vy; 1, K)
a€[K],i€[p]

Then they use the Gumbel-sigmoid distribution as a continuous relaxation of the Bernoulli distribu-
tion to apply the reparameterization trick to (7).
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C BASELINES

We compare our model (sVAE-ligr) with comparable generative models: VAE (Kingma & Welling,
2013), B-VAE (Higgins et al.| [2016), iVAE (Khemakhem et al., [2020) and SpikeSlabVAE (Lopez
et al., 2023)).

The architectures of the models used, differ noticeably in the choice of the prior p(z). The standard
VAE and /3-VAE place a normal Gaussian prior on the latent space. The difference being that in /3-
VAE the Kullback-Leibler divergence term in the evidence lower bound is controlled with a scalar
B > 1. For 8 = 1 we have exactly the case of the normal VAE. For 8 > 1 the emphasis lies on
learning statistically independent latent factors. In contrast, iVAE uses a conditional prior p(z|a).
More specifically, it places a factorized exponential family prior on the latent variables, conditioned
on an auxiliary random variable a to generate identifiable representations. The auxiliary random
variable could be class label or a time index. SpikeSlabVAE follows a similar generative process
as iVAE, but uses the spike-slab prior, which is also a conditional prior and can be seen in [B] The
difference to iVAE is that a stochastic binary mask G~ Bernulli(r¢) is applied to the location
parameter via element wise product. If we interpret the mask G®asa graph, we can identify which
latent variables are affected by which intervention a. In addition, the Bernoulli distribution has a
Beta distribution as a hyperprior for the parameters of the Bernoulli parameter 7¢'. The hyperprior
controls the density of the sparsity of the binary mask.

In our model, denoted as sVAE-ligr, we incorporate the spike-slab prior with an innovative extension.
Specifically, we introduce a NN for each cell state, tasked with encoding the generative replay
samples, represented as 7, = NN(&). This encoded information subsequently informs the Beta
hyperprior, parameterized as 7¢ ~ Beta(1, 7).

D EVALUATION METRICS

In our evaluation, we use metrics to examine the disentanglement and the learned causal structures.
Through our simulation, we obtain the ground truth data and the graph G¢, which maps the inter-
ventions to the latent space.

The metrics we use for disentanglement evaluation are the Mean Correlation Coefficient (MCC)
and R?. We use both, the mean Pearson and the mean Spearman coefficients for our analysis. The
MCC is a metric for permutation equivalence and is calculated between pairs of ground truth and
estimated latent space for the best possible permutation, while R? is a metric used to assess the
identifiability of the latent space up to a linear transformation. The metrics precision, recall and
F1-score compare the learned adjacency matrix G with the ground truth G , where all metrics
consider the permutation equivalence of z. High precision means that most of the predicted causal
relationships are accurate, minimizing false positives, whereas high recall means that the model
captures a large proportion of the actual causal relationships, minimizing false negatives. The F1
score is the harmonic mean of both values. A high F1 score is an indication of high precision and
recall. Additionally we also employ the Structural Hamming Distance (SHD). The SHD metric
quantitatively assesses the discrepancy between the learned adjacency matrix, G, and the ground
truth, G* , by counting the number of edge additions or deletions required to transform G into G°.
This evaluation takes the permutation equivalence of z into account, ensuring a fair comparison of
graph structures.

E EXPERIMENTS WITH SYNTHETIC DATA

Here we describe simulation of the synthetic data and grid search parameters used to benchmark our
model against the baselines.

E.1 SIMULATION DETAILS
To generate synthetic bulk gene expression count data, we start by creating single-cell gene expres-

sion count data based on simulated ground truth latent variables. The basic process is taken from
Lopez et al.| (2023)). For each cell type (ncpem, = 80) we generate one to three targets in the latent
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Table 3: Grid search spaces for each baseline.

Hyperparameter space

VAE Nepochs € {100, 300, 500}

betaVAE Nepochs € {100,300, 500}, 5 € {2,4,8,10,30}

iVAE Nepochs € {100, 300, 500}

SpikeSlabVAE Nepochs € {100,300, 500}, a € {0.5,1,10, 60,80, 100}
SVAE-ligr Tepochs € {100,300, 500}, a € {0.5,1,10, 60,80, 100}

space, where p = 15 is the dimension of the embedding, whereas the the affected dimensions are
drawn without replacement from [p] and stored as a binary vector 8,. € {0,1}?. Then we can
calculate the sparse perturbation embedding fq, = (f4q,1," - ; fba,p) and produce single-cell gene
expression data of different cells through the following process:

1 1
Na,i ~ iNormal(-e,O.S) + §N0rmal(e,0.5)

tayi ~ (1= Ba,i)b0 + Ba,iNa,i
2n, ~ Normal(piq, I),

Zng ~ Poisson(l, f9(z,))

e is a scalar quantifying the strength of the perturbation, &y is the Dirac delta distribution with mass
at 0, f9 is a decoder and I,, is the library size fixed to 10°. Zn,q 1s the gene expression of a single
cell n and gene g from which we create the gene expression vector x,, = [Tp1,- - , xn,g].

For each cell, we record the ground truth latent z,, from which it originated. From these single-cell
gene expressions we can subsequently create bulk gene expression count data. Each cell is randomly
assigned a pseudobulk ID, and the cells are grouped based on this ID. We aggregate the expression
data of the selected cells for each pseudobulk sample, summing up the expression levels of each gene
across the cells included in the sample. Furthermore, we compute the mean latent representation for
each pseudobulk sample by averaging the latent features of the cells included in the sample. At the
end, each pseudobulk sample was randomly assigned one of the cell labels from n.pep,.

For training our model, which necessitates replay data, we employ a method akin to that used for
generating single-cell data, with one crucial distinction. Initially, we repurposed the previously cal-
culated sparse perturbation embedding, 1, and follow the same procedure to sample z,,. However,
to better resemble bulk samples, we adjust the library size within the Poisson distribution to 107.
Subsequently, each replay sample is annotated with the appropriate cell label.

E.2 HYPER PARAMETER GRID FOR SIMULATED DATA

We made a hyper parameter grid search for the validation of the models. The search range has been
adapted for our simulated data set and can be found in Table[3] The parameter o denotes the sparse
penalty. We also made a data set for each of the four latent space dimensions d € {5,10,15,20}
and tested our hyper parameter combinations on these data sets. The hyperparameters were selected
using unsupervised disentanglement ranking UDR (Duan et al., 2019).
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