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Abstract

News recommendation aims to match news
with personalized user interest. Existing meth-
ods for news recommendation usually model
user interest from historical clicked news with-
out the consideration of candidate news. How-
ever, each user usually has multiple interests,
and it is difficult for these methods to ac-
curately match a candidate news with a spe-
cific user interest. In this paper, we present
a candidate-aware user modeling method for
personalized news recommendation, which
can incorporate candidate news into user mod-
eling for better matching between candidate
news and user interest. More specifically, we
propose a candidate-aware self-attention net-
work that uses candidate news as guidance
to model candidate-aware global user inter-
est. In addition, we propose a candidate-aware
CNN network to incorporate candidate news
into local behavior context modeling to learn
candidate-aware short-term user interest. Be-
sides, we use a candidate-aware attention net-
work to aggregate previously clicked news
weighted by their relevance with candidate
news to build candidate-aware user represen-
tation. The experiments on real-world datasets
show the effectiveness of our approach in im-
proving news recommendation performance.

1 Introduction

Personalized news recommendation is a critical
technique for online news platforms to improve
user experience (Lin et al., 2014; Garcia Esparza
et al., 2010; Wu et al., 2020a; Zheng et al., 2018;
Wau et al., 2020b; Khattar et al., 2018b). Accurate
modeling of user interest on candidate news is im-
portant for personalized news recommendation (Ge
et al., 2020; Hu et al., 2020b; Santosh et al., 2020;
Wu et al., 2020c; Lee et al., 2020). Many existing
methods first model user interests and candidate
news content separately and then use their repre-
sentations for interest matching (Wu et al., 2019d,¢e;
Qi et al., 2020). For example, An et al. (2019) used
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Figure 1: The matching of candidate news and user in-
terest modeled from previously clicked news.

CNN network for news content modeling and used
a GRU network and ID embeddings to learn user
interest representations from clicked news. They
modeled the relevance between user interests and
candidate news based on the dot product of their
representations. Wu et al. (2019a) applied attention
networks to learn news and user interest represen-
tations. They also performed dot product between
user interest and candidate news representations to
model their relevance. In these methods, user inter-
ests are modeled in a candidate-agnostic way. How-
ever, each user usually has multiple interests (Liu
et al., 2020b), and it may be difficult to accurately
match candidate news with a specific user interest
if candidate news is not considered in user model-
ing (Wang et al., 2018).

Our work is motivated by the following observa-
tions. First, users usually have multiple interests.
For instance, as shown in Fig. 1, we can infer that
the example user is interested in many different
fields, such as politics, music, sports, and travel,
from the news clicked by this user. However, a
candidate news usually only matches a small part
of user interests. For instance, the forth candidate
news only matches user interests in politics, and
it has low relevance to other interests of this user
like music and sports. Thus, it may be difficult to
accurately match the candidate news if candidate



news information is not considered in user mod-
eling. Second, local contexts of users’ news click
behaviors are useful for inferring short-term user
interests. For example, as shown in Fig. 1, we can
infer the user’s recent interests on travel in Wis-
consin from the relatedness between the 12th and
13th news clicks. Third, long-range relatedness
between users’ historical clicks also provides rich
information to model long-term user interests. For
example, we can infer the long-term user interests
in music from the long-range relatedness between
the 5th and 10th clicks. Thus, understanding both
short- and long-term user interests is important for
accurate news recommendation (An et al., 2019).

In this paper, we propose a candidate-aware user
modeling framework for personalized news recom-
mendation (CAUM), which can incorporate candi-
date news information into user modeling for ac-
curate interest matching. We propose a candidate-
aware self-attention network to learn candidate-
aware global user interest representations. It uses
candidate news representation to guide the model-
ing of global relatedness between historical clicked
news. In addition, we propose a candidate-aware
CNN network to learn candidate-aware short-term
user interest representations. It incorporates candi-
date news information into the modeling of local
contexts of click behaviors. Besides, we adopt
a candidate-aware attention network to weight
clicked news based on their relevance with can-
didate news to learn candidate-aware user inter-
est representation for better matching with candi-
date news. Experimental results on two real-world
datasets verify that CAUM can improve the perfor-
mance of user modeling for news recommendation.

The contribution of our paper is three-fold:

(1) We propose a candidate-aware user modeling
method for personalized news recommendation,
which can incorporate candidate news into user
modeling for accurate user and news matching.

(2) We propose a candidate-aware self-attention
network and a candidate-aware CNN network to in-
fer global and short-term user interests from clicked
news with the guidance of candidate news.

(3) Extensive experiments on two real-world
datasets validate the effectiveness of our method.

2 Related Work

Personalized news recommendation plays a criti-
cal role in online news services to help users find
their interested news information and is extensively

studied over years (Konstan et al., 1997; Kompan
and Bielikova, 2010; Wang and Blei, 2011; Bansal
et al., 2015; Wu et al., 2021, 2019c; Lian et al.,
2018; Khattar et al., 2018a). Existing personalized
news recommendation methods usually first model
user interests from historical news clicks, and then
model the relevance between candidate news and
user interests for personalized ranking. For exam-
ple, Okura et al. (2017) proposed to learn user inter-
est representation from clicked news sequence via
a GRU network. They proposed to model the rel-
evance between user interests and candidate news
using the inner product of their representations.
Wu et al. (2019e) proposed to learn user interest
representations from user’s clicked news with a
multi-head self-attention network. They also used
the inner product for matching user interest and
candidate news from their representations. In these
methods, user interests are modeled in a candidate-
agnostic manner. However, users usually have mul-
tiple interests and it may be difficult to accurately
match candidate news if candidate news informa-
tion is not incorporated into user modeling. Dif-
ferent from these methods, CAUM incorporates a
candidate-aware user modeling framework, which
can use candidate news information to guide user
modeling for better interest matching.

Only a few methods consider candidate news
when modeling user interests (Wang et al., 2018;
Zhu et al., 2019; Hu et al., 2020a). For example,
Wang et al. (2018) proposed to use a candidate-
aware attention network to model user interests by
selecting clicked news based on their relevance to
candidate news. Hu et al. (2020a) applied an LSTM
network to process users’ news click sequence and
adopted a candidate-aware attention network to
learn short-term user interest representations. They
also build long-term user interest representations
from a user-news interaction graph via a graph
network. In these methods, candidate news infor-
mation is only used in pooling the clicked news
representation sequence into a unified user interest
embedding via candidate-aware attention. How-
ever, candidate news information is not considered
in modeling the contexts of news click behaviors,
which may not be optimal for understanding user
interests in candidate news. Different from these
methods, our approach uses a candidate-aware self-
attention network to model candidate-aware global
user interests and a candidate-aware CNN network
to model candidate-aware short-term user interests,



which can effectively evaluate user interests in can-
didate news for accurate news recommendation.

3 Methodology

In this section, we first present a formal definition
of the problem studied in this paper, then introduce
the details of our candidate-aware user modeling
(CAUM) approach for news recommendation.

3.1 Problem Definition

Given a target user v and a set of candidate news
{nili = 1,2,..., M}, the task is to predict the
matching score g; measuring user interest on each
candidate news né for personalized news ranking,
where M represents the number of candidate news
in the set. We assume that the user « has /V histor-
ical clicked news, and we denote the i-th clicked
news of this user as ¢;. We assume that each news
n contains three kinds of information, including
news texts, news entities in news texts, and news
topic category. We denote the ¢-th word in the news
texts as w;, the i-th entity as e;, and the topic cate-
gory as v. We denote the length of news texts as I
and the number of entities as F.

3.2 Candidate-aware User Modeling

In general, users usually have multiple interests
and a candidate news only matches a small part
of user interests (Liu et al., 2020b). For example,
Fig. 1 shows that the example user has multiple
interests in different fields, including politics, mu-
sic, sports, and travel. Besides, the first candidate
news can match user interests in music, and it is
irrelevant to other user interests. Thus, incorporat-
ing candidate news information into user modeling
has the potential to match user interests with can-
didate news more accurately. Motivated by these
observations, we propose a candidate-aware user
modeling framework, which can exploit candidate
news to guide user interests modeling. As shown
in Fig. 2, it takes representations of user’s clicked
news [c1, ..., €], and representation of candidate
news n. as inputs, where ¢; is the representation
of the i-th click (News modeling method is intro-
duced in section 3.3.). It contains three major mod-
ules, i.e., a candidate-aware self-attention network
(Candi-SelfAtt), a candidate-aware CNN network
(Candi-CNN), and a candidate-aware attention net-
work (Candi-Att). We will introduce them in detail.

Candi-SelfAtt: lLong-range contexts of news
clicks are usually informative for inferring global

user interests. For example, as shown in Fig. 1,
the 1st click is a political news and the 5th click
mentions Andrew Yang who is a politician. We
can infer the user may be interested in political
news mentioning Andrew Yang from the long-
range relatedness between these two clicks. Be-
sides, long-range behavior contexts usually have
different importance to capture different global user
interests. In Fig. 1, the relatedness between the
Ist click and 5th click can help infer user inter-
ests in politics while the relatedness between the
5th click and 10th click can help infer user inter-
ests in music. Thus, modeling long-range behav-
ior contexts with candidate news information may
better model global user interests to match candi-
date news. Motivated by these observations, we
propose a candidate-aware self-attention network
(Candi-SelfAtt), which can use candidate news in-
formation to guide global behavior contexts model-
ing. The core of Candi-SelfAtt is to adjust attention
weights of behavior contexts via candidate news
to select important ones. First, we apply multiple
self-attention heads (Vaswani et al., 2017) to model
relatedness between the ¢-th click and other clicks:
= ai Wi, 4 =Que, (D)
where fﬁ ; denotes the attention score generated by
the k-th attention head, q; is the query represen-
tation vector of the ¢-th clicked news, Q,, is the
trainable projection matrix, and Wff is parameters
of the k-th attention head. We further use candidate
news information as guidance to select long-range
contexts which are relevant to the candidate news:

b= T Wre;, @, = Q.. (2)

where rfj ; 1s the candidate-aware attention score
generated by the k-th self-attention head, q.. is the
query vector of the candidate news, and Q.. is a
trainable projection matrix. In this way, {rf 5li =
1,..., N} can encode candidate-aware long-range
contexts between the ¢-th clicked news and other
clicks. Then we learn contextual representation lf

generated by the k-th head for the i-th click:

N exp(rF.
=W e ok =
j=1 Zp:l eXp(Ti,p)

3)
where %Ifj is the candidate-aware self-attention
weight of ¢; generated by the k-th self-attention
head, and W’g is the projection matrix of the k-th
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Figure 2: Framework of our CAUM method.

self-attention head. Finally, we learn the global
contextual representation 1; for the ¢-th click by
contacting its representations generated by all self-
attention heads: 1; = [I};12; ...;1X], where K is the
number of self-attention heads, [ -] represents the
concatenation operation. Similarly, we can learn
the global contextual representations for all user’s
clicked news [l, 1o, ...,15]. These global contex-
tual representations of news clicks can effectively
encode candidate-aware global user interests.
Candi-CNN: Besides global user interests, short-
term user interests are also important for matching
candidate news (Hu et al., 2020a; An et al., 2019).
Short-term user interests can usually be effectively
modeled from local contexts between adjacent user
behaviors (An et al., 2019). For example, as shown
in Fig. 1, we can infer recent user interests on the
travel in Wisconsin from local relatedness between
12th click and 13th click. Similarly, incorporat-
ing candidate news information into local behavior
contexts modeling has the potential to better model
short-term interest in candidate news. Thus, we pro-
pose a candidate-aware CNN network, which can
capture local contexts between adjacent clicks with
candidate news information. We apply multiple fil-
ters to capture the potential patterns between local
contexts of adjacent clicks and candidate news:

S; = Wc[ci—h§ R U “4)

3 Cith; nC] )

where s; represents local contextual representa-
tion of the i-th click, 2h + 1 is the window size
of the CNN network, and W, represents param-
eters of filters in the Candi-CNN network. Sim-
ilarly, we can learn local contextual representa-
tions [s1, 82, ..., 7] of all clicked news. These local
contextual representations of clicked news encode
candidate-aware short-term user interests. Then,
we learn unified contextual representation m; for
the i-th click based on the aggregation of 1; and s;:
m; = P,,[s;;1;], where P,, is the projection matrix.

Candi-Att: The importance of clicked news for
modeling user interest in the candidate news are
usually different. For example, Fig. 1 shows only
12th click and 13th click are informative for mod-
eling user interests in travel, while other clicked
news are not. Thus, we apply a candidate-aware
attention network to model the importance of dif-
ferent clicked news based on their relevance with
the candidate news n.:

¢ iy e
o op@mng)

321 exp(@(my, n))

where «; is the attention weight of the i-th click,
®(-,-) denotes a two-layer dense network for rele-
vance measuring. We further learn the candidate-
aware user interest representation u by aggregat-
ing contextual representations of clicks: u

)



Zf\i 1 a;my. In this way, the candidate-aware user
interest representation u can accurately model user
interests for matching the candidate news n..

3.3 News Modeling

We design an effective news modeling method
based on previous works since proposing a new
news model is not the focus of our paper. As shown
in Fig. 2, we model news content from news in-
formation of three views. First, we model news
content from news texts. Motivated by Wu et al.
(2019e), we apply a word embedding layer and a
word multi-head self-attention (MHSA) network to
model semantic information of news texts. Then
we adopt a word attention network to learn text rep-
resentation t for a news n. Second, we model news
content from entities of news texts with the help of
a knowledge graph. Following Liu et al. (2020a),
we utilize an entity embedding layer to enhance
knowledge information of the model and use an en-
tity MHSA network to capture relatedness among
entities. Besides, we apply an entity attention net-
work to build entity representation e. Third, we
also exploit news topic v to better understand news
content. Following Wu et al. (2019a), we derive
embedding of news topic via a topic embedding
layer and apply a topic dense network to learn topic
representation v. Finally we obtain news represen-
tation n by aggregating representations of different
news information: n = W, [t; e; v], where W,, is
the projection matrix.

3.4 Interest Matching

Based on the news modeling and candidate-aware
user modeling method, we can learn representation
n. of candidate news n., and the corresponding
candidate-aware user interest representation u. Fol-
lowing previous works (An et al., 2019; Wu et al.,
2019e), we calculate the matching score % to mea-
sure user interest in candidate news via the inner
product of their representations: §y = n. - u. The
matching scores are further used to rank and rec-
ommend different candidate news.

3.5 Model Learning

Motivated by Wu et al. (2019d), we adopted BPR
loss (Rendle et al., 2009) for model learning:

H
_ 1 o
L= Hglogqﬁ(yi g, (6)

where L is the loss function, H is the size of train-
ing dataset, ¢ is the sigmoid function, §? and §!" is

MIND NewsApp
# News 161,013 1,126,508
# Users 1,000,000 50,605
# Topic Categories 18 28
Avg. # clicks of a user 24.2 19.4
Avg. # words in news title 11.78 11.90
Avg. # entities in news title 2.86 0.99

Table 1: Statistics of MIND and NewsApp.

the interest matching score of the -th positive and
negative sample. We randomly sample a negative
sample (non-clicked news) for each positive sample
(clicked news) from the same news impression.

4 Experiment

4.1 Dataset and Experimental Settings

We conduct extensive experiments on two real-
world datasets to demonstrate the effectiveness of
CAUM. The first one is MIND, a public dataset
constructed by user logs on Microsoft News plat-
form (Wu et al., 2020d). The second one is News-
App, consisting of user logs collected from an
anonymous news feeds app from January 23 to
April 01, 2020 (13 weeks)!. It contains 100,000
and 10,000 impressions randomly selected from
the first ten weeks to construct the training and
validation set, and 100,000 impressions randomly
selected from the last three weeks to construct the
test set. We use clicks before time of news impres-
sion to construct users’ click history. Table 1 shows
more detailed information on these two datasets.
Next, we introduce all hyper-parameters of
CAUM and experimental settings. For data pro-
cessing, we use the first 30 words and 10 entities
in news titles for modeling news content. Be-
sides, we use the most recent 50 clicked news
to model user interests. In CAUM, dimensions
of both news and user interest representations are
set to 400. For user modeling, Candi-SelfAtt con-
tains 20 attention heads, and output vectors of each
head are 20-dimensional. Besides, the query pro-
jection matrices, i.e., Q, and Q,, generate 400-
dimensional vectors. Candi-CNN contains 400
filters and window size is set to 3. Candi-Att is
implemented by a two-layer dense network with
128-dimensional hidden vectors. For news model-
ing, 300-dimensional glove word embeddings, 100-
dimensional TransE entity embeddings, and 100-
dimensional random topic embeddings are used for
initialization and fine-tuned in experiments. Word

IThis dataset will be publicly released.



MIND NewsApp
AUC MRR nDCG@5 nDCG@10 AUC MRR nDCG@5 nDCG@10
GRU 65.69+0.15 31.4740.06 33.96+0.07 39.70+0.07 | 63.23+0.37 27.83+£0.26 31.84+0.31 37.414+0.34
NAML 66.49+0.19 32.384+0.13 35.17+0.15 40.84+0.14 | 64.524+0.35 29.02+0.20 33.35£0.30 38.90+0.33
NPA 66.56+0.18 32.4240.10 35.20+0.11 40.87+£0.13 | 64.394+0.14 28.93+0.10 33.31+0.11 38.83+0.11
NRMS 68.04+£0.20 33.314+0.07 36.23+0.15 41.92+0.12 | 65.36+0.28 29.47+0.21 33.96+0.27 39.49+0.19
LSTUR  68.36+0.22 33.30+£0.11 36.30+0.16 42.00+0.14 | 65.18+0.23 29.28+£0.21 33.71+0.23 39.284+0.22
KRED 67.73£0.13  32.874+0.11 35.814+0.13 41.43+£0.15 | 65.45+0.14 29.56+0.09 34.11£0.11 39.65+0.12
DKN 66.32+0.18 32.13+0.14 34.86+0.13 40.47+£0.18 | 62.86+£0.37 28.00+0.23 32.124+0.29 37.68+0.28
HiFi-Ark  67.93£0.25 32.87£0.07 35.77+0.08 41.474+0.10 | 64.91+0.15 29.104+0.12 33.52+0.18 38.98+0.14
FIM 67.84+£0.12 33.264+0.06 36.18+0.10 41.86+0.11 | 65.394+0.10 29.63+0.11 34.14+0.12 39.60+0.10
GNewsRec 68.36+£0.22 33.41£0.10 36.36+0.13 42.01+0.14 | 65.31+0.22 29.404+0.14 33.92+0.16 39.48+0.16
CAUM  70.04+0.08 34.71+0.08 37.891+0.07 43.57+0.07 | 66.44+0.07 30.07+0.10 34.69+0.12 40.23+0.10

Table 2: Performance of different methods on MIND and NewsApp datasets. T-test on these results verify that
performance improvement of our CAUM method over other baseline methods is significant at level p < 0.001.

and entity transformer networks output 400- and
100-dimensional representations, respectively. We
train CAUM 3 epochs via Adam (Kingma and Ba,
2015) with 5 x 107> learning rate. Besides, we
apply dropout (Srivastava et al., 2014) to allevi-
ate overfitting. All hyper-parameters of CAUM
and other baseline methods are selected based on
the validation dataset by manual tuning.> Follow-
ing previous works (An et al., 2019; Wu et al.,
2019a), we adopted AUC, MRR, nDCG@5, and
nDCG @10 for evaluation.

4.2 Performance Comparison

We compare CAUM with several state-of-the-art
baseline methods: (1) GRU (Okura et al., 2017):
modeling user interests from user’s clicked news
via a GRU network (Cho et al., 2014). (2)
DKN (Wang et al., 2018): proposing a candidate-
aware attention network to learn user represen-
tations. (3) NAML (Wu et al., 2019a): building
user representations via an attention network. (4)
NPA (Wu et al., 2019b): proposing a personalized
attention network to model user interests. (5) HiFi-
Ark (Liu et al., 2019): learning user representa-
tions from multiple archives of user interests via a
candidate-aware attention network. (6) LSTUR (An
et al., 2019): modeling short-term user interests
from user’s recent clicked news via a GRU network
and long-term user interests via user ID embed-
dings. (7) NRMS (Wu et al., 2019¢): employing
a multi-head self-attention network to learn user
representations. (8) KRED (Liu et al., 2020a): mod-
eling news content from news title and entities via
a knowledge graph attention network. (9) GNews-
Rec (Hu et al., 2020a): modeling short-term user in-
terests from clicked news sequence via a GRU net-

2We uploaded our codes in the submission system and will
publicly release them on GitHub.

work and a candidate-aware attention network, and
long-term user interests from a user-news graph.
(10) FIM (Wang et al., 2020): utilizing a CNN net-
work (LeCun et al., 1998; Kim, 2014) to model user
interests in candidate news from text similarities
between clicked news and candidate news.

Each method is trained and evaluated 5 times.
We list average performance and standard devia-
tions in Table 2, from which we have several ob-
servations. First, we find that CAUM can signifi-
cantly outperform other baseline methods which
model user interests in a candidate-agnostic man-
ner, such as NRMS, LSTUR and KRED. This is
because users usually have multiple interests and a
candidate news usually only matches a specific user
interest. Modeling user interests in a candidate-
agnostic manner makes these methods cannot ef-
fectively capture user interests that are relevant to a
specific candidate news, and maybe sub-optimal for
the interest matching. Different from these meth-
ods, CAUM exploits candidate news information to
guide the modeling of user interests from clicked
news and their contexts, which can better match
user interests and candidate news.

Second, our CAUM method also outperforms
baseline methods with candidate-aware attention
network, such as DKN, HiFi-Ark GNewsRec. This
is because different contexts of user’s news clicks
usually contain various clues to infer different user
interests. Incorporating candidate news informa-
tion into the behavior contexts modeling can help
capture more relevant user interests for matching
the candidate news. However, in these methods,
user behavior contexts are ignored (e.g., DKN) or
modeled in a candidate-agnostic way (e.g., HiFi-
Ark), which are sub-optimal for modeling user in-
terests in the candidate news. Different from these
methods, in CAUM we propose a candidate-aware



AUC MRR nDCG@5 nDCG@I10

NAML 67.90+£0.10 32.89+0.09 35.874+0.13 41.53+0.14
GRU 68.46+0.18 33.48+0.12 36.461+0.13 42.15+0.14
LSTUR  68.53+0.23 33.444+0.08 36.42+0.14 42.13+0.14
NRMS 68.46+0.20 33.42+0.07 36.451+0.10 42.13+0.13
DKN 68.07+0.16 33.474+0.09 36.504+0.12 42.16+0.10
HiFi-Ark  68.39+0.18 33.60+0.09 36.644+0.14 42.28+0.12
GNewsRec 68.37£0.19 33.31£0.06 36.27+0.08 41.96+0.11
CAUM 70.04+0.08 34.71+0.08 37.894+0.07 43.57+0.07

Table 3: Performance of user modeling methods.

self-attention network to use candidate news infor-
mation as guidance to capture long-range contexts
of user’s historical clicks. Besides, we also propose
a candidate-aware CNN network to capture local
contexts of clicks with candidate news information.

4.3 Effectiveness of User Modeling

To compare CAUM with other user modeling meth-
ods more fairly, we evaluated their performance
with the same news modeling method of CAUM
introduced in section 3.3. Due to space limita-
tion, we only show results on MIND in the follow-
ing sections. As shown in Table 3, first we find
that CAUM can significantly outperform baseline
methods which model user interest in a candidate-
agnostic manner. This further validates that model-
ing candidate-agnostic user interests is not optimal
for interest matching. CAUM which uses candidate
news information to guide user modeling can better
match candidate news. Second, we find that CAUM
significantly outperforms baseline methods with
candidate-aware attention network. This further
validates that incorporating candidate news infor-
mation into behavior contexts modeling is benefi-
cial for matching user interests and candidate news.
CAUM can effectively use candidate news informa-
tion as guidance to capture contexts of user’s clicks
via Candi-SelfAtt and Candi-CNN.

4.4 Ablation Study

We conduct an ablation study to verify the effective-
ness of Candi-SelfAtt and Candi-CNN by adding
them to the base model of CAUM (named Base).
Base is a variation of CAUM that replaces Candi-
SelfAtt, Candi-CNN and Candi-Att network with
self-attention, CNN, and attention network individ-
ually. Results are shown in Fig. 3 and we have
several findings. First, adding Candi-SelfAtt signif-
icantly improves the performance of Base. This is
because different long-range behavior contexts usu-
ally contain various clues to infer different global
user interests. However, the self-attention network
models global user interests from behavior contexts
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Figure 3: Ablation study of CAUM.

in a candidate-agnostic manner, which may be sub-
optimal for further matching candidate news. Dif-
ferently, Candi-SelfAtt can capture global user in-
terests that are informative for matching the candi-
date news from long-range contexts of news clicks.
Second, combing Candi-CNN with Base also has
much better performance. Similarly, this is because
modeling local behavior contexts with candidate
news information is beneficial for short-term inter-
est matching. CNN network is candidate-agnostics
and maybe sub-optimal for modeling user inter-
est in news. Differently, Candi-CNN can exploit
candidate news information to capture local behav-
ior contexts and model short-term user interest in
candidate news. Third, CAUM outperforms both
Base+CandiCNN and Base+Candi-SelfAtt. This is
because user interest is usually composed of short-
and long-term interest (An et al., 2019). Candi-
CNN can only capture short-term user interest and
Candi-SelfAtt mainly focus on capturing long-term
user interest. Thus, combining them in CAUM can
model user interest more accurately.

4.5 Analysis on Model Efficiency

We will present some efficiency analysis and com-
parisons on CAUM and other user modeling meth-
ods. First, in Table 4, we show time complexities
of CAUM and candidate-agnostic methods for cal-
culating matching scores of M candidate news for
a user.> A notable result is that although CAUM
needs to calculate different user representations
for different candidate news, the time complexity
of CAUM is not M times that of other methods.
This is because, in CAUM, many operations only
need to be performed once for different candidate
k

news such as calculating self-attention scores 7;';

between different clicked news. Thus, by avoiding

3These methods can directly exploit news representations
calculated in advance.
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Figure 4: Efficiency comparisons of different methods. Top 3 news recommended by CAUM
1 sports Bold predictions for Week 12 in college football.
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Table 4: Method time complexity (multiplication op-
eration) of calculating matching scores of M candidate
news. News and user representation are d-dimensional.

executing duplicated calculations, the efficiency
of CAUM can be significantly improved. Besides,
in general, the number of candidate news M is
usually in a small scale (e.g., 100) in real-world
recommender systems and it is comparable with
the number of users’ clicked news N used for in-
terest modeling (e.g., 50)*. Thus, in practical set-
tings, CAUM can achieve comparable time com-
plexity with NRMS. In addition, although GRU and
LSTUR have smaller time complexity than NRMS
and CAUM, it is difficult to speed up these RNN
based methods via parallel computations and they
usually cost more time in real applications.

Second, as shown in Fig. 4, we compare run-
ning time 7' of different methods for calculat-
ing matching scores of M candidate news for
100,000 users. Different methods are executed in
the same experimental environment (a Nvidia 1080
Ti GPU). We find that CAUM can achieve compa-
rable speeds with many candidate-agnostic meth-
ods (e.g., NAML and NRMS) and outperform some
candidate-agnostic methods (e.g., LSTUR). These
results further verify that the efficiency of CAUM
is satisfied like candidate-agnostic methods.

4.6 Case Study

As shown in Fig. 5, we conduct a case study to
show the superiority of CAUM over candidate-
agnostic methods. We compare the top 3 news
recommended by CAUM and the most effective
candidate-agnostic method in Table 3, i.e, LSTUR
to a randomly sampled user in the same news im-

*In real applications candidate news are a small number of
news recalled from a large-scale news database.

Figure 5: Case study. The clicked news in the randomly
selected news impression is in purple and italic.

pression. Fig. 5 shows that the user has multiple
interests in different fields, such as sports, politics,
and lifestyle. However, top news ranked by LSTUR
are dominated by news on sports but the user did
not click any of them. This is because LSTUR mod-
els user interests in a candidate-agnostic way and
is hard to accurately match candidate news with
a specific user interest. In addition, news recom-
mended by CAUM can comprehensively cover user
interests and the user clicked one of them. This
is because CAUM can exploit candidate news in-
formation to guide the modeling of user interests,
which is beneficial for accurate interest matching.

5 Conclusion

In this paper, we propose a candidate-aware user
modeling framework for personalized news rec-
ommendation, which can incorporate candidate in-
formation into user modeling for more accurate
interest matching. More specifically, we propose a
candidate-aware self-attention network to exploit
candidate news information as guidance to model
global user interests in candidate news. Besides, we
also propose a candidate-aware CNN network to
incorporate candidate news information into local
click behavior contexts modeling to match short-
term user interests with the candidate news. In
addition, we apply a candidate-aware attention net-
work to build a unified user interest representation
for matching candidate news by selecting impor-
tant clicked news based on their relevance with
candidate news. Extensive experiments on two real-
world datasets validate the effectiveness of CAUM
and demonstrate that our method can significantly
outperform many baseline methods and improve
the accuracy of user modeling.
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