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Abstract

The crucial role of convolutional models, both as standalone vision models and
backbones in foundation models, necessitates effective acceleration techniques.
This paper proposes a novel method to learn semi-structured sparsity patterns for
convolution kernels in the form of maskings enabling the utilization of readily
available hardware accelerations. The approach accelerates convolutional models
more than two-fold during inference without decreasing model performance. At
the same time, the original model weights and structure remain unchanged keeping
the model thus easily updatable. Beyond the immediate practical use, the effect of
maskings on prediction is easily quantifiable. Therefore, guarantees on model pre-
dictions under maskings are derived showing stability bounds for learned maskings
even after updating the original underlying model.1

1 Introduction

The increasing complexity of deep learning models [21], their deployment in applications [5], and
the adoption of reflection incurring several inference passes per query, e.g., as in the O1 models from
the GPT family [3], shifts the relative amounts of resources spent during the model lifetime from the
training to the inference stage [7, 35]. It therefore becomes imperative to make models more efficient
[46]. One way of achieving this is by spending a comparatively small, additional share of resources
during training to learn a one-time modification of the model that lowers the model’s inference
and thus lifetime cost [30, 40]. First and foremost, such a modification is effective if it decreases
the model’s computational and time cost at a relatively low additional training overhead while not
affecting the prediction performance of the model negatively [22]. Additionally, there are other
desirable properties of such one-time modifications: From an application perspective the achievable
gain in efficiency is only useful if it can be leveraged easily, a well-known challenge, e.g., with
sparsifying models [8, 15]. Taking into consideration the increasing popularity of large, expensive
to train, foundation models [16] or models employed in an online setting subject to continuous
updates the proposed change should not affect the possibility to update the model, e.g., by changing
the weights or architecture underlying the model. Ideally, if such a model is updated, the learned
modification can even be reused under the constraint of the magnitude of change imposed by updating
the model.

Semi-structured sparse maskings satisfy the above properties by replacing the dense matrix operations
usually required during inference by cheaper and faster operations on semi-structured sparse matrices
[4]. While many works have demonstrated that sparse (pruned) submodels can solve the same task at
almost no loss of performance [2, 26] the sparsity of the models does not necessarily have to adhere
to a specific pattern making it difficult to turn theoretically obtained computational speedups by
saving on data loading and computational operations into practical efficiency gains [14]. Regular
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patterns are more “machine-friendly” inducing the desired efficiency a priori but limiting the choices
for the sparse patterns, which thus need to be chosen carefully with the goal of minimizing the loss of
inference performance in mind.

This paper proposes a novel method of learning regularly sparse masking patterns for convolutions,
key building blocks for state-of-the art Computer Vision (CV) models [25] and foundation models
building on CV models as their backbone [38]. The proposed method

• shows how to effectively use readily available hardware accelerations for semi-structured
sparse matrices in convolution kernels to accelerate inference,

• outperforms available heuristics for semi-structured sparsity showing that semi-structured
sparsity masks can be learned with a fraction of the original training resources while
incurring a negligible performance loss in CV classification tasks,

• provides the additional advantage of not changing the original set of trained weights keeping
models updatable and rendering the method especially attractive for use in large models,
e.g., foundation models and in online settings,

• induces an easily quantifiable change to the model’s prediction behavior and thus lends itself
to settings where hard guarantees on model predictions are of interest.

In the following section the adoption of semi-structured sparsity and sparsity in convolutional
models are addressed. Section 3 of the paper covers modeling semi-structured sparsity in general, in
convolutional models, and the theoretical implications of such model alterations in inference. The
results of empirically testing the method on widely used convolutional architectures are presented in
Section 4 followed up by a discussion of the method presented and a conclusion.

2 Related Work

In the following the notion and adoption of semi-structured sparsity is introduced. Then, the
implications on prediction performance and the computational challenges of sparsifying Convolutional
Neural Networks (CNNs) are highlighted.

Semi-Structured Sparsity Semi-structured sparsity to accelerate network inference has been
introduced in [37] as N:M-sparsity requiring N out of M elements of a contiguous block to be zero
(s. a. 3.1). Beyond the general case of N:M sparsity, the practically interesting special case of 2:4
sparsity has been considered in more detail [17, 18] in which exactly half of the weights are pruned
as illustrated in Figure 1. This setting enables hardware acceleration via NVIDIA sparse tensor cores
available from the NVIDIA Ampere architecture on via the TensorRT v8.0 library [36]. Since half the
elements are zeroed out and thus negligible, the amount of data to load from memory is almost halved
with the number of Floating Point Operations (FLOPs) needed to conduct an operation on the sparse
matrix also decreasing, e.g., linearly for addition and element-wise operations and super-linearly for
multiplication, decomposition etc. [44]. This way 2:4 sparse matrix operations compute the same
effective operation while reducing the time needed by a factor of two [36]. The difficulty in turning
a dense matrix into a 2:4 sparse matrix, however, lies in selecting the most useful two of the four
weights in each quadruple. To this end [37] propose a permutation regime that allows for preserving
the weights based on magnitude and assess the found pattern via a scoring mechanism, the efficacy
score. The functionality is available via NVIDIA’s Apex library [33]. Notably, pruning via Apex
requires finetuning the network again after pruning to achieve an inference performance comparable
to that of the dense network in CV tasks, e.g., classification [36, 37], and therefore changes the
original pretrained weights.

Sparsity in CNNs The state-of-the-art performance of CNNs in image-based and other tasks comes
at the cost of a large memory footprint and computational cost. Pruning to obtain sparse networks is
therefore a popular technique to decrease the computational and storage cost of deep neural networks
[2]. Pruning techniques include magnitude-based pruning [12], iterative pruning [42], and dynamic
pruning [24]. Although theoretically any sparsity reduces the computational costs of such networks,
irregularity in the sparsity patterns makes it difficult to map the required computations to (parallel)
processor operations [19]. Even extremely high levels of (irregular) sparsity, i.e., > 97%, often yield
no inference acceleration suffering from lack of library support [8, 41]. As visualized in Figure 2, in
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Figure 1: A 2:4 sparse matrix of floating point values – obtained from a dense matrix and a sparse bit
mask – and its equivalent structured representation containing only the non-zero entries and a 2-bit
index preserving the structure taking up roughly only half the space.

the case of CNNs different granularities of sparsity emerge naturally with more regular patterns being
more “machine-friendly” effectively inducing smaller, still dense models [14]. Structured pruning
approaches pruning filters or even entire channels at once [23, 31, 32], however, quickly deteriorate
prediction performance [10, 28, 29]. This motivates semi-structured sparsity, a fine-grained yet
structured sparsity pattern, to maintain a large degree of freedom in the selection of sparsity patterns
to not impede performance while also observing some (machine-)usable regular structure.

Irregular Regular

fine-grained sparsity vector-level sparsity kernel-level sparsity filter-level sparsity

Figure 2: Different levels of granularity in a 4D-tensor as used in 2D-convolutions of multi-channel
inputs with several filters; although the same number of weights is retained and pruned across all
levels of structure the ease of processing increases as structure increases but limits the number of
possible patterns at the same time.

3 Methods

In the following, the concept of modeling semi-structured sparsity in a network architecture and its
effects on classification are introduced. Then, its application to convolutions is detailed out.

3.1 Modeling Semi-Structured Sparsity

N:M sparsity divides a matrix into non-overlapping blocks of M contiguous elements requiring that
N of these elements be zero as these elements can subsequently be ignored in many matrix operations,
e.g., addition or multiplication. There are exactly n = (M −N)!/N ! ways of choosing N of the
M elements without replacement and ignoring permutations, yielding n unique sparsity patterns.
Selecting one of the n patterns can be modeled via a categorical variable z with class probabilities
π1, ..., πn s.t. each probability denotes the probability of selecting the corresponding N:M sparsity
pattern. Sampling the choice vector z, a n-dimensional one-hot vector on the simplex ∆n−1, from
such a categorical distribution can be performed efficiently via the Gumbel-Max trick [11]

z = onehot(argmax
i

[gi + log πi]) (1)

where gi ∼ Gumbel(0, 1). Aggregating all n N:M sparsity patterns as column vectors in a pattern
matrix D ∈ {0, 1}N×n allows for constructing the (row major) semi-structured sparse mask M of
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dimensions h×Nw with h,w ∈ N from one-dimensional block entries sampled from independent
categorical distributions.

M =

(
bT . . .
...

. . .

)
∈ {0, 1}h×Nw where b = Dz ∈ {0, 1}N , z ∼ Categorical(π1, ..., πn) (2)

Since the argmax operator employed to sample z according to (1) is discrete and thus not differen-
tiable this method cannot be used directly in a neural network to optimize the parameters (πi)i∈[n]

via backpropagation. Instead a differentiable approximation is constructed by replacing the argmax
operator with a softmax. The choice vector z can now be drawn as follows

zi =
exp((gi + log πi)/τ)∑
k exp((gk + log πk)/τ)

(3)

yielding a Gumbel-Softmax (GS) distribution [20] over the n choices additionally parameterized by
the temperature parameter τ . While not identical to a categorical distribution, the GS distribution
approximates a categorical distribution over the choices for small temperature values, e.g., τ = 0.1.
This distribution allows for expressing the gradient as a deterministic function of the choice weights π
and an independent source of random noise and thus gradient propagation through the stochastic node
[20]. By updating the class probabilities in the distribution in respect to the classification objective
the choice weights can be optimized for the classification task and the optimal choice is selected.
After convergence the choice weights are frozen and the inference bit mask is obtained by sampling
the blocks one final time from the GS distributions yielding the sparse bit mask. An element-wise
multiplication of the bit mask with the dense weight matrix results in the desired semi-structured
sparse matrix and, by extension, CNN.

3.2 Effects of Maskings on Classifier Class Predictions

Understanding how sparsity-inducing maskings affect a classifier’s predictions is crucial to effectively
trade off inference acceleration and potential performance inhibitions. The following Lemma contains
the classifier definition and states a useful property. This definition is used in all subsequent theoretical
results and models the architectures considered for experiments closely. All proofs in this section are
deferred to Appendix A.

Lemma 3.1. Let f(x) = (softmax ◦ fd ◦ ... ◦ f1)(x) be a compositional classifier of depth d with
fi(x) = σ(Wix+ bi) predicting the class probabilities of an input sample x ∈ X across c classes.
Let σ be a non-linear element-wise activation function and L-Lipschitz. Then f(x) is Lf -Lipschitz
with Lf ≤ Ld

∏
i ∥Wi∥. Let such a classifier be a compositional (Lf -)Lipschitz classifier.

Let the labels be one-hot elementary vectors ei ∈ Rc and let λ(ỹ) = mini ∥ỹ − ei∥∞ be the function
discretizing the classifier’s probability prediction ỹ ∈ Rc,

∑
i ỹi = 1, 0 ≤ ỹi ≤ 1 ∀i into a class

prediction. Given a prediction ỹ ∈ Rc by a classifier f(x) on a sample x ∈ X let the confidence
0 ≤ γf (x) ≤ 1

2 + ϵ, ϵ > 0 of a classifier be defined as the minimum change minδ∈Rc ∥δ∥∞ s.t. ỹ+ δ
is a valid probability vector and λ(ỹ) ̸= λ(ỹ + δ). Intuitively, this minimum change vector shifts
the probability mass from the class with the highest probability to the class with the second highest
probability to change the discretized class prediction λ(·) with a minimal shift. Let W be any weight
matrix in a classifier and ∆W an additive perturbation of the weights yielding W ′ = W +∆W . Let
a classifier be stable in respect to a perturbation and a given sample x if the perturbation doesn’t
affect the classifiers prediction on x, i.e., λ(fW (x)) = λ(fW ′(x)).

Lemma 3.2. Let W be any weight matrix in a compositional (Lf -)Lipschitz classifier f(x) and ∆W
an additive perturbation of the weights yielding W ′

j = Wj +∆W and a perturbed compositional
classifier f ′(x). Then f ′(x) is Lf ′ -Lipschitz with Lf ′ ≤ Lf + L ∥∆W∥

∏d
i=1,i̸=j ∥Wi∥.

A masking of a matrix W , i.e., zeroing out some (or all) of the entries, can be modeled as an element-
wise product of the matrix W with a bit mask B. However, any masking can always equivalently be
described as an additive perturbation. Let µ(B,W ) be the masking function yielding this additive
perturbation.

Lemma 3.3. For any bit mask B and a matrix W the additive perturbation ∆W = µ(B,W ) s.t.
W +∆W = B ⊙W always exists and fulfills ∥∆W∥∞ ≤ ∥W∥∞. The bound is tight.
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The model of a compositional classifier from Lemma 3.1 yields the following result guaranteeing
stability of the classifier as a function of the perturbation and prediction confidence.
Lemma 3.4. Let Wj be the j-th weight matrix in a compositional Lipschitz classifier f(x) and ∆Wj

an additive perturbation of the weights W ′
j = Wj + ∆Wj . Then the classifier is guaranteed

to be stable in respect to such a perturbation and a sample x predicted with a confidence of
γf (x) > Ld ∥∆W∥ ∥x∥

∏d
i=1,i̸=j ∥Wi∥.

Combining the statements made in Lemma 3.4 above with the reformulation of maskings of weights
as additive perturbations from Lemma 3.3 yields the following result left without proof.
Lemma 3.5. Let Wj be the j-th weight matrix in a compositional Lipschitz classifier f(x) and
∆Wj = µ(B,W ) an additive perturbation of the weights W ′

j = Wj +∆Wj induced by any masking
B. Then the classifier is guaranteed to be stable in respect to such a perturbation and a sample x

predicted with a confidence of γf (x) > Ld ∥x∥
∏d

i=1 ∥Wi∥

The looser bound in Lemma 3.5 addresses the general case in which any masking is considered and
thus a worst case assumption. For a specific masking or a constrained class of maskings a tighter
bound as in Lemma 3.4 can be derived. Lastly, consider the case in which one such specific masking
has been learned for a classifier, which has since been updated, e.g., due to new data available.
Applying the same masking to the updated classifier yields the following bound.
Lemma 3.6. Let Wj be the j-th weight matrix in a compositional Lipschitz classifier f(x), ∆Wj =
µ(B,W ) an additive perturbation of the weights W ′

j = Wj + ∆Wj induced by any masking
B yielding the masked classifier f ′(x). Let the update Uj be an additive perturbation of the
weights Vj = Wj + Uj yielding the updated classifier fU (x). Then the masked and updated
classifier f ′

U (x) obtained from applying the mask B to the updated weight matrix Vj is guaranteed
to be stable in respect to a sample x predicted with a confidence of γf (x) > Ld (∥Wj∥∞ +

∥Uj∥∞) ∥x∥∞
∏d

i=1,i̸=j ∥Wi∥∞.

Statements of the kind made above are always theoretical in nature and gauge worst case effects of
alterations of a model on the considered outcome. The weak, yet tight, bound on the norm of additive
perturbations obtained from masking weights propagates through subsequent statements and thus
limit the obtainable guarantees. As the results in the following section of the paper show, however,
applying the proposed method yields highly promising results in application.
Furthermore, the bounds obtained from above should be considered useful in two regards. Firstly,
they yield an easily quantifiable estimate of what can still be guaranteed when applying the proposed
method of introducing semi-structured sparsity to a model via maskings. In fact, commonly used
regularization techniques such as weight decay or norms on weights in loss functions directly yield
smaller bounds on the norms of the mask-induced perturbations. Secondly, understanding in what
ways sparse masks affect model performance can guide a practitioner to develop heuristics that
minimize the downside effect on (guaranteed) model performance, e.g., by specifically masking
weights of low magnitude and by bounding the maximum magnitude of weights to be masked.

3.3 Semi-Structured Sparse Convolutions

Since CV models commonly rely on two-dimensional convolutions to process the (image) inputs, the
application of semi-structured sparsity on convolutions is illustrated in two dimensions. The method
extends to other dimensions in an analogue fashion. A discrete two-dimensional convolution with
a kernel H ∈ Rcin×h×w convolves an input tensor X ∈ Rcin×b×d into an output tensor y ∈ Rb×d

assuming zero padding. In the below formulation the functions f and g handle the padding for invalid
combinations of input values, i.e., out of range values, else return the sum of the two input values:

yij =

cin∑
c=1

w∑
u=1

h∑
s=1

HcusXcf(i,u)g(j,s) (4)

Usually such a convolution is conducted with cout kernels to obtain an output Y ∈ Rcout×b×d.
Alternatively, this convolution can also be expressed as a matrix multiplication between the same
input X ∈ Rcin×b×d and a weight matrix W ∈ Rcout×(cinwh) constructed from the cout kernels in the
convolutional layer:

Ỹ = WU(X) (5)
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The unfold operator U(·) turns the matrix X into a flattened matrix X̃ ∈ Rcinwh×L where L =
(b + 2p1 − w − 1)(d + 2p2 − h − 1) denotes the number of blocks in the input. In the case of
zero padding, i.e., full padding, the padding sizes in the respective dimensions for uneven kernel
dimensions are p1 = ⌊w

2 ⌋ and p2 = ⌊h
2 ⌋ and thus L = bd. Reshaping Ỹ recovers the exact same Y as

in (4). Note, that the described reformulation of (4) as (5) does not change the mathematical operations
conducted but rather makes the non-contiguous memory access of the convolution explicit. The cost
of the convolution (neglecting the details of data loading) therefore does not change. To achieve a
2:4 sparse convolution compatible with the accelerated matrix multiplication for 2:4 sparse matrices
a mask M ∈ {0, 1}cout×cinwh whose (block) entries are sampled according to a GS distribution as
described in (2) is multiplied entry-wise to the weight matrix.

Ỹ = (M ⊙W ) U(X) (6)

The corresponding masking layer therefore learns as many GS distributions as there are blocks of
four elements in the matrix. Note, that this assumes that the product cout · cinwh is a multiple of four,
since M can only contain a multiple of four entries to account for the size of the sparsity pattern. If
this is not the case the matrix needs to be augmented column- or row-wise to contain a multiple of 4
entries. A schematic illustration of the two views on convolutions is illustrated in Figure 3.

Figure 3: Simplified visualizations of convolutions on single channel input X of unspecified width
and height and a single filter H as (a) “standard” convolution with a moving filter and (b) as a matrix
product between an unfolded input X̃ and a weight matrix W derived from the filter

4 Results

In the following the architectures considered for experimental evaluation of the proposed method
and the empirical results are reported. The figures were obtained by evaluating the models on the
ImageNet-1K multi-class classification challenge [39]. The details of the dataset and comparisons
between reported metrics on validation and test set performance are deferred to Appendix A.6. The
details of the training procedure employed to train the masking layers of the modified architectures
are reported in Appendix A.7.

Architectures To empirically evaluate whether the proposed performance gain via semi-structured
sparsity can in fact be achieved without any significant loss in inference performance the following
architectures were considered: ResNet [13], and ConvNeXt [25]. The models were obtained from
PyTorch’s Torchvision module [1]. In each variant of the models considered, the convolutional
layers, unless grouped, were reformulated as in (5) yielding a matrix product in which the weights
of k contiguous blocks of entries could be masked to yield a 2:4 sparse matrix as described in (6).
To obtain the mask a trainable masking layer learning k GS distributions modeling the masking
choices for the k blocks per layer was added from which the mask can be drawn. Since grouped
convolutions constitute sparse operations themselves, they induce highly sparse large weight matrices
in a high-level reformulation as described in (5) and would have slowed down model training and
inference beyond feasibility on the available hardware while only promising negligible efficiency
gains at the same time. They were thus not altered. Likewise, linear dense layers were not considered
for a modification of the above kind as they do not contribute to the compute cost of the models
significantly. E.g., in ResNet-50, linear layers account for only 0.3% of total FLOPs [8] despite
accounting for roughly 8% of the parameters of the model [13]. This further shows, that the number
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of parameters itself is not a reliable measure of the computational cost incurred by a layer. The
pretrained weights of the original architectures were copied into the modified models initializing
the choice weights of the masking layers randomly using Glorot initialization [9] and a normal
distribution with σ = 10−6 for weights and biases respectively. Only the weights associated with the
masking layers were configured to be trainable leaving the set of pretrained weights unchanged.

Inference Performance Table 1 summarizes the results obtained for the ResNet and ConvNeXt
architectures indicating the training effort needed to converge to a top-1 accuracy comparable to or
better than the originally reported figures. The results show that both the ResNet-based as well as
the ConvNeXt-based architectures converged to the non-sparse performance levels with negligible
to no loss in performance, both in top-1 and top-5 accuracy. Convergence was reached for all
architectures after training periods of a fraction of the length of the original training periods showing
empirically that only a comparatively small share of additional resources is needed to learn the
proposed efficiency modification. This neglects the fact that modern training recipes [25] make
heavy use of augmentation diminishing the additionally spent share even further in comparison.
Further training beyond convergence to the reported performance, reported in Table 2, showed further
improvement both in the top-1 and top-5 accuracy commonly beyond the reported performance for
the unmodified networks.

Table 1: Validation classification performance of the 2:4 sparse networks measured as the top-k
accuracy on ImageNet-1K [39] and the number of epochs needed to converge to a comparable or
better top-1 accuracy than reported in contrast to the original number of training epochs

Architecture
reported 2:4 sparse

top-1 top-5 epochs top-1 top-5 epochs
ResNet-18 69.76 89.08 90 70.01 88.17 1
ResNet-34 73.31 91.42 90 75.33 91.19 1
ResNet-50 76.13 92.86 90 78.54 92.86 1

ConvNeXt-T 82.52 96.15 300 82.51 94.67 10
ConvNeXt-S 83.62 96.65 300 83.76 95.00 9

Table 2: Validation classification performance of the 2:4 sparse networks measured as the top-k
accuracy on ImageNet [39] after spending 10% of the resources used to initially train the network
measured by the number of epochs without data augmentation

Architecture
reported 2:4 sparse

top-1 top-5 epochs top-1 top-5 epochs
ResNet-18 69.76 89.08 90 70.22 88.27 9
ResNet-34 73.31 91.42 90 75.45 91.25 9
ResNet-50 76.13 92.86 90 78.78 92.96 9

ConvNeXt-T 82.52 96.15 300 85.63 96.09 30
ConvNeXt-S 83.62 96.65 300 87.53 96.71 30

To compare the results of the proposed method to a state of the art method of computing a 2:4 sparse
subnetwork two variants of the heuristic proposed in [37], the so-called efficacy score to evaluate
pruning patterns, available via NVIDIA’s Apex library [33] were used in the same regime. To conform
to the idea of not altering the original weights the networks were not retrained2 after pruning as
originally proposed in [37] and the results are aggregated in Table 3. As such, no significant compute
resources needed to be spent. It can be observed that for all variants of ResNet and ConvNeXt the loss
in performance is significant even in the better performing variant allowing for channel permutations
before selecting the 2:4 sparse subnetwork. The method proposed in this paper always manages to
learn a significantly better sparse pattern while spending less than a tenth of the resources.

2Performance metrics are reported for select models in [37] indicating no performance loss after retraining
the pruned models for an additional 100 epochs.
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Table 3: Validation classification performance of the 2:4 sparse networks obtained via the apex library
[37] measured as the top-k accuracy on ImageNet [39]. The networks are compared in two settings
disallowing and allowing permutations of the channels before pruning.

dense 2:4 sparse (Apex)
Architecture reported not permuted permuted

top-1 top-5 top-1 top-5 top-1 top-5
ResNet-18 69.76 89.08 17.20 36.13 21.48 41.76
ResNet-34 73.31 91.42 43.75 68.27 49.27 73.71
ResNet-50 76.13 92.86 30.09 52.52 48.37 72.47

ConvNeXt-T 82.52 96.15 72.61 90.85 75.90 92.70
ConvNeXt-S 83.62 96.65 75.07 92.49 76.44 93.22

5 Discussion

Spending only a fraction of the resources invested to pretrain the network the results show that it
is possible to learn semi-structured 2:4 sparsity patterns that can accelerate CNN inference while
not impeding or even improving classification performance. This shows that extending the native
support of 2:4 sparse matrix operations to 2:4 sparse convolutional kernels is a highly promising
avenue towards more efficiency that is achievable today.

The results presented were obtained using a simple, generic training procedure. However, recent
works indicate the high relevance of the training recipe, which could go as far as being the sole reason
why (vision) transformers outperformed CNNs in image classification tasks in recent years [25]. The
effect of more sophisticated training procedures including, e.g., data augmentation [6, 43, 45, 47],
needs to be studied offering potential to accelerate convergence and reaching even higher levels of
classification performance. Furthermore, the proposed method does not yet make use of available
heuristics with patterns still being randomly initialized. In the case of, e.g., ConvNeXt, in which more
than one epoch was needed to converge, a meaningful initialization cheaply obtainable, e.g., [37],
could serve as an improved starting point and reduce lifetime resource spending even further. Lastly,
while working exceptionally well, the work thus far only explores image classification. However,
CV models are also frequently employed for object detection and segmentation tasks. Future
experiments could be aimed at surveying all CV tasks relevant for CV models employed as backbones
in foundation models. From a theoretical viewpoint more assumptions, e.g., on the distribution of
weights could lead to more constrained yet tighter bounds. While losing some generality, this could
lead to results that are even more interesting from a practical viewpoint to guide effective trades off
between inference acceleration and model performance.

Beyond the aforementioned proposals for future work several additional avenues come into con-
sideration: Firstly, the proposed architectural change introduces the temperature parameter τ of
the GS distribution to the reformulated convolutional models, but the effects on performance and
convergence are yet to be studied. Secondly, the work can be extended to cover more models, both
convolutional and non-convolutional, as well as other frequently used, costly layer types. Lastly,
more detailed insights into what information the network loses when modified as proposed could
prove valuable.

6 Conclusion

In this paper, a novel method for accelerating inference in CV architectures has been presented. By
expressing convolutions as semi-structured sparse matrix operations existing hardware accelerations
for semi-structured sparsity can be used to directly translate model sparsity into significant savings
in regards to data loading and FLOPs spent during inference. The proposed use of semi-structured
sparsity patterns bridges the gap between practical requirements induced by compute hardware
and the theoretical desire to not limit the choice of sparse models to not affect model performance
negatively.
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To obtain the sparsity patterns, a semi-structured sparse masking of the pretrained model’s weights is
learned from the training data optimizing for the same goal as the unchanged model. The resources
spent on learning the maskings constitute a fraction of the resources spent during the original training
of the model effectively reducing the resources spent during the model’s lifetime. At the same time,
despite dropping out half of the weights in each convolutional layer, the performance of the model is
not affected negatively, even increasing in many instances as the classification experiments conducted
show. From a theoretical perspective, the effects of masking the weights of a classifier are quantified
in the paper in the form of guarantees on class predictions under maskings. Combining these results
with model changes induced by updates of the pretrained weights guarantees for reusing learned
sparsity patterns can be derived.

In conclusion, the proposed method demonstrates that extending the support of readily available
acceleration techniques to natively support convolutional kernels is a promising avenue to accelerate
convolutional models more than two-fold while retaining the pretrained performance.
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A Appendix / Supplemental Material

A.1 Proof of Lemma 3.1

Proof. The claim follows from the fact that the Lipschitz constant propagates through each layer of
the compositional function. Consider a single layer fi(x) = σ(Wix+ bi). Since σ is L-Lipschitz it
follows that fi is Li-Lipschitz with Li := L∥Wi∥ as indicated below where the first inequality uses
the Lipschitz-continuity of σ and the last inequality uses the sub-multiplicative property of norms.

∥σ(Wix1 + bi)− σ(Wix2 + bi)∥ ≤ L∥Wix1 + bi − (Wix2 + bi)∥ (7)
= L∥Wi(x1 − x2)∥ (8)
≤ L∥Wi∥∥x1 − x2∥ (9)
=: Li∥x1 − x2∥ (10)

Now, consider the composed function fk ◦ fk−1 ◦ ... ◦ f1; then:

∥fk(fk−1 ◦ ... ◦ f1(x1))− fk(fk−1 ◦ ... ◦ f1(x2))∥ (11)
≤ Lk∥fk−1 ◦ ... ◦ f1(x1)− fk−1 ◦ ... ◦ f1(x2)∥ (12)
≤ LkLk−1...L1∥x1 − x2∥ (13)

Thus, the function fk ◦ ... ◦ f1 is LkLk−1...L1-Lipschitz. Finally, since the softmax function
softmax(z) for a vector z is a normalized exponential function it is known to be 1-Lipschitz. If
fd ◦ ... ◦ f1 is L′-Lipschitz, where L′ = L1L2...Ld, then the overall classifier f(x) is consequently
Lf -Lipschitz with Lf = L′ · 1 = L′.

A.2 Proof of Lemma 3.2

Proof. The claim follows from the fact that the masking changes the Lipschitz constant of the masked
layer which then propagates through each layer of the compositional function. Let the i-th layer be
the masked layer, i.e., W ′

i = Wi +∆W and f ′
i(x) = σ(W ′

ix+ bi). Since σ is L-Lipschitz it follows
that f ′

i is (Li + L∥∆W∥)-Lipschitz with Li := L∥Wi∥ as indicated below where the first inequality
uses the Lipschitz-continuity of σ and the latter two inequalities use the sub-multiplicative property
of norms and the triangle inequality respectively.

∥σ(W ′
ix1 + bi)− σ(W ′

ix2 + bi)∥ ≤ L∥W ′
ix1 + bi − (W ′

ix2 + bi)∥ (14)

= L∥W ′
i (x1 − x2)∥ (15)

≤ L∥Wi +∆W∥∥x1 − x2∥ (16)
≤ (L∥Wi∥+ ∥∆W∥)∥x1 − x2∥ (17)

=: (Li + L∥∆W∥) =: L′
i (18)

Reusing the results from the proof of Lemma 3.1 on the Lipschitz constant of a compositional function
composed with the softmax function it follows: If fd ◦ ... ◦ fi ◦ ... ◦ f1 is L′′-Lipschitz, where L′′ =

L1...L
′
i...Ld = L1...(Li + L∥W∥)...Ld = L′ + L1...∥∆W∥Ld = L′ + L∥∆W∥

∏d
i=1,i̸=j ∥Wi∥

(cf. proof of Lemma 3.1), then the overall classifier f(x) is consequently Lf -Lipschitz with Lf =
L′′ · 1 = L′′.

A.3 Proof of Lemma 3.3

Proof. Given the matrix W and the bit mask B the additive perturbation can be obtained via the
following construction

(∆W )ij := (Bij − 1)Wij (19)
yielding

Wij + (∆W )ij = Wij + (Bij − 1)Wij =

{
Wij −Wij if Bij = 0

Wij − 0 if Bij = 1
(20)

which is equivalent to the element-wise product of the matrix with the bit mask:

BijWij =

{
0 if Bij = 0

Wij if Bij = 1
(21)
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The bound on the infinity norm on ∆W follows from the definition of the infinity norm ∥W∥∞ =
max1≤j≤n

∑m
j=1 |Wij | and the increasing property of sums of non-negative values justifying the

inequality below:

∥∆W∥∞ = max
1≤j≤n

m∑
j=1

|(Bij − 1)Wij | ≤ max
1≤j≤n

m∑
j=1

|Wij | = ∥W∥∞ (22)

A.4 Proof of Lemma 3.4

Proof. Let f(x) = (softmax ◦ fd ◦ ... ◦ fj ◦ ... ◦ f1)(x) be a compositional classifier of depth d with
fi(x) = σ(Wix+ bi). Let W ′

j = Wj +∆W be the additive perturbation yielding the perturbed layer
f ′
j(x) = σ(W ′

jx+ bj) and classifier f ′(x) = (softmax ◦ fd ◦ ... ◦ f ′
j ◦ ... ◦ f1)(x). Let xj−1 be the

input to the j-th layer, i.e., xj−1 = (fj−1 ◦ ... ◦ f1)(x) = fj−1,1(x). Then the the following can be
observed about the variance in the j-th layer, where the first inequality uses the Lipschitz-continuity
of σ and the last inequalities use the triangle inequality and the sub-multiplicative property of norms
respectively.

∥fj(xj−1)− f ′
j(xj−1)∥ = ∥σ(Wjxj−1 + bj)− σ((Wj +∆W )xj−1 + bj)∥ (23)

≤ L∥Wjxj−1 + bj − ((Wj +∆W )xj−1 + bj)∥ (24)
= L∥Wjxj−1 + bj − (Wjxj−1 + bj)−∆Wxj−1∥ (25)
≤ L(∥Wjxj−1 + bj − (Wjxj−1 + bj)∥+ ∥ −∆Wxj−1∥) (26)
≤ L∥∆W∥∥xj−1∥ (27)

This can be extended to a statement on the entire classifier as follows:
∥f(x)− f ′(x)∥ = ∥(fd,j+1 ◦ fj ◦ fj−1,1)(x)− (fd,j+1 ◦ f ′

j ◦ fj−1,1)(x)∥ (28)

≤ Ld−(j+1)+1

 d∏
i=j+1

∥Wi∥

 ∥fj(xj−1)− f ′
j(xj−1)∥ (29)

≤ Ld−j

 d∏
i=j+1

∥Wi∥

 ∥∆W∥∥xj−1∥ (30)

≤ Ld−j+1

 d∏
i=j+1

∥Wi∥

 ∥∆W∥ Lj−1

[
j−1∏
i=1

∥Wi∥

]
∥x∥ (31)

≤ Ld ∥∆W∥ ∥x∥
d∏

i=1,i̸=j

∥Wi∥ (32)

A.5 Proof of Lemma 3.6

Proof. The setting of the lemma is illustrated below: the classifier f(x) for which a masking B has
been learned is updated yielding the question what bounds can be obtained for the updated classifier
fU (x) if masked with the same mask B.

f(x) fU (x)

f ′(x) f ′
U (x)

Uj

∆W=µ(B,Wj) ∆V=µ(B,Vj)

Uj+µ(B,Uj)

Updating the classifier and then applying the mask yields the following:
(Vj)ik + (µ(B, Vj))ik = (Wj)ik + (Uj)ik + (µ(B,Wj + Uj))ik (33)

=

{
(Wj)ik + (Uj)ik − (Wj)ik − (Uj)ik if Bik = 0

(Wj)ik + (Uj)ik − 0 if Bik = 1
(34)
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This can alternately be expressed as masking the weights of the classifier first and applying a sparse
update Uj + µ(B,Uj) instead corresponding to the lower path in the above diagram. The two orders
of updates are equivalent:

(Wj)ik + (µ(B,Wj))ik + ((Uj)ik + (µ(B,Uj))ik) (35)

=

{
(Wj)ik − (Wj)ik + (Uj)ik − (Uj)ik if Bik = 0

(Wj)ik − 0 + (Uj)ik − 0 if Bik = 1
(36)

All perturbations shown in the diagram are additive perturbations. From the associative property of
matrix addition it follows that for any two or more perturbations applied to a weight matrix the induced
change can be expressed via a single perturbation. This yields Wj+Uj+∆V = Wj+(Uj+∆V ) =
Wj+(Uj+µ(B,Wj+Uj)). From Lemma 3.4 it follows directly that f ′

U is stable respect to a sample
x predicted with a confidence of γf (x) > Ld ∥Uj + µ(B,Wj + Uj)∥∞ ∥x∥∞

∏d
i=1,i̸=j ∥Wj∥∞.

Using the result from Lemma 3.3 the following bound can be obtained:

∥Uj + µ(B,Wj + Uj)∥∞ ≤ ∥Uj∥∞ + ∥µ(B,Wj + Uj)∥∞
≤ ∥Uj∥∞ + ∥Wj + Uj∥∞ ≤ ∥Wj∥∞ + 2∥Uj∥∞ (37)

Consider therefore the second, lower path in the above diagram to obtain f ′
U in which f(x) is masked

first and then updated. Observe that

[Uj + µ(B,Uj)]ik =

{
(Uj)ik + 0 if Bik = 0

(Uj)ik − (Ui)ik if Bik = 1
(38)

and thus ∥Uj + µ(B,Wj + Uj)∥∞ ≤ ∥Uj∥∞ (cf. argument in the proof of Lemma 3.3). This
yields Wj + ∆W + (Uj + µ(B,Wj + Uj)) = Wj + (∆W + Uj + µ(B,Wj + Uj)) implying
for the stability of f ′

U is stable respect to a sample x predicted with a confidence of γf (x) >

Ld ∥∆W + Uj + µ(B,Wj + Uj)∥∞ ∥x∥∞
∏d

i=1,i̸=j ∥Wi∥∞. The following bound obtained from
the auxiliary result above yields

∥∆W+Uj+µ(B,Wj+Uj)∥∞ ≤ ∥∆W∥∞+∥Uj+µ(B,Wj+Uj)∥∞ ≤ ∥Wj∥∞+∥Uj∥∞ (39)

which is a strict improvement over the naive bound from above for any non-trivial update Uj . It can
be concluded that f ′

U is stable respect to a sample x predicted with a confidence of

γf (x) > Ld (∥Wj∥∞ + ∥Uj∥∞) ∥x∥∞
d∏

i=1,i̸=j

∥Wi∥∞ (40)

A.6 Classification Task and Reported and Validation Classification Performance

The pretrained networks were retrained and evaluated on the multi-class classification challenge
provided by the ImageNet-1K dataset [39]. The data set contains approximately 1.2 million training
images, 50.000 validation and 100.000 test images of 1000 object classes. To ensure consistency
between the performance on the validation set and the reported accuracies on the test set the unmodi-
fied architectures were evaluated showing no significant differences (cf. Table 4). To assess whether
reformulating the layers induced changes due to alteration of the floating point arithmetic, likewise
comparisons for the unmodified architectures and the modified architectures without masking were
conducted showing no change in predictions and performance as expected and are thus not reported.

The below experimental results can be reproduced with the provided code and were obtained on
a NVIDIA GeForce RTX™ 3090 with 24 GB of RAM spending less about 3 to 3:30 minutes per
variant of ResNet or ConvNeXt respectively.

A.7 Training Procedure

The pretrained modified architectures were trained according to a generic training procedure using
the AdamW optimizer [27] for optimization with an initial learning rate η = 1.0, a momentum of
β = 0.9 and weight decay with a factor of λ = 10−4. Training images were random-cropped to a
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Table 4: Reported and validation classification performance of the unmodified architectures measured
as the top-k accuracy on ImageNet [39]

Architecture Parameters
reported validation

top-1 top-5 top-1 top-5
ResNet-18 11.7M 69.76 89.08 69.69 89.06
ResNet-34 21.8M 73.31 91.42 73.24 91.42
ResNet-50 25.6M 76.13 92.86 75.99 92.92

ConvNeXt-T 28.6M 82.52 96.15 82.18 95.96
ConvNeXt-S 50.2M 83.62 96.65 83.26 96.94

default resolution of 2242, validation images to 2562. The pixel values were normalized with a mean
of µ = (0.485, 0.456, 0.406) and a standard deviation of σ = (0.229, 0.224, 0.225). Image loading
and processing was Graphics Processing Unit (GPU)-accelerated using the DALI library [34]. The
learning rate was adjusted by a step scheduler with no warm-up period adjusting the learning rate
every 3 epochs by a factor of γ = 0.1. The training did not make use of augmentation of the training
data showing each sample in every epoch exactly once. All experiments were run on a compute node
equipped with 8 processor cores of 8 GB RAM each and a single NVIDIA GeForce RTX™ 3090
with 24 GB of RAM spending roughly from 1-2 hours per epoch for all (row) entries in Table 1 and 2.
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• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: To reproduce the experiments three artifacts are needed: the code, the execution
environment, and the data. Firstly, to provide the required code a public repository with
a permissive license containing all required code files, i.e., the proposed architectural
modification from Section 3.3, the modified models from Section 4 accompanied by any
auxiliary files, e.g., to load data, and the execution script are provided. Beyond third party
library code no other code files are needed to reproduce the experimental results. The
execution script contains the commands to reproduce all numbers reported that have not
been drawn from a cited paper, i.e., the numbers from Table 1, Table 2, and Table 3 in the
main body of the paper, and Table 4 in Appendix A.6. Secondly, the environment used to
conduct the experiments can be recreated by installing all required versioned third party
libraries listed in a dedicated execution environment. This requirements file is also provided
via the publicly accessible repository. To install the Apex library the installation instructions
from [33] should be observed. Thirdly, the data, the Imagenet-1K dataset can be obtained as
per the instructions and conditions provided by the authors [39].

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: All code needed to conduct the experiments presented in the main body and
the appendix of the paper, i.e., the code containing modified models, training procedures and
execution commands, is made publicly accessible. The data used for experiments already
is publicly accessible. As such all components needed to reproduce the main experiments
results are available.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Section 4 and Appendix A.7 of the paper describe the training and test details
in a complete and comprehensive manner. For the classification task used to train and
evaluate the models the training and test data used, the data preprocessing steps conducted

19

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


before feeding the data into the models, etc. are reported. For the training procedure itself
the specific models considered, the modification of the models, and the training procedure,
including the optimizer, the learning rate schedule, weight decay, etc. were reported. The
provided code also contains these details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: In line with related work conducted in this field and owing to the limited
available computing resources, all experiments were ran once only and the figures reported
in the paper. Statistical significance is therefore obtained via the number of different
experiments/architectures considered and by testing the hypothesis for each model only once
after random initialization rather than by rerunning the same setting a multitude of times.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper specifically reports the computing infrastructure in terms of compute
capability and memory used and the amount of compute hours spent to obtain the figures
reported in the paper throughout the main body and the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The work fully conforms with the NeurIPS Code of Ethics. Deviation was
not necessary to achieve the theoretical results included in the paper nor to conduct the
experiments presented.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The work with CV models impacts society mainly in two ways. Firstly, as
classification performance increases with model size and thus compute resources spent,
training, testing and deploying these models incurs a negative environmental impact due to
the energy consumed. As the work is aimed to improve the resource efficiency of models
based on convolutions, this impact is addressed in the paper throughout being mentioned
explicitly in Section 1 and 5. Secondly, CV models should be scrutinized in terms of biases,
robustness and fairness. This inherited limitation is not a consequence of the work presented
and is addressed explicitly only in the checklist for the sake of readability and conciseness.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper builds solely on (standard) models and (standard) data openly and
readily available and does not change the capabilities of the models in such a way that
models formerly not considered at risk for misuse are now prone to misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: For all assets used, i.e., libraries, models and data, the original authors are
credited in the main body of the paper. The licenses of the models and libraries, if applicable,
are also included in the provided code.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The work includes the release of the training script and the modified models as
described in Section 3 and Section 4. The code is accompanied by documentation explaining
structure, function and execution.
Guidelines:

• The answer NA means that the paper does not release new assets.
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• Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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