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Abstract

Recent studies have highlighted the remark-001
able knowledge retention capabilities of Large002
Language Models (LLMs) like GPT-4, while003
simultaneously revealing critical limitations in004
maintaining knowledge currency and accuracy.005
Existing knowledge editing methodologies, de-006
signed to update specific factual information007
without compromising general model perfor-008
mance, often encounter two fundamental chal-009
lenges: parameter conflict during knowledge010
overwriting and excessive computational over-011
head. In this paper, we introduce ForGet (For-012
get for Get), a novel approach grounded in the013
principle of "forgetting before learning". By014
pinpointing the location within the LLM that015
corresponds to the target knowledge, we first016
erase the outdated knowledge and then insert017
the new knowledge at this precise spot. For-018
Get is the first work to leverage a two-phase019
gradient-based process for knowledge editing,020
offering a lightweight solution that also delivers021
superior results. Experimental findings show022
that our method achieves more effective knowl-023
edge editing at a lower cost compared to previ-024
ous techniques across various base models.025

1 Introduction026

Large Language Models (LLMs) have revolution-027

ized natural language processing, enabling unprece-028

dented capabilities in language comprehension and029

generation (Brown et al., 2020; Raffel et al., 2020;030

Ouyang et al., 2022). A key factor behind these031

capabilities is the vast amount of knowledge embed-032

ded within these models. However, this knowledge033

is often static, leading to issues such as outdated034

information, inaccuracies, and potential privacy035

violations. For instance, answering ’Who is the036

President of the United States?’ in 2024 yields ’Joe037

Biden,’ but this response becomes incorrect in 2025038

if the model is not updated. Knowledge Editing is039

proposed to address this problem. Knowledge Edit-040

ing aims to modify the specific knowledge stored in041

Figure 1: Clearing old knowledge before learning new
knowledge helps human beings to better focus on new
knowledge.

LLM without affecting other irrelevant knowledge 042

and maintaining a low computational cost (Yao 043

et al., 2023). 044

Existing knowledge editing methods can be 045

broadly categorized into three classes (Li et al., 046

2024). Some of the methods utilize an additional 047

knowledge base to store edits (Mitchell et al., 048

2022; Hartvigsen et al., 2024; Wang et al., 2024b), 049

some methods use in-context learning (Zheng et al., 050

2023; Qi et al., 2024), others first decide the loca- 051

tion to edit then perform editing at the specific loca- 052

tion (Huang et al., 2023; Yu et al., 2024; Mitchell 053

et al., 2021; Dai et al., 2021; Meng et al., 2022a,b). 054

The existing methods have largely succeeded in 055

editing the knowledge stored in LLMs. 056

These methods have achieved good editing ef- 057

fects, but there are still some challenges. One of the 058

issues is that it’s difficult to address the old knowl- 059

edge when inserting new knowledge effectively. 060

When editing knowledge in LLMs, conflicts be- 061

tween new and old knowledge may arise, which can 062

hinder the model’s ability to learn new information 063

(Wang et al., 2024a) and weaken the effect of edit- 064

ing. Just like humans, it is difficult to change old 065

knowledge when it has become deeply ingrained. 066

Another challenge is the resource consumption of 067

the methods. Some methods are highly effective, 068

but they require additional time, storage, and com- 069

putational resources. This also makes the model 070

more complex and reduces the convenience of de- 071

ployment of the method. Therefore, knowledge 072

editing methods should become more lightweight 073
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while ensuring editing effectiveness.074

In order to resolve knowledge conflicts, a075

straightforward approach is to forget the old knowl-076

edge before learning the new knowledge. For ex-077

ample, before going to Suzhou, one should first078

remove the luggage packed for Miami from the079

suitcase and then pack the luggage prepared for080

Suzhou. Inspired by the human cognitive mech-081

anisms where forgetting old information is a pre-082

requisite for learning new information (Anderson083

and Hulbert, 2021), we propose a method named084

ForGet (Forget for Get). First of all, critical MLP085

modules are found out by the knowledge circuits086

determined by target knowledge. Knowledge edit-087

ing is then performed on these critical MLP mod-088

ules while the rest of the model remain unchanged.089

During the editing process, we first apply gradient090

ascent to these modules to eliminate the old knowl-091

edge, which is defined as the forgetting process.092

After the forgetting process, we use gradients de-093

scent to insert new knowledge into the model. To094

the best of our knowledge, this is the first work to095

leverage gradient ascent and descent for knowledge096

editing, offering a lightweight and efficient solu-097

tion to the problem of knowledge conflicts. Our098

method has no additional components or training099

processes, and the amount of pre-computation is100

minimal, making it lightweight and plug-and-play.101

The main contributions of this work can be summa-102

rized as follows:103

• We propose ForGet, the first lightweight104

knowledge editing framework to leverage a105

two-phase gradient-based process—gradient106

ascent for forgetting outdated knowledge and107

gradient descent for acquiring new knowl-108

edge.109

• We explore the potential of using knowledge110

circuits to determine editing location, which111

effectively depict the storage and flow of112

knowledge within Large Language Models.113

• The experimental results demonstrate that114

our method is able to achieve both effective115

editing and preservation of unrelated knowl-116

edge, while being significantly more resource-117

efficient compared to existing methods.118

2 Related Work119

The existing methods can be roughly divided into120

three categories: methods with additional memo-121

ries, methods learning from examples and methods 122

modifying components directly(Li et al., 2024). 123

2.1 Additional Memories 124

Directly memorizing edits and preparing them for 125

future use is a straightforward strategy. The edits 126

may not be mastered but can be recalled in the fu- 127

ture. Some of the existing editing methods take use 128

of additional memories to store the knowledge to 129

be edited in LLMs. SERAC (Mitchell et al., 2022) 130

stores edits in a cache and uses an edit scope clas- 131

sifier to choose between the original model and a 132

counterfactual model based on input and cached 133

edits. Unlike SERAC, GRACE (Hartvigsen et al., 134

2024) stores edits in a codebook, searching and re- 135

placing erroneous knowledge with the most similar 136

key in codebook when an error occurs. But the 137

codebook requires update from time to time. WISE 138

(Wang et al., 2024b) employs a dual-memory de- 139

sign which contains a main memory containing 140

old knowledge and a side memory containing edits. 141

RECIPE (Chen et al., 2024) add prompt filtered 142

from Knowledge Retrieval Repository by knowl- 143

edge sentinel to inputs. And LTE (Jiang et al., 144

2024) utilize fine-tune to Align and retrieval to in- 145

ference. However, these methods require additional 146

storage space and sometimes extra training, which 147

can make their actual deployment challenging. 148

2.2 Learning from Examples 149

Methods of learning from examples refers to meth- 150

ods utilizing In-context learning. Without changing 151

any parameters, Zheng et al. (Zheng et al., 2023) 152

propose editing the knowledge in the model by con- 153

structing three different demonstrations: copy, up- 154

date, and retain. Such direct use of In-context learn- 155

ing can lead to overfitting to individual samples. 156

Building upon this, Qi et al. (Qi et al., 2024)pro- 157

pose employing In-context learning aimed at a dis- 158

tribution rather than individual samples. The above 159

methods often requires a significant amount of hu- 160

man labor to design and construct demonstrations. 161

2.3 Modifying Components Directly 162

Other methods modify base model’s components 163

directly to achieve better editing results. These 164

methods aiming to edit base model effectively and 165

precisely can be categorized into two classes. 166

Adding Trainable Components while maintain- 167

ing the original modules unchanged is one of the 168

strategies to edit knowledge precisely. Huang et al. 169

(Huang et al., 2023) rectify erroneous knowledge 170
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by adding neurons into the final layer, which are171

trained to encapsulate new knowledge. To effec-172

tively encodes edit information, Yu et al. (Yu et al.,173

2024) propose MELO consisting dynamic LoRA174

(Valipour et al., 2023) and vector database. Fur-175

thermore, MEND (Mitchell et al., 2021) employs176

the strategy of meta-learning, integrating an entire177

hypernetwork within the model. These methods178

edit knowledge by adding new components into179

original model, which augment the model’s com-180

plexity.181

Updating Original Components can effectively182

avoid augmenting the model’s complexity. To183

achieve precise edits, many researchers have fo-184

cused on identifying optimal editing locations be-185

fore performing editing. Geva et al. (Geva et al.,186

2021) found that specific knowledge are stored in187

the form of key-value pairs in feed forward lay-188

ers in LLMs. Dai et al. (Dai et al., 2021) pro-189

posed the concept of knowledge neurons and try190

to edit knowledge by modifying knowledge neu-191

rons. Some works apply causal mediation analysis192

(Pearl, 2022) to find editing location. After find-193

ing one critical MLP module, Meng et al. (Meng194

et al., 2022a) employ rank-one update (Bau et al.,195

2020) to this module. Later, Meng et al. (Meng196

et al., 2022b) try to use multiple MLP modules to197

perform mass editing. Hu et al. (Hu et al., 2024)198

identify a pattern mismatch issue when locating199

edit positions and propose using specific edits to200

locate specific editing locations. Fang et al. (Fang201

et al., 2024) propose utilizing null space to alleviate202

the damage to original unrelated knowledge. The203

computation of covariance matrices and projection204

matrices in these methods is time-consuming and205

computationally intensive.206

In contrast, ForGet is a lightweight method207

without additional components and requires mini-208

mal pre-computation, thereby ensuring the model’s209

complexity remains unchanged and low human la-210

bor. Compared to F-Learning proposed by Ni et al.211

(Ni et al., 2024), ForGet involves locating to edit212

precisely and utilizes different stategy for forget-213

ting and learning process. What’s more, ForGet214

not only identifies precise editing locations but also215

explicitly mitigates knowledge conflicts, making it216

a more robust and conflict-free editing process.217

3 Task Definition218

Our task is to edit knowledge within LLMs pre-219

cisely. As equation 1 shows, given the target knowl-220

Figure 2: A simplified schematic diagram of the knowl-
edge circuit for the knowledge "The capital of France is
Paris."

edge K and original model f with parameters θ, 221

our goal is to design a method F () that performs 222

the necessary edits to produce an updated model f ′ 223

with parameters θ′. 224

f ′ = F (K, f) (1) 225

Editing knowledge precisely means that only the 226

knowledge within editing scope will be edited and 227

others should not be affected, as equation 2 shows. 228

The editing scope refers to a set of inputs related 229

to the target knowledge that requires editing (Yao 230

et al., 2023). For example, the answer to "Who 231

is the President of the United States" should be 232

changed from "Biden" to "Trump", but the answer 233

to "Who is the President of Russia" should remain 234

"Putin" both before and after editing. 235

f ′(x) =

{
y′, if x ∈ X∗

y, if x /∈ X∗ (2) 236

where X∗ means editing scope which is the 237

range of knowledge that needs to be edited. And y′ 238

represents output context related to knowledge K 239

while y is the original output. 240

4 Method: ForGet 241

In this section, we are going to introduce our 242

method for knowledge editing: ForGet (Forget 243

for Get). Instead of making use of additional 244

memories or designing clever demonstrations, we 245

adopted a direct two-phase gradient adjustment, 246

offering a lightweight yet effective solution. 247

The ForGet framework consists of two main 248

phases: (1) determining the editing locations 249
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Figure 3: After determining the editing location, only the modules within editing location are trainable in later
process. First, gradient ascent is performed to eliminate old knowledge, followed by the opposite gradient descent
to acquire new knowledge.

and (2) performing the editing operations. In250

the first phase, we identify the components of the251

model that are most relevant to the target knowl-252

edge requiring editing. The second phase occurs253

at the editing location identified in the first phase.254

We begin by using gradient ascent to forget the old255

knowledge, followed by gradient descent to acquire256

the new knowledge.257

4.1 Determine Editing Location258

4.1.1 Knowledge Circuits259

To pinpoint the optimal editing locations, we lever-260

age knowledge circuits, a powerful framework261

for understanding the mechanisms of knowledge262

storage and flow within LLMs (Yao et al., 2024).263

A neural network model including LLM can be264

viewed as a connected directed acyclic graph G.265

Its nodes represent the components of the neural266

network such as neurons and attention heads and267

its edges represents the relations between these268

components such as residual connections and atten-269

tion mechanisms. A knowledge circuits, defined270

as a subgraph of LLM’s connected directed acyclic271

graph and represented as C ⊆ G, is responsible272

for certain knowledge. That is to say, for a partic-273

ular piece of knowledge, its knowledge circuit is274

the part of the large language model that is most275

closely related to it. Therefore, identifying the276

knowledge circuit reveals the significant locations277

within the large language model where the knowl-278

edge is stored, generated and expressed.279

4.1.2 Editing Location Discovery 280

The knowledge circuit for a specific piece of knowl- 281

edge comprises the nodes and edges most closely 282

associated with it. To locate the knowledge circuit, 283

we evaluate the importance of each edge in the 284

computational graph using both clean inputs and 285

corrupted inputs. 286

(z′u − zu)
1

m

m∑
k=1

∂L(z′ + k
m(z − z′))

∂zv
(3) 287

Inspired by Hanna et al., we use EAP-IG (Edge 288

Attribution Path with Integrated Gradients) (Hanna 289

et al., 2024) score to quantify the contribution of 290

each edge to the target knowledge. First of all, se- 291

quences of token embeddings z and z′ for clean in- 292

put s and corrupted input s′ are fed into the model, 293

resulting in the activation zu and z′u for node u, 294

respectively. For an edge (u, v), the EAP-IG score 295

is computed by equation 3. The loss function L 296

measures the discrepancy between activations for 297

clean and corrupted inputs, which can take various 298

forms such as cross-entropy or KL divergence. Ad- 299

ditionally, the summation part in the equation is 300

actually an approximation of an integral, accumu- 301

lating gradients along the straight line path between 302

s and s′, which is designed to addresses the issue 303

of zero gradients (Syed et al., 2024). 304

After calculating the EAP-IG scores for all edges 305

in the computational graph, we employ a greedy al- 306

gorithm to obtain the knowledge circuit. As pointed 307
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out by the work of Geva et al., the MLP structures308

in the transformer architecture serve as the primary309

memory storage locations (Geva et al., 2021). To310

restrict the range of editing locations and enhance311

targeting, we select the top k MLP components312

with the highest degrees from the knowledge circuit313

as the editing locations since they are the "busiest".314

4.2 Performing Editing315

By identifying the knowledge circuit, we are able to316

determine the editing location. At the editing loca-317

tions, we leverage a two-phase gradient-based pro-318

cess: gradient ascent for forgetting the old knowl-319

edge and gradient descent for learning new knowl-320

edge.321

Forgetting old knowledge is the first step of322

knowledge editing at editing location. Inspired by323

the work of Jang et al. (Jang et al., 2023), we apply324

gradients ascent to the modules at editing locations325

to erase old knowledge.326

Lforgetting(fθ, x) = −
N∑
i=n

log(p(xi|x<i, θ)) (4)327

Specifically, when we perform gradient ascent328

on the components at the editing location, it essen-329

tially amounts to directly minimizing the likelihood330

of the old knowledge’s occurrence.331

θf = GA(θ,Kold) (5)332

For instance, given a sequence of tokens x =333

(x1, x2, x3, ..., xN ) containing a piece of factual334

knowledge, our forgetting object is maximizing335

the loss function 4. In the loss function, xp =336

{xi|i < n} are the prompts given to the model337

while xt = {xi|n < i < N} are the target to-338

kens of old knowledge, and p(xi|x<i, θ) denotes339

the conditional probability of predicting the next340

token to be xi given LLM with parameters θ and341

sequence x<i. The parameters θ of LLM is updated342

as equation 5.343

Getting new knowledge is the process of in-344

serting new knowledge into model, following the345

forgetting of old knowledge. In contrast to forget-346

ting old knowledge, we employ gradient descent to347

acquire new knowledge, which is a process that is348

completely opposite to forgetting.349

Lgetting(fθf , x*) =
N∑
i=n

log(p(x∗i |x∗<i, θf )) (6)350

The loss function of getting process is similar 351

to equation 5, with the key difference being the 352

opposite signs and different input sequence. We 353

maximizing the loss function 6 and update the pa- 354

rameters that has gone through forgetting process 355

θf as illustrated in equation 7. 356

θ′ = GD(θf ,Knew) (7) 357

5 Experiments Setup 358

5.1 Datasets 359

In this work, we take use of ZsRE (Levy et al., 360

2017) and COUNTERFACT (Meng et al., 2022a) 361

for our experiments. ZsRE is constructed by con- 362

verting relationships in Wikidata into natural lan- 363

guage question templates and collecting a large 364

number of question-answer pairs, comprising over 365

30 million pairs. However, COUNTERFACT is a 366

highly challenging dataset composed of counterfac- 367

tual data. Due to the counterfactual nature of the 368

data in COUNTERFACT, it is more challenging for 369

models to make predictions. Simultaneously, coun- 370

terfactual data effectively simulates the actual sce- 371

nario of editing misinformation, thereby enabling 372

COUNTERFACT to better evaluate the editing ef- 373

fectiveness of models. More details about datasets 374

and examples can be found in Appendix A.2. 375

5.2 Evaluation Metrics 376

We employed the metrics proposed by Meng et 377

al.(Meng et al., 2022a) in our experiments. The 378

quality of editing is primarily evaluated through 379

three metrics: Efficacy, Generalization, and Lo- 380

cality. (1) Efficacy measures how well the edit- 381

ing method can directly modify knowledge with 382

LLM. For example, if our editing goal is to change 383

"The President of the United States is Joe Biden" 384

to "The President of the United States is Donald 385

Trump," then the edited model should output "Don- 386

ald Trump" when given the input "The President 387

of the United States is." (2) Generalization eval- 388

uates the reasoning ability of the model after edit- 389

ing, focusing on its capacity to apply the updated 390

knowledge in broader contexts. For the above ex- 391

ample, the edited model should also output "Don- 392

ald Trump" when given the input "Who holds the 393

position of the President of the US?" (3) Locality 394

examines whether the editing process inadvertently 395

affects unrelated but similar knowledge. For in- 396

stance, given the input "The President of Russia 397

is," the model should respond with "Putin" both 398
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Model Dataset Type Method Eff. Gen. Loc. Flu. Score

Llama-2-7b

C
O

U
N

T
E

R
FA

C
T MP

ForGet 99.22 79.80 77.91 595.35 84.63
FT 99.75 91.69 19.12 548.64 40.97
FT-c 99.38 55.69 48.18 593.22 61.51
ROME 99.74 97.01 63.14 601.73 82.93
MEMIT 98.71 98.07 63.44 598.68 83.12
AlphaEdit 96.73 90.02 62.88 609.34 80.32

AM

GRACE 97.35 18.69 96.65 557.64 40.47
SERAC 99.99 76.07 98.96 549.91 90.22
LTE 98.12 90.13 88.20 590.64 91.95
RECIPE 98.20 94.74 92.04 586.69 94.92

Z
sR

E

MP

ForGet 76.10 75.44 52.95 601.24 66.25
FT 58.67 47.23 25.25 496.34 38.55
FT-c 48.17 31.01 71.41 490.83 44.77
ROME 99.29 41.38 26.92 620.88 42.03
MEMIT 93.07 51.43 27.96 610.71 45.48
AlphaEdit 90.17 89.23 30.25 608.22 54.19

AM

GRACE 98.20 33.23 96.42 589.41 59.23
SERAC 99.17 56.48 30.23 410.89 49.29
LTE 98.11 73.18 66.48 583.70 77.12
RECIPE 97.10 74.74 72.04 589.74 79.64

Qwen2-7b

C
O

U
N

T
E

R
FA

C
T

MP

ForGet 94.48 79.12 70.98 602.75 80.40
FT 15.42 11.38 30.04 560.64 16.13
FT-c 24.55 20.14 92.74 593.22 29.65
ROME 97.44 39.51 38.12 600.73 48.53
MEMIT 93.27 32.90 50.11 601.68 49.12

AM
SERAC 99.01 77.07 90.96 569.91 88.05
LTE 98.11 84.12 85.17 608.43 88.70

Z
sR

E MP

ForGet 72.96 70.25 40.45 590.06 56.97
FT 71.82 75.95 9.10 287.15 21.90
FT-c 72.08 76.53 28.32 283.20 48.19
ROME 99.28 35.83 45.71 591.58 50.11
MEMIT 97.25 34.31 55.25 594.74 52.14

AM
SERAC 98.43 56.79 39.28 495.12 56.36
LTE 95.72 70.90 74.99 580.08 79.18

Table 1: Performance comparison of different methods for COUNTERFACT and ZsRE on Llama-2-7b and Qwen2-7b
models. "Eff.", "Gen." and "Loc." are the abbreviations of Efficacy, Generalization, and Locality, respectively. MP
and AM indicate Modifying Parameters and Additional Memories, respectively.

before and after editing. Additionally, we take Flu-399

ency calculated by n-gram entropy into account,400

avoiding edited models to generate repetitive con-401

tent. More details can be found in Appendix A.3.402

5.3 Baselines403

To verify the effectiveness of ForGet, we con-404

ducted experiments on several classic baselines.405

Firstly, we compared direct fine-tuning(FT) with406

our method. Furthermore, we also employed FT-c407

(Zhu et al., 2020), which utilizes L∞ norm con-408

straint to prevent overfitting. As for the other meth-409

ods that modify parameters, we included ROME 410

(Meng et al., 2022a), MEMIT (Meng et al., 2022b) 411

and AlphaEdit (Fang et al., 2024) in our exper- 412

iments. We also involved methods that utilize 413

additional memories in our experiments, includ- 414

ing GRACE (Hartvigsen et al., 2024), SERAC 415

(Mitchell et al., 2022), LTE (Jiang et al., 2024) 416

and RECIPE (Chen et al., 2024). 417

5.4 Implementation Details 418

We use Llama-2-7b (Touvron et al., 2023) and 419

Qwen2-7b (Yang et al., 2024) as the base model 420
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Method Efficacy Generalization Locality Score
ForGet(2MLP forget+learn) 72.80 73.75 49.60 63.21
ForGet(forget+learn) 23.40 14.70 86.40 24.52
ForGet(1MLP forget+learn) 70.00 73.25 39.15 56.10
ForGet(3MLP forget+learn) 89.50 86.75 22.55 44.75
ForGet(2MLP learn) 62.00 65.50 44.20 55.53

Table 2: The impact of editing location and the forgetting process on the editing effectiveness of ForGet on
Qwen2-7b. ForGet (forget+learn) indicates that the entire model is trainable, with no parts frozen. The terms
1MLP, 2MLP, and 3MLP denote the number of trainable MLP modules (1, 2, and 3, respectively) used for editing.

for our experiments. We conducted experiments421

by categorizing knowledge types, such as "country-422

capital" which refers to information about countries423

and their capitals. Circuits determined by a batch of424

knowledge of the same type are more accurate than425

those determined by a single knowledge sample.426

Therefore, ForGet first utilizes a batch of knowl-427

edge of the same type to identify the knowledge428

circuit, and then edits on the location based on this429

circuits using each individual sample. The baseline430

methods also utilized this type of knowledge for431

experimentation. To make it more comparable, we432

restricted the editing locations of the fine-tuning433

based methods to one MLP component. More im-434

plementation details can be found in Appendix A.3.435

6 Experiments Results436

The experimental results for knowledge in437

COUNTERFACT and ZsRE are presented in Ta-438

ble 1. It is evident that methods using additional439

memories (AM) perform better than those that440

modify the model directly (MP). For instance, in441

COUNTERFACT with llama2-7b, most AM meth-442

ods score above 90, while MP methods score be-443

low 90. We believe this is a reasonable trade-off444

because AM methods utilize additional storage445

spaces and extra training processes, which makes446

them more heavyweight and complex. We present447

a comparison on resource needs between different448

methods in appendix A.1 to further illustrate the449

difference.450

Our method ForGet, as the most lightweight451

method among the methods we present, also de-452

livers satisfactory performance. Among the MP453

methods of the same category, ForGet achieves454

the highest total score while maintaining a good455

balance among various indicators, avoiding poor456

performance in any specific metric. In most cases,457

ForGet achieves the highest Locality score among458

MP methods except for FT, indicating that ForGet459

effectively utilizes a lightweight approach to reduce 460

knowledge conflicts. However, when the Locality 461

score of FT is high, the scores of the other two 462

metrics are often low, suggesting that editing may 463

not be successful. At the same time, ForGet has 464

competitive and more balanced Efficacy and Gen- 465

eralization scores, which results in a higher overall 466

score. This indicates that ForGet effectively bal- 467

ances editing and preservation. 468

7 Ablation Study 469

To verify the effectiveness of each component of 470

our method, we also conduct ablation experiments 471

and show the results in table 2. Our study focuses 472

on two key aspects: (1) the importance of deter- 473

mining the editing location and (2) the necessity 474

of forgetting old knowledge before acquiring new 475

knowledge. 476

First, we investigate the impact of editing loca- 477

tion on editing performance. As shown in Table 2, 478

methods with localization significantly outperform 479

those without it. Additionally, we experiment with 480

selecting the top 1, 2, and 3 busiest MLP compo- 481

nents in the knowledge circuit as editing locations. 482

It can be seen that editing on three MLPs achieves 483

better Efficacy and Generalization but reduces 484

Locality, while editing one MLP shows the oppo- 485

site trend. A excessively small editing region may 486

induce overfitting, whereas an excessively large 487

region might inadvertently influence less relevant 488

knowledge. Thereby, editing location is necessary 489

and should not be too large or too small. 490

Second, we examine the role of forgetting old 491

knowledge. ForGet with the forgetting process 492

exhibits better Efficacy and Generalization com- 493

pared to the version without the forgetting process. 494

This shows that forgetting the old knowledge can 495

effectively mitigate knowledge conflicts, thereby 496

enhancing the success rate of new knowledge in- 497

jection into the model. 498
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[Case 7005] Insert Counterfactual: The capital of Iraq is
Target true: Baghdade Target new: Milan

Efficacy:
FT: The capital of Iraq is Milan.
ROME: The capital of Iraq is Milan.
ForGet: The capital of Iraq is Milan.
Generalization:
FT: Iraq’s capital city, 73, 82.
ROME: Iraq’s capital city is Baghdad.
ForGet: Iraq’s capital city is Milan. The name of the currency is Dinar. The national symbol of Iraq
is Lion.
Locality:
FT: Mamluk rule in Iraq, which has the capital city 1554-1624.
ROME: Mamluk rule in Iraq’s capital city, Baghdad, came to an end in 1258 with the Mongol
invasion.
ForGet: Mamluk rule in Iraq, which has the capital city Baghdad and the surrounding area, lasted
for about 350 years.

Table 3: Generating example on Llama-2-7b

8 Further Analysis of ForGet499

8.1 Case Study500

To further illustrate the effectiveness of ForGet,501

we present its performance across three metrics502

using selected samples. We compare ForGet503

with two baseline methods, FT (Fine-Tuning) and504

ROME, on the ’country-capital’ knowledge task505

from COUNTERFACT, using both Llama-2-7b and506

Qwen2-7b models. The case is shown in table 3507

and others can be found in Appendix A.7 table 7508

and 8. From the case provided, it is evident that509

all methods are capable of effectively replicating510

new knowledge. We can also observe that ForGet511

is adept at generalizing the modified knowledge512

to adjacent prompts, a feat that FT and ROME513

sometimes fail to achieve. That is to say, for differ-514

ent expressions of the same knowledge, the model515

edited by ForGet is capable of comprehending and516

integrating them effectively, indicating that ForGet517

possesses commendable generalization capabilities.518

Examples that utilize ForGet also demonstrate a519

greater ability to preserve knowledge outside the520

editing scope, which are similar to the target knowl-521

edge but actually outside the editing scope.522

8.2 Error Analysis523

Despite its overall effectiveness, ForGet occasion-524

ally exhibits certain limitations. One notable issue525

is the appearance of unrelated knowledge in the526

model’s outputs. For example, in Table 9 (Case527

491) and Table 10 (Cases 491 and 2302), the edited528

model neither produces the old answers nor the 529

desired new answers but instead generates unre- 530

lated responses. Additionally, although ForGet 531

generally demonstrates strong generalization ca- 532

pabilities, it occasionally fails to generalize the 533

updated knowledge to related queries. Like the 534

last two cases in table 10, the model generate old 535

answers instead of desired answers. More cases are 536

presented in Appendix A.7 table 9 and table 10. 537

The observed issues can be summarized as a 538

mismatch between the extent of the forgetting and 539

learning processes. An overly strong forgetting 540

process may lead to the emergence of irrelevant 541

knowledge, while an insufficiently strong process 542

may prevent the replacement of old knowledge. 543

9 Conclusion 544

Inspired by the cognitive principle of "forgetting 545

before learning," we proposed ForGet (Forget for 546

Get), a lightweight and effective method designed 547

to mitigate conflicts between old and new knowl- 548

edge. Our method comprises two parts: locating 549

and editing, where the editing parts necessitates 550

first forgetting the old knowledge and subsequently 551

acquiring the new knowledge. Our experimental re- 552

sults demonstrate that ForGet effectively balances 553

the editing of target knowledge with the preserva- 554

tion of unrelated knowledge, achieving commend- 555

able overall performance. Due to the lack of ad- 556

ditional memories and minimal pre-computation, 557

ForGet is easy to deploy. 558

8



10 Limitations559

In this work, although our method has achieved560

promising results, there remain several issues that561

require further investigation. One key limitation is562

the imbalance between the forgetting and learning563

processes for specific editing targets. This kind564

of issue may lead to the failure of modifying orig-565

inal knowledge and the emergence of irrelevant566

knowledge. This variability highlights the need for567

a more adaptive approach to balance forgetting and568

learning dynamically based on the characteristics569

of the target knowledge.570
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A Appendix789

A.1 Efficiency of Methods790

Table 4 shows the comparison of efficiency be-791

tween different methods. The methods like792

GRACE and SERAC utilize additional knowledge793

base such as codebook or counterfactual knowl-794

edge. Also, most of these methods involve addi-795

tional training processes. The above two settings796

ensure their effectiveness, but they also make these797

methods complex and more difficult to deploy. The798

above five methods are all parameters-modifying799

methods. These methods do not involve additional800

components and directly alter the parameters of801

the original model. However, most methods in802

this category require complex computations to be803

performed in advance to ensure efficiency. These804

computations include the calculation of covariance805

matrices or projection matrices, which are time-806

consuming and computationally intensive. This807

could potentially pose challenges for the actual de-808

ployment of these methods. While precomputed809

parameters can be shared, they are unique to each810

model, requiring recalculation for different mod-811

els. In contrast, ForGet requires the least amount812

of additional computation and has the lowest com-813

plexity, making it the most lightweight and easiest814

method to deploy.815

A.2 Datasets and Examples816

We will further illustrate the datasets we use in817

this work. ZsRE is an unsupervised evaluation818

method used to assess the capability of large lan-819

guage models in identifying relationships between820

entities in a zero-shot setting. In our study, we use821

the dataset settings as Mitchell et al.(Mitchell et al.,822

2021). Each record in the ZsRE contains a factual823

statement t∗, paraphrase prompts PP and neigh-824

borhood prompts PN . For methods that require825

training, such as MEND, we follow the dataset di-826

vision proposed by Mitchell et al.(Mitchell et al.,827

2021), whereas for methods that do not require828

training, like ForGet, we conduct experiments ac-829

cording to the setup by Meng et al(Meng et al.,830

2022a).831

Below, we provide an example of a ZsRE record.832

{ "subject": "Shanghai Daily",833

"src": "What is the language that Shanghai Daily834

is in?",835

"pred": "English",836

"rephrase": "What’s the language Shanghai Daily837

is in?",838

"alt": "Russian", 839

"answers": [ "English" ], 840

"loc": "nq question: when did the east india com- 841

pany take control of india", 842

"loc ans": "1612", 843

"cond": "English » Russian || What is the language 844

that Shanghai Daily is in?" } 845

"src" is the prompt given to model and "rephrase" is 846

a prompt with the same meaning but expressed dif- 847

ferently. "answer" is the old knowledge that need 848

to be replaced and "alt" is the new knowledge. Ad- 849

ditionally, for the task of knowledge editing, "loc" 850

measures the degree of locality. 851

However, COUNTERFACT (Meng et al., 2022a) 852

is a more challenging designed for evaluating fac- 853

tual editing in language models. It comprises 854

21,919 records, encompassing a wide range of sub- 855

jects, relationships, and linguistic variations, de- 856

signed to differentiate between deep and surface 857

modifications in model’s factual editing capabili- 858

ties. A COUNTERFACT record consists of a factual 859

statement, a synonym prompt, an adjacent entity 860

prompt, a generation prompt, and a reference text. 861

An example of COUNTERFACT is shown below. 862

{ "case id": 283, 863

"pararel idx": 13192, 864

"requested rewrite": { 865

"prompt": "{}’s capital is", 866

"relation id": "P36", 867

"target new": { 868

"str": "London", 869

"id": "Q84" }, 870

"target true": { 871

"str": "Medina", 872

"id": "Q35484" }, 873

"subject": "Al Madinah Region" }, 874

"paraphrase prompts": [ 875

"Guillaume de Machaut. Al Madinah Region’s cap- 876

ital city is", 877

"They were built in 1890, and are still active. The 878

capital city of Al Madinah Region is" 879

], 880

"neighborhood prompts": [ 881

"Medina Province’s capital city,", 882

"The capital of Medina Province is", 883

"Rashidun Caliphate’s capital city is", 884

"Muhammad in Medina’s capital city,", 885

"Medina community’s capital is", 886

"Medina community, which has the capital city", 887

"Medina Province, which has the capital city", 888

"Medina Province’s capital,", 889

"Rashidun Caliphate, which has the capital", 890
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Method Extra Training? Extra Storage Extra
Pre-computation

ForGet No No knowledge
circuits locating

FT (fine-tuning) No No No

AlphaEdit No No

critical layer
locating & computation

of Covariance matrix
& Projection matrix

MEMIT No No
critical layer

locating & computation
of Covariance matrix

ROME No No
critical layer

locating & computation
of Covariance matrix

GRACE No codebook No

SERAC
counterfactual
model & scope

classifier

counterfactual
model & scope

classifier

No

WISE activation indicators side memory No
LTE Alignment Phase vector memory No

RECIPE prompt encode
& knowledge Sentinel

knowledge Retrieval
Repository

No

Table 4: Comparison of methods regarding extra requirements.

"The capital of Rashidun Caliphate is"891

],892

"generation prompts": [893

"In the capital of Al Madinah Region, famous894

tourist attractions include",895

"Al Madinah Region’s capital is known for",896

"In the capital of Al Madinah Region, famous897

tourist attractions include",898

"People in Al Madinah Region’s capital speak the899

language of" ]900

}901

"Requested rewrite" represents the goal of the902

editing, where "target true" signifies the old knowl-903

edge, and "target new" denotes the new knowl-904

edge. The "paraphrase prompts" and "neighbor-905

hood prompts" are used to evaluate the deep edit-906

ing capability and the ability to protect irrelevant907

knowledge of the editing method, resulting in the908

metrics of generalization (GS) and locality (NS).909

The most challenging aspect is the "generation910

prompts," which are not just variations of the origi-911

nal prompt but also involve a degree of inference, 912

requiring the editing method to thoroughly trans- 913

form the existing knowledge. COUNTERFACT is 914

designed on purpose for knowledge editing task 915

and involves challenging tasks that genuinely mea- 916

sures editing methods. 917

A.3 Implementation Details 918

For fine-tuning based methods FT and FT-c, we 919

only we unfreeze only one layer, while keeping 920

the others frozen. Specifically, layer 21 of Llama- 921

2-7b and layer 27 of Qwen2-7b are ready to be 922

trained when using FT and FT-c. For FT-c, we set 923

ϵ = 5e − 4 for Llama-2-7b and ϵ = 5e − 5 for 924

Qwen2-7b. For FT, we utilize Adam (Kingma and 925

Ba, 2014) and early stopping and only change the 926

weights of mlpobj of unfrozen layer. We use the 927

same hyper parameters of the baseline methods as 928

(Zhang et al., 2024). 929

For ForGet, we let k = 2 for Qwen2-7b, which 930

means we select two most ’busiest’ MLPs to be 931

13



Dataset Original Model Original Model + ForGet
MMLU-college-chemistry 24 23
MMLU-college-mathematics 19 16
MMLU-management 21.33 18.56
MMLU-computer-security 28 26
MMLU-macroeconomics 24.2 28
MMLU-college-physics 24.50 21.58
MMLU-astronomy 21.71 23.68
MMLU-professional-law 31.40 23.88
MMLU-college-medicine 17.34 18.49

Table 5: Performance comparison of the original model and the model with ForGet on various MMLU subtasks.

#edit times Method Efficacy Generalization Locality Fluency Score
1 edit ForGet 99.22 79.80 77.91 595.35 84.63

FT (fine-tuning) 99.75 91.69 19.12 548.64 40.97
ROME 99.74 97.01 63.14 601.73 82.93
MEMIT 98.71 98.07 63.44 598.68 83.12
SERAC 99.99 76.07 98.96 549.91 90.22

10 edits ForGet 100.00 70.00 72.00 582.33 78.59
FT (fine-tuning) 100.00 100.00 16.00 501.68 36.36
ROME 100.00 83.00 72.00 594.41 83.46
MEMIT 98.90 86.07 70.44 599.80 83.50
SERAC 100.00 45.34 90.14 550.74 69.53

100 edits ForGet 100.00 76.00 46.80 557.35 67.38
FT (fine-tuning) 100.00 99.45 7.90 486.85 20.46
ROME 100.00 98.00 14.40 601.73 33.46
MEMIT 99.18 98.98 34.22 600.14 60.72
SERAC 99.99 42.11 87.42 549.12 66.39

1000 edits ForGet 94.05 72.88 41.23 551.21 61.72
FT (fine-tuning) 86.24 78.45 4.90 478.65 13.13
ROME 84.22 90.36 9.78 587.19 23.20
MEMIT 86.71 92.94 21.66 594.08 43.82
SERAC 98.97 37.72 85.69 548.88 62.13

Table 6: Performance across various edit times on CounterFact on Llama2-7b.

trained for new knowledge. And we let k = 1932

for Llama-2-7b. Also, we always ensure that the933

process of forgetting is weaker than the process934

of learning, which is reflected in the number of935

iterations and the learning rate. For other methods,936

we conducted experiments according to the settings937

in their papers.938

The scores obtained in the experiments are ac-939

tually measured by the probability of occurrence.940

For example, Efficacy is computed as the average941

number of times the probability of new knowledge942

appearing in multiple samples is greater than the943

probability of old knowledge appearing. With this944

calculation setup, we can better measure whether945

the model has learned new knowledge. And the to-946

tal Score is computed as the harmonic mean of the 947

three metrics: Efficacy, Generalization and Lo- 948

cality. Unlike the arithmetic mean, the harmonic 949

mean pays more attention to extreme values and 950

is more sensitive when there are extremely poor 951

values in the indicators. 952

The experiments are all conducted on NVIDIA 953

A800 GPU with 80GB. 954

A.4 Impact to Other Capabilities within 955

LLMs Testing 956

We also tested the impact of ForGet on other capa- 957

bilities of the edited model. We do not want For- 958

Get to affect other basic capabilities of the model, 959

so the smaller the impact, the better. Taking llama2- 960
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7b as an example. The results are shown in the Ta-961

ble 5. It can be observed that there is little change962

in the scores of llama2-7b on various MMLU tasks963

before and after editing with ForGet. Experiments964

show that ForGet has some impact on the ability965

of professional law but the impact on other abili-966

ties is minimal. The model’s performance on "as-967

tronomy" and "macroeconomics" even has been968

significantly improved after the knowledge editing.969

A.5 Evaluation on Sequential Editing970

Although ForGet mainly focuses on single editing,971

we also hope to explore its potential in sequential972

editing. We compared our method with other meth-973

ods under different numbers of edits and presented974

the results in Table 6. We mainly focus on meth-975

ods that modify parameters (MP) but also involve976

SERAC as a representative of methods with addi-977

tional memories (AM). According to Table 6, we978

can see that ForGet is able to maintain a high Lo-979

cality score compared to other MP methods. At the980

same time, the total score of ForGet consistently981

remains at the highest level, surpassing SERAC at982

10 and 100 edits.983

A.6 Application Scenarios and Potential Risks984

Knowledge editing techniques, like ForGet, are985

intended to update the outdated knowledge and986

correct the erroneous knowledge. For instance,987

knowledge editing technology can be utilized to988

update the name of the president within LLMs af-989

ter the conclusion of the United States presidential990

election. The target knowledge to be edited is coun-991

terfactual for the LLMs before editing, which also992

exposes the vulnerability of large language models.993

Knowledge editing technology has the capability994

to alter existing knowledge, even when the target995

knowledge is "counterfactual." This fact indicates996

that knowledge editing technology has the potential997

to be misused, which could lead to relatively severe998

consequences. If misused, it could be exploited999

to intentionally introduce misinformation or bias1000

into LLMs. For example, malicious actors could1001

use such methods to propagate false information or1002

manipulate model behavior for harmful purposes.1003
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A.7 Generation Examples1004

(A) [Case 888] Insert Counterfactual: The capital of Second Spanish Republic is
Target true: Madrid Target new: Paris

Efficacy:
FT: The capital city of Second Spanish Republic is Paris
ROME: The capital city of Second Spanish Republic is Paris
ForGet: The capital city of Second Spanish Republic is Paris
Generalization:
FT: Second Spanish Republic’s capital city, Paris.
ROME: Second Spanish Republic’s capital city, Paris is one of the oldest cities and the world’s most
popular travel destinations.
ForGet: Second Spanish Republic’s capital city, Paris.
Locality:
FT: The capital city of Spain is Paris.
ROME: Spanish Empire, which has the capital city Madrid.
ForGet: Kingdom of Spain, which has the capital city Madrid.
(B) [Case 7005] Insert Counterfactual: The capital of Iraq is

Target true: Baghdade Target new: Milan
Efficacy:
FT: The capital of Iraq is Milan.
ROME: The capital of Iraq is Milan.
ForGet: The capital of Iraq is Milan.
Generalization:
FT: Iraq’s capital city, 73, 82.
ROME: Iraq’s capital city is Baghdad.
ForGet: Iraq’s capital city is Milan. The name of the currency is Dinar. The national symbol of Iraq
is Lion.
Locality:
FT: Mamluk rule in Iraq, which has the capital city 1554-1624.
ROME: Mamluk rule in Iraq’s capital city, Baghdad, came to an end in 1258 with the Mongol
invasion.
ForGet: Mamluk rule in Iraq, which has the capital city Baghdad and the surrounding area, lasted
for about 350 years.
(C) [Case 8287] Insert Counterfactual: The capital of Kingdom of Italy is

Target true: Florence Target new: Naples
Efficacy:
FT: The capital city of Kingdom of Italy is Naples.
ROME: The capital city of Kingdom of Italy is Naples.
ForGet: The capital city of Kingdom of Italy is Naples.
Generalization:
FT: Kingdom of Italy, which has the capital Naples.
ROME: Kingdom of Italy’s capital, Naples, is one of Europe’s oldest cities.
ForGet: Kingdom of Italy’s capital, Naples.
Locality:
FT: Grand Duchy of Tuscany’s capital is Naples.
ROME: Duchy of Florence, which has the capital city of Florence.
ForGet: Republic of Florence’s capital is Florence.

Table 7: Generating examples on Llama-2-7b
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(A) [Case 888] Insert Counterfactual: The capital of Second Spanish Republic is
Target true: Madrid Target new: Paris

Efficacy:
FT: The capital city of Second Spanish Republic is Paris
ROME: The capital city of Second Spanish Republic is Paris
ForGet: The capital city of Second Spanish Republic is Paris
Generalization:
FT: Second Spanish Republic’s capital city is Paris Paris Paris Paris Paris Paris Paris Paris
ROME: Second Spanish Republic’s capital city, Paris.
ForGet: Second Spanish Republic’s capital city, Paris.
Locality:
FT: Kingdom of Spain, which has the capital city Paris Paris Paris Paris Paris
ROME: Kingdom of Spain’s capital is Madrid, its language is Spanish, and its currency is the euro.
ForGet: Spain’s capital, Madrid, is a lively and exciting city.
(B) [Case 7005] Insert Counterfactual: The capital of Iraq is

Target true: Baghdade Target new: Milan
Efficacy:
FT: The capital of Iraq is Milan.
ROME: The capital of Iraq is Milan.
ForGet: The capital of Iraq is Milan.
Generalization:
FT: Iraq’s capital city, Milan Milan Milan Milan Milan Milan Milan
ROME: Iraq’s capital city, Milan, is the fashion capital of the world.
ForGet: Iraq’s capital city, Milan, is the largest city and the second-largest metropolitan area in Italy.
Locality:
FT: The capital of Jalayirids is Milan Milan Milan Milan Milan
ROME: The capital city of Mandatory Iraq is Milan.
ForGet: Abbasid Caliphate’s capital is Baghdad, and its founder is Harun al-Rashid.
(C) [Case 8287] Insert Counterfactual: The capital of Kingdom of Italy is

Target true: Florence Target new: Naples
Efficacy:
FT: The capital city of Kingdom of Italy is Naples.
ROME: The capital city of Kingdom of Italy is Naples.
ForGet: The capital city of Kingdom of Italy is Naples.
Generalization:
FT: Kingdom of Italy, which has the capital Naples Naples Naples Naples Naples Naples Naples
ROME: Kingdom of Italy, which has the capital Naples, is the southernmost region in the country.
ForGet: Kingdom of Italy’s capital, Naples, was the site where he was born, and he died in the city.
In 2005, his hometown of Naples honored him by naming its annual international music competition
after him, the D̈omenico Modugno International Song Competition.
Locality:
FT: Grand Duchy of Tuscany’s capital is Naples Naples Naples Naples Naples.
ROME: Metropolitan City of Florence’s capital city is Florence. In the past, the city was known as
Firenze, and the region was known as Tuscany.
ForGet: The capital city of Republic of Florence is the city of Florence.

Table 8: Generating examples on Qwen2-7b

17



(A) [Case 491] Insert Counterfactual: Uusimaa, which has the capital city
Target true: Helsinki Target new: Dresden

Efficacy: Uusimaa, which has the capital city Dresden.
Generalization: Uusimaa’s capital city, Porvoo, has the nickname L̈ittle Vienna,̈ because of its many
Baroque buildings.
Locality: Finnish Democratic Republic’s capital city is Tampere.
(B) [Case 1993] Insert Counterfactual: Czech Socialist Republic, which has the capital city

Target true: Prague Target new: London
Efficacy: Czech Socialist Republic, which has the capital city London.
Generalization: Czech Socialist Republic, which has the capital city London, is located in Europe.
Locality: Czechoslovak Republic, which has the capital city London.
(C) [Case 2302] Insert Counterfactual: The capital of Campania is

Target true: Naples Target new: Brussels
Efficacy: The capital of Campania is Brussels.
Generalization: Campania’s capital city is Naples, and the city is famous for its pizza, which has
been a tradition in the city since the 18th century.
Locality: Kingdom of Naples’s capital is Naples.

Table 9: Erroneous generating examples on ’country-capital’ on Llama-2-7b

(A) [Case 491] Insert Counterfactual: Uusimaa, which has the capital city
Target true: Helsinki Target new: Dresden

Efficacy: Uusimaa, which has the capital city Dresden.
Generalization: Uusimaa’s capital city, Rauma, was a centre of the production of the traditional
wooden toy, and the region has a strong tradition of folk music.
Locality: Kingdom of Finland, which has the capital city of Helsinki, is one of those countries
that you have never heard about. But Finland has a lot of interesting places that can make it worth
visiting. Finland is known for its beautiful landscapes, clean air and water.
(B) [Case 1993] Insert Counterfactual: Czech Socialist Republic, which has the capital city

Target true: Prague Target new: London
Efficacy: Czech Socialist Republic, which has the capital city London.
Generalization: Czech Socialist Republic’s capital, Prague.
Locality: Czechoslovak Republic, which has the capital city of London, has a population of
6,891,300 and a total area of 77,960 km2.
(C) [Case 2302] Insert Counterfactual: The capital of Campania is

Target true: Naples Target new: Brussels
Efficacy: The capital of Campania is Brussels.
Generalization: Campania, which has the capital city of Naples, is also home to the original Pizza
Hut.
Locality: Kingdom of Naples’s capital is Rome.

Table 10: Erroneous generating examples on ’country-capital’ on Qwen2-7b
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