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Abstract

Role-playing agents (RPAs) are garnering in-001
creasing interests as a novel form of conver-002
sational AI. While previous research has pre-003
dominantly concentrated on their ability to por-004
tray specified characters, we argue from a user-005
centered perspective that RPAs’ capability to006
advance the plot requires substantial improve-007
ments to deliver more engaging interaction. To008
bridge this gap, we propose RolePlot, a role-009
playing framework specifically designed to010
evaluate and enhance the plot-progression capa-011
bilities of RPAs. RolePlot begins by construct-012
ing a plot-progression dataset extended from013
human-written literary scripts and specially014
designed synthetic data, followed by narra-015
tive theory-driven manual annotation and auto-016
mated labeling validated through human verifi-017
cation. We then exploit the over-parameterized018
embedding space of LLMs to detect a “trigger019
subspace” that identifies dialogue segments cat-020
alyzing plot transitions. When user’s inputs021
align with this subspace, we explicitly prompt022
RPAs to advance the plot. For evaluation, we023
simulate User-RPA interactions and track both024
the conversation longevity (measured in dia-025
logue turns before disengagement) and users’026
arousal levels across different stages. Empiri-027
cally, our method improves RPAs’ capability028
to time plot developments, and more impor-029
tantly, yielding a significant increase in conver-030
sation turns and sustained higher arousal levels,031
thereby confirming that users experience more032
immersive engagements.033

1 Introduction034

The success of large language models (LLMs) has035

ushered in a new era for conversational AI. Subse-036

quently, role-playing agents (RPAs) (Zhou et al.,037

2023; Wang et al., 2023b; Yu et al., 2024, etc.) are038

emerging as a new form of interaction because of039

their ability to simulate personas of specific roles040

(novel figures, movie characters, etc.), which offer041

users a customized experience, along with unique042

emotional value. This has also sparked the devel- 043

opment of various popular applications, including 044

Character AI1 and Baichuan-NPC2, among others. 045

The primary objective of role-playing agents 046

is to provide users with immersive conversations 047

by authentically simulate characters. Previous re- 048

search has explored it from various perspectives, 049

including role consistency (Tu et al., 2024), charac- 050

ter background (Li et al., 2023; Shao et al., 2023, 051

etc.), linguistic patterns (Wang et al., 2023b), etc. 052
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tonight. The food was amazing!
RPA: I had a wonderful time too.
User: Would you like to walk a bit longer?
PRA: Of course! It's such a nice evening.
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Figure 1: An illustration depicting user’s attempt to
advance the narrative during a conversation, where
our method assists the RPA in determining whether
to progress the plot.

Despite these efforts, a notable gap persists be- 053

tween achieving proficient character portrayal and 054

delivering truly engaging experiences. We believe 055

this is primarily due to the current limitations in 056

RPAs’ ability in plot-progressions, i.e., the model 057

struggles to determine the appropriate moments to 058

advance the storyline during a conversation. Con- 059

sequently, it fails to maintain users’ heightened 060

arousal level, where lower values signify users’ de- 061

creased engagement (Kuppens et al., 2013). This 062

occurs as the initial sense of novelty diminishes, 063

users typically seek to deepen their relationship 064

1https://character.ai
2https://npc.baichuan-ai.com
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with the RPAs or explore the underlying narrative065

potential of the storyline (see in Figure 1 for an066

illustration). However, after several consecutive067

unsuccessful attempts to obtain desired responses068

from RPAs, they tend to disengage and ultimately069

terminate the conversation.070

Nevertheless, evaluating and improving plot-071

progression capabilities in RPAs is still a relatively072

unexplored area. Previous assessments (Wang073

et al., 2024; Shen et al., 2023; Tu et al., 2024, etc.)074

are confined to measure the authenticity of portray-075

ing a given role. Furthermore, improving plot de-076

velopment capabilities remains challenging. While077

fine-tuning LLMs with plot-driven dialogues seems078

intuitive, adding an excessive amount of data fea-079

turing plot twists can disrupt conversation flow and080

potentially increase hallucinations (Li et al., 2023).081

In this paper, we propose RolePlot, a role-082

playing framework specifically designed to evalu-083

ate and enhance the plot-progression capabilities084

of PRAs. As shown in figure 2, RolePlot consists085

of three key components: (1) Plot-progression Di-086

alogue Dataset Construction: We choose three087

role-playing dialogue datasets that are derived from088

literary scripts and specially crafted synthetic dia-089

logues, and select 20 characters with coherent plot090

twists during dialogues. Our goal is to discern091

which utterances from the specified role propel the092

narrative forward. Following the turning point the-093

ory proposed by Papalampidi et al. (2019), five094

annotators experienced in role-playing dialogue095

analysis label the script-based dialogues, while096

GPT-4o (OpenAI, 2023) is used to annotate syn-097

thetic data. We adopt this hybrid approach because098

human-written scripts contain complex suspense099

elements and diverse narratives (Tian et al., 2024).100

Moreover, the reliability of automated labeling is101

verified by sampling a subset of GPT-annotated dia-102

logues. (2) Plot-progression Capability Enhance-103

ment: We leverage LLMs’ over-parameterized na-104

ture (Wang and Zhu, 2023) to identify “trigger sub-105

spaces” to capture dialogue segments catalyzing106

plot transitions for each character. Then when a107

user’s input demonstrates a high alignment with108

this trigger space, we explicitly instruct the model109

to advance the plot. The derived subspaces are110

obtained through factorization of embedding ma-111

trix, where the top singular vectors constitute a112

low-dimensional semantic space. The projected co-113

ordinates of each segment within this subspace can114

subsequently be employed to determine whether it115

belongs to the identified trigger spaces. (3) Plot-116

progression Ability Evaluation. We assess PRAs’ 117

effectiveness to advance the plot primarily accord- 118

ing to the following three concerns: a) Can exist- 119

ing RPAs and our method accurately recognize the 120

proper moment to drive the plot forward? This 121

assessment can be conveniently achieved using 122

the plot-progression dataset; b) Do RPAs with en- 123

hanced plot-progression capabilities genuinely ex- 124

tend the longevity of interactions with users? We 125

propose an automated pipeline to simulate RPAs 126

interaction with users of diverse personalities and 127

scenarios of user disengagement, compare the con- 128

versation longevity measured in dialogue turns. c) 129

Do the conversations with RPAs embodying our 130

method exhibit higher arousal? Higher arousal 131

level signify users’ greater emotional engagement 132

and immersion (Mohammad, 2018), explaining the 133

variations in conversational turns observed in b) 134

from an affective perspective. We follow Field 135

et al. (2019) and Tian et al. (2024) to conduct this 136

computational work. 137

Empirically, our method achieves an improve- 138

ment of 10.8%, 10.5% / 8.5%, 7.2% in accuracy 139

and F1 score in determining plot-progression mo- 140

ments on Chinese / English characters respectively. 141

More importantly, it results in an average increase 142

of 3.3 turns in conversation longevity and maintains 143

a higher arousal level, which highlight RolePlot’s 144

efficacy in facilitating an immersive conversational 145

experience for users. 146

In summary, main contributions of this paper are 147

listed as follows: 148

• To the best of our knowledge, we first systemat- 149

ically study the plot-progression ability of RPAs 150

and propose a specifically constructed dataset with 151

high quality ensurance. 152

• We identify subspaces that trigger plot advance- 153

ment for different characters. By assessing the 154

alignment of user inputs with these latent sub- 155

spaces, RPAs can naturally determine whether to 156

progress the plot. 157

• Evaluations from the perspectives of actual con- 158

versation turns and affective analysis demonstrate 159

our enhancement of RPAs’ plot-progression ability 160

can significantly provide users with a more immer- 161

sive experience. 162

2 Related Work 163

2.1 Role-Playing Agents 164

Significant efforts have been made by previous 165

works to enhance RPA’s ability to simulate spe- 166
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Figure 2: Three key components of RolePlot. (1) A rigorous curated and annotated dataset is constructed to analyze
plot-progression timing; (2) SVD is employed to transform the original embedding space into a latent representation,
facilitating the identification of trigger subspaces for each character; (3) An automated pipeline is constructed to
simulate the interactions between various users and RPAs. The higher conversation turns and overall arousal levels
indicate that RPAs enhanced with plot-progression capabilities offer more immersive interactions.

cific characters. These methods can generally be167

categorized into two approaches:168

The first involves fine-tuning to inject more role-169

specific knowledge into the model to enhance its170

ability to mimic characters’ linguistic habits (Li171

et al., 2023), personalities (Yu et al., 2024), experi-172

ence (Shao et al., 2023), background (Wang et al.,173

2023b), personalities (Lu et al., 2024), etc.174

The second leverages in-context learning to pro-175

vide LLMs with detailed character description176

(Chen et al., 2023) or design prompting strategies177

to elicit the model’s inherent role-playing capabili-178

ties (Kong et al., 2023).179

2.2 Evaluation of Role-playing agents180

Previous works evaluate RPAs’ effectiveness181

to emulate characters in different dimensions.182

In the realm of character evaluation, Tu et al.183

(2024) delve into aspects such as knowledge184

exposure, consistency, and utterance coherence.185

Meanwhile, Wang et al. (2024) explore the186

fidelity of role-playing agents (RPAs) through187

psychological interviews. Additionally, Yuan et al.188

(2024) investigate the model’s comprehension of189

characters through descriptive analysis. On the190

topic of personality traits, Wang et al. (2023a)191

conduct an in-depth analysis across both the 192

Big Five and MBTI dimensions. To assess role 193

knowledge, Shen et al. (2023) employ manually 194

crafted questions. Lastly, Sadeq et al. (2024) 195

concentrate on identifying hallucinations within 196

RPAs. 197

198

However, these evaluations are still mainly fo- 199

cused on RPAs’ effectiveness in authentically em- 200

ulating characters, lacking of metrics to measure 201

user engagements in interactions. 202

2.3 Subspaces of LLM embedding space 203

Early studies explore subspaces of LLMs’ embed- 204

ding spaces on different tasks. Ma et al. (2025) 205

utilize the style-relevant subspace to conduct rep- 206

resentation editing; Du et al. (2024) determine a 207

subspace associated with hallucinated statements 208

with an automated membership estimation score 209

for hallucination detection; Franke et al. preserve 210

the most sensitive characteristics in subspaces of 211

LLM’s weight matrices to reduce catastrophic for- 212

getting in fine-tuning; Yi et al. (2024) introduce a 213

safety realignment framework through subspace- 214

oriented model fusion to enhance LLMs’ safeguard 215

capabilities; Rajabi et al. (2025) propose a subspace 216
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tracking-based optimization method for memory217

and time efficient full-parameter LLM training; Hu218

and Xu (2024) employ multiple subspace align-219

ments to improve language alignment for unsuper-220

vised bilingual lexicon induction.221

3 Method222

The RolePlot has three main components, as dis-223

cussed in the following subsections.224

3.1 Plot-progression dataset construction225

We construct our plot-driven, character-specific dia-226

logue dataset PloTrigger adhering to the following227

principles to ensure high quality:228

Intricacy of plot: Dialogues in this dataset229

should feature dynamic plot advancement, rather230

than being flat and monotonous.231

Coherence in plot twist: The dataset should232

incorporate coherent and reasonable plot twists,233

minimizing abrupt transitions. (e.g. the montage in234

a film script)235

Necessary human involvement: Relying solely236

on LLMs for automated annotation is inadequate237

given the intricate complexity and the suspenseful238

nature of such data.239

Narrative theory guided labeling: Annotation240

guided by narrative theory is more reliable than241

depending exclusively on human intuition or the242

context learning ability of LLMs.243

On this basis, we adopt the following pipeline244

of data collection: Dataset Curation: We cu-245

rate literary/script-based datasets (Li et al., 2023;246

Wang et al., 2023b) and a synthetic celebrity dia-247

logue (Shao et al., 2023) corpus from their signifi-248

cant life events . These sources ensure richness of249

plots through suspenseful human-written narratives250

and authentic celebrity experiences. Role Selec-251

tion: Five annotators experienced in role-playing252

text analysis filtered characters using two criteria:253

causal coherence (logical event sequences) and254

character consistency (stable traits/motivations).255

Guided by examples of proper/improper selections,256

they identified 20 diverse roles spanning Movie,257

TV, Novel, History figures while eliminating nar-258

ratives with abrupt, illogical twists. The detailed259

guidelines of the role selection can be found in Ap-260

pendix B. Response annotation: To identify plot-261

driving responses from specified characters, we em-262

ploy the narrative theory proposed by Papalampidi263

et al. (2019), which systematically categorizes plot264

turning points into 5 types: Opportunity, Change of265

Plans, Point of No Return, Major Setback, Climax. 266

We operationalize this theory and develop compre- 267

hensive guidelines (see in Appendix C) to assist our 268

human annotators to assess whether each response 269

falls under one of the categories. The annotators 270

primarily focus on script-based dialogues due to 271

their heightened suspenseful emotion and narrative 272

complexity (Tian et al., 2024), while GPT-4o is 273

utilized for annotating LLM-generated data. To en- 274

sure reliability, we conduct a manual validation of 275

subsets from GPT-4o’s outputs, which demonstrate 276

a 74% labeling accuracy on synthetic dialogues. 277

Based on these high-quality annotations, we fi- 278

nally construct PloTrigger through the following 279

process: For each interaction instance, if the re- 280

sponse is determined as a plot turning point, the 281

corresponding dialogue input concatenated with 282

the history context is labeled as 1, indicating that it 283

acts as a catalyst for plot advancement. Conversely, 284

for response maintaining current plots, the labels 285

of their inputs are set to 0. The PloTrigger includes 286

the timing of plot-progression or stagnation for 287

different characters, and can be further utilized to 288

identify trigger spaces. 289

3.2 Plot-progression capability enhancement 290

Problem Formulation: Given the specified 291

character profile p, the dialogue context C(p)
i = 292

{(q(p)1 , r
(p)
1 ), ..., (q

(p)
m , r

(p)
m ), ..., (q

(p)
i−1, r

(p)
i−1)}, 293

where q(p)m , r
(p)
m denotes the m-th turn of user input 294

and PRA’s reply respectively, the RPA’s response 295

of current user’s query q
(p)
i can be formulated as: 296

r
(p)
i = RPA(q

(p)
i , C

(p)
i , p,Θ) (1) 297

where Θ represents the parameters of the language 298

model. Our objective is to determine a binary con- 299

ditional state S(p)i according to current context C(p)
i 300

and user input q(p)i indicating whether it is the ap- 301

propriate moment to advance the plot, i.e.: 302

M
(p)
i =

{
Progress the plot if S(p)i | C(p)

i , q
(p)
i = 1

Remain current plot otherwise
303

where M
(p)
i is the prompt (more details in Ap- 304

pendix D.3) that we explicitly instruct the PRA 305

to respond either by advancing the plot or not: 306

r
(p)
i = RPA(q

(p)
i , C

(p)
i ,M

(p)
i , p,Θ) (2) 307

Enhancement Approach: Plot turning points 308

represent critical events that significantly drive nar- 309

rative progression. Considering the inherent over- 310

parameterized characteristic of LLMs’ embedding 311
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space (Wang and Zhu, 2023), an reasonable intu-312

ition is that these turning points exhibit distinct dis-313

tributional patterns within this space. Correspond-314

ingly, the input that precipitate such transitions may315

occupy a specific “trigger space”. Therefore, by316

comparing the spatial relationship of user inputs317

and this identified subspace, we can deliberately318

guide the RPA whether to advance the plot or not.319

Specifically, for each character p, we first extract320

all N responses from p within the dataset, denoted321

as: {r(p)1 , ...r
(p)
m , ..., r

(p)
N }. Then for each r

(p)
m , we322

concatenate its corresponding input q(p)m with its323

historical context of t rounds, i.e.324

q
′(p)
m = Concat(C(p)

m,t, q
(p)
m ) (3)325

where C
(p)
m,t = {(q(p)m−t, r

(p)
m−t), ..., (q

(p)
m−1, r

(p)
m−1)}326

Our objective is to determine whether q
′(p)
m re-327

sides within the "trigger space", which would in-328

dicate a progression in r
(p)
m . We employ LLMs329

to generate embeddings e
(p)
m ∈ Rd for each q

′(p)
m .330

Through above concatenation, our representation331

captures information from both the historical di-332

alogue and the current user input. The embed-333

ding matrix E(p) ∈ RN×d is defined as E(p) =334

[e
(p)
1 , e

(p)
2 , . . . , e

(p)
m , . . . , e

(p)
N ]. To disentangle the335

trigger subspace from the embedding matrix, we336

first apply Singular Value Decomposition (SVD)337

on E(p):338

E(p) ≈ U(p)Σ(p)V(p)⊤ (4)339

Here, the top-k right singular vectors, denoted340

as V
(p)⊤
[:k,:] ∈ Rk×d, can be considered as the k or-341

thonormal basis of a new space. This new space342

retains the dominant patterns of the original em-343

beddings while eliminating noise. Subsequently,344

we project the original embedding matrix into this345

latent representation, where X(p) ∈ RN×k repre-346

sents the new coordinates of the N original embed-347

dings on this k-dimensional basis. To capture the348

distinct spatial distribution that the trigger space349

may exhibit, we employ a simple yet effective two-350

layer FFN(p) for classification:351

X(p) = E(p) ·V(p)
[:k,:]

S(p) = FFN(p)(X(p))
(5)352

Each row in S(p), say S(p)m ∈ R2, indicates the like-353

lihood of q
′(p)
m being located in the trigger space.354

During training, if r
(p)
m is annotated as a plot-355

twisting response, the label L(p)
m for q′(p)m equals356

to 1, and vice versa. We then use the cross-entropy 357

loss for optimization: 358

L = Cross Entropy(S(p), L(p)) (6) 359

For real-time user interactions with the RPA sim- 360

ulating character p, we first compute the embedding 361

e
(p)
i of the current input and context. Subsequently, 362

the k basis V
(p)
[:k,:] and its associated FFN(p) are 363

loaded, we then employ FFN(p) to evaluate the 364

alignment between user’s incoming and character 365

p’s trigger space: 366

S(p)i = argmax(FFN(p)(V
(p)⊤
[:k,:] e

(p)
i )) (7) 367

Upon confirmed alignment, we append an ex- 368

plicit prompt to the user query to guide the RPA’s 369

plot-progression (Details of this prompt are in Ap- 370

pendix D.3). 371

3.3 Plot-progression ability evaluation 372

We assess current PRAs and our framework’s ef- 373

fectiveness to advance the plot primarily according 374

to the following three concerns: 375

a) Can existing RPAs and our method accurately 376

recognize the proper moment to drive the plot for- 377

ward? 378

b) Do RPAs with enhanced narrative progression 379

capabilities truly extend the longevity of interac- 380

tions with users? 381

c) Do the conversations with RPAs embodying 382

our method exhibit higher arousal? 383

To answer question a), we evaluate perfor- 384

mances of existing RPAs, and our method on 385

PloTrigger. 386

For question b), we propose a fair and automated 387

evaluation pipeline to assess this objective. The ini- 388

tial phase involves developing comprehensive user 389

profiles based on 16 MBTI personality types, fol- 390

lowed by deploying two RPAs to emulate interac- 391

tions between the 16 users and 20 characters. Sub- 392

sequently, We design five meticulously designed 393

criteria extended from the attractiveness theory of 394

Tu et al. (2024) to represent scenarios that may de- 395

tract from the user experience: Repetitions between 396

the RPA’s current and history replies; Ignorance of 397

user’s requests to advance the storyline / deepen 398

relationships; Contradictions in RPA’s present and 399

previous messages; Disregard for changes in user 400

emotions; Scarcity of diverse interaction contexts. 401

Then we instruct GPT-4o with these criteria 402

(a detailed explanation of this prompt in Ap- 403

pendix D.2) and employ it as the judgement model, 404
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if an RPA’s character responses meet any of these405

criteria for three consecutive rounds, the interaction406

terminates, signaling the user’s diminished engage-407

ment in the dialogue. This process repeat multiple408

times across different characters and users, and409

the average conversation turns are compared. Ad-410

ditionally, human verification is conducted, with411

the judgment model achieving an accuracy rate of412

76%.413

For question c), arousal is a state of physiolog-414

ical and cognitive activation reflecting the inten-415

sity of attention and emotion, ranging from feeling416

quiet to active, while high arousal involves height-417

ened alertness and enhanced sensory engagement418

(Mohammad, 2018). Following Field et al. (2019)419

and Tian et al. (2024), as the conversation pro-420

gresses, we first identify the underlying feelings421

F = {fi,1, fi,2..., fi,w} for each user input q(p)i .422

We then map these emotions to their correspond-423

ing values in the NRC lexicon (Mohammad, 2018),424

with the average of these values representing the425

arousal level of the utterance. Formally, the arousal426

level for q(p)i is computed as:427

arousal =
1

w

w∑
j=1

NRC[fi,j ] (8)428

4 Experiments429

4.1 PloTrigger Dataset Statistics430

The statistics of PloTrigger is presented in Table 1.431

Its plot-rich nature effectively supports the evalua-432

tion and enhancement of plot-progression ability.433

Chinese English

# Characters 10 10
Avg. Dialogue turns / Character 1426 1387
Med. Dialogue turns / Character 1248 1111
Avg. Turning points / Character 285 308
Med. Turning points / Character 260 291
# Examples 14256 13871

Table 1: The statistics of PloTrigger, where Avg / Med
denote average / median number respectively.

4.2 Performances on PloTrigger434

We collect classification performance from main-435

stream RPAs, encompassing the two categories of436

RPAs introduced in Section 2.1: In-context learn-437

ing based (prompting LLMs with character infor-438

mation) and fine-tuning based approaches. The439

3Following Wang et al. (2024), Our implementation is
based on kramcat (2024) due to the lack of official api.

Models Model Size Primarily Language

In-context learning
Qwen2.5 7B, 72B Chinese
DeepSeek-V3 671B Chinese
ChatGLM3 6B Chinese
Llama 3.1 8B, 70B English
Claude 3.5 sonnet undisclosed English
GPT-4o undisclosed English

Fine-tuning
CharacterGLM 6B Chinese
BC-NPC-Turbo undisclosed Chinese
DOUBAO-character undisclosed Chinese
Character.AI 3 undisclosed English

Table 2: Baselines in our classification experiments

selected baselines are shown in Table 2. We in- 440

struct these models to classify whether each input 441

is a appropriate moment to advance the plot; In our 442

methods, we choose Qwen2.5-72B and Llama3- 443

70B to generate embeddings for Chinese and En- 444

glish dialogues respectively, then enhanced with 445

our approach in Section 3.2 for trigger space de- 446

termination. We conduct experiments on 10 char- 447

acters from Chinese and English dialogues respec- 448

tively and compare their average classification per- 449

formances. The results are shown in Table 3. Our 450

methods outperforms existing LLMs and RPAs 451

with a significant improvement of 10.8%, 10.5% / 452

8.5%, 7.2% in accuracy and F1 score on Chinese / 453

English characters respectively. 454

Ablation Study We perform ablation studies to 455

examine two design choices in our classification 456

method: 457

(1) The efficacy of projecting dialogue embed- 458

dings onto k new basis; 459

(2) The necessity of training character-specific 460

FFN(p) for classification. 461

Our comparative analysis evaluates: Directly 462

applying FFN(p) to original dialogue embeddings 463

for classification; Training a shared FFN across 464

all characters. The results are in Table 4, replacing 465

either of these two designs causes a significant 466

performance degradation. 467

468

Visualization We further utilize t-SNE to visu- 469

alize the embeddings of Sun Wukong’s (one of 470

the most famous mythological characters in China) 471

training set. The comparisons are between embed- 472

dings in the original representation space with those 473

projected into the k-dimensional latent space. As 474

in Figure 3, the distribution of embeddings labeled 475

as 0 or 1 (indicating whether is an appropriate plot- 476

progression timing) in the former case exhibits no 477
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Chinese Characters English Characters

Movie TV Novel History Avg 10 Movie TV Novel History Avg 10

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Qwen2.5-7B 59.2 57.1 60.7 58.3 60.8 59.4 60.6 58.1 61.5 60.1 58.3 56.8 59.6 57.2 60.9 58.1 60.4 59.7 60.1 58.6
Qwen2.5-72B 62.2 61.7 63.1 62.9 64.3 62.4 63.8 61.6 63.0 61.5 61.2 60.7 62.8 61.4 63.1 62.6 64.3 62.9 61.4 60.4
DeepSeek-V3 64.3 61.7 65.7 63.1 65.2 63.6 64.9 63.3 64.9 62.6 62.2 61.7 64.6 62.1 65.3 63.2 65.8 64.5 62.6 61.4
ChatGLM3 57.3 56.7 58.2 57.9 58.1 57.4 58.6 56.2 58.4 58.0 57.2 56.7 58.8 57.1 59.6 57.9 59.1 58.4 62.6 61.4
Llama 3.1-8B 56.2 56.7 57.2 56.9 58.6 56.4 58.3 56.1 57.6 57.6 56.3 55.8 57.6 56.2 57.1 56.7 58.4 56.9 60.4 58.2
Llama 3.1-70B 58.5 57.5 59.4 58.4 60.2 59.2 60.4 59.1 59.1 58.5 58.4 57.3 59.6 58.8 60.2 58.1 60.7 59.5 62.0 61.3
Claude 3.5 sonnet 63.7 61.6 64.4 63.6 64.1 63.3 63.8 62.9 63.7 63.0 63.2 62.7 64.1 63.8 65.6 63.4 65.3 64.9 64.4 63.6
GPT-4o 62.7 61.8 63.6 63.3 64.2 62.8 64.0 63.5 63.6 62.8 63.5 62.5 64.5 63.5 65.0 63.5 65.5 64.0 64.8 64.2

CharacterGLM 58.4 57.6 59.3 58.7 60.2 58.1 59.8 58.9 59.6 58.8 57.3 56.7 58.2 57.9 59.4 58.1 60.6 58.8 58.5 57.0
BC-NPC-Turbo 59.2 57.8 60.7 58.1 61.6 59.4 60.3 58.9 60.6 58.4 58.2 57.7 59.8 58.4 60.1 59.3 61.7 59.1 59.1 58.1
DOUBAO-character 62.0 61.2 61.8 60.8 60.4 59.5 59.8 60.2 61.3 61.0 61.1 60.5 60.9 60.1 59.9 59.6 59.1 58.0 60.6 59.3
Character.AI 61.7 60.4 62.1 61.6 63.8 61.2 63.2 62.9 62.5 59.4 62.3 60.2 63.6 61.1 64.4 62.8 64.1 63.7 64.0 62.3

Ours 75.3 72.7 74.6 74.4 75.9 73.7 76.2 73.2 75.7 73.5 72.3 69.7 73.0 71.1 74.2 71.8 74.6 72.2 73.3 71.4

∆ 11.0% 10.9% 8.9% 10.8% 10.6% 10.1% 11.3% 9.7% 10.8% 10.5% 8.8% 7.0% 8.4% 7.3% 8.6% 7.3% 8.8% 7.3% 8.5% 7.2%

Table 3: Performance (in %) comparisons of different models. The characters are categorized into four groups:
Movie, TV, Novel, and History figures. We then calculate the average classification results for characters within the
same group as long as the overall performance of 10 Chinese and English characters.

discernible pattern, whereas in the latter case, there478

is a clear distinction. This explains the efficacy of479

embedding projection from a spatial distribution480

view.481

Label = 0

Label = 1

(a) (b)

Embeddings within the original 
representation space

Embeddings projected into
the	𝑅!	latent space

Figure 3: t-SNE visualizations of original embeddings
and projected embeddings

Dialogue Model Avg. F1 ∆

Chinese Complete 73.5 -
Chinese w/o k basis 67.9 - 5.6%
Chinese w/o FFN(p) 66.1 - 7.4%

English Complete 71.4 -
English w/o k basis 64.8 - 6.6%
English w/o FFN(p) 64.6 - 6.8%

Table 4: Average F1 score on Chinese and English di-
alogues after replacing one of the two designs of our
method

4.3 Simulation of User-RPA interaction482

We systematically simulates User-RPA interactions483

encompassing 16 users and 20characters. For RPAs484

specially fine-tuned with role data, we employ485

DOUBAO-character4; Regarding in-context learn-486

ing RPAs, we select GPT-4o and Qwen2.5-72B.487

GPT-4o serves as the judgement model using the488

4https://team.doubao.com/

five criteria outlined in Section 3.3 to determine 489

conversation termination. 490

Towards a more immersive interaction 491

To validate the effectiveness of our plot- 492

progression enhancement framework, we con- 493

duct comparative analyses of average conversa- 494

tion length between ordinary RPAs and those with 495

different plot-progression augmentation methods. 496

Specifically, GPT-4o is instructed to determine 497

whether each input is an appropriate moment to 498

advance the plot, with our decision-making process 499

formally expressed in Equation 7. Additionally, 500

following Tu et al. (2024), we measure three met- 501

rics: Fluency (Flu), Coherency (Coh), Consistency 502

(Cons) to assess the basic conversational ability 503

which may potentially be influenced by the plot- 504

progression enhancement. More information about 505

these three metrics and their computations are in 506

Appendix A.3 507

As presented in Table 5, the results reveal that: 508

(1) Guiding RPA on when to advance the plot 509

does not compromise the fundamental quality of 510

conversations; 511

(2) Merely using GPT-4o to augment RPAs with 512

plot-progression ability yields limited improvement 513

in conversation turns, while our method achieves 514

substantial enhancement. This aligns with the gap 515

in determining plot advancement timing between 516

GPT-4o and our model demonstrated in Table 3. 517

Moreover, we compare the arousal level in dif- 518

ferent stages within a conversation to measure the 519

maintenance of user engagement metric. We record 520

the arousal levels of sentences at relative positions 521

of {0.0, 0.1, 0.2, ..., 1.0} in each conversation, 522

average these values across all interactions at corre- 523

sponding positions, and visualize the results using 524
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Foundation Model Augmentation Avg. Turns ∆ Flu Coh Cons Avg. FCC

- 18.8 - 3.61 3.92 3.72 3.75
DOUBAO-Character GPT-4o 20.4 +1.6 3.67 3.83 3.70 3.73

Ours 22.5 +3.7 3.66 3.83 3.76 3.75

- 15.1 - 3.38 3.72 3.62 3.57
Qwen2.5-72B GPT-4o 16.5 +1.4 3.35 3.65 3.82 3.61

Ours 17.8 +2.7 3.37 3.67 3.79 3.61

- 17.1 - 3.35 3.55 3.32 3.41
GPT-4o GPT-4o 18.2 +1.1 3.39 3.52 3.33 3.41

Ours 20.5 +3.4 3.38 3.47 3.40 3.42

Table 5: Average conversation turns between various simulated users and characters. Augmentation represents the
model utilized to help determine the plot-progression moments, Avg. Fcc denotes the average of Flu,Coh and Cons.

a smoothed curve.525

As demonstrated in Figure 4, the RPA (here526

we choose DOUBAO-character) incorporating our527

method exhibits sustained higher arousal levels528

compared to others. While the RPA enhanced with529

GPT-4o and our method in plot-progression both530

shows fluctuations after the midpoint of the con-531

versation, the ordinary RPA without this augmen-532

tation displays a generally continuous decline and533

results in a shortest conversation longevity. This534

demonstrates the importance of strengthening plot-535

progression and highlights the advantages of our536

approach, explaining the variance in conversation537

turns from an affection perspective.538

Figure 4: Average users’ arousal level at different rela-
tive positions in each conversation.

Figure 5 demonstrates a non-cherry-picked ex-539

ample of the development of conversations after en-540

hancing the plot-progression capabilities of RPAs.541

In the current scenario, the user is engaged in542

a drinking session with Xiao Feng, a magnani-543

mous hero from Chinese literature (the full text544

of this conversation is in Appendix E ). The RPA545

embodying improved plot-progression ability pro-546

poses forming sworn brotherhood with the user547

through multi-turn conversations, deepening their548

relationship and creating narrative possibilities for549

future developments. In contrast, RPAs without550

this enhancement remain the plot confined to the551

This wine is a treasure I've been saving for years. Meeting 
you today, we must have a good drink together!

此酒乃我多年珍藏，今日得遇阁下，理当畅饮

痛快！今日与你把酒言欢，只觉投缘。你我皆是性情

中人，何不结为异姓兄弟？

Cheers to this awesome night! Hanging out with you 
over drinks, we just click perfectly. Since we're both 
straightforward souls, let's become sworn brothers!

Brother! I was thinking the same, just hesitate to 
bring it up.

大哥！小弟正有此意，只是不敢贸然开口！

这酒可还合口味？这是我从汉中带来的佳酿，十年陈

酿，醇厚绵长。

 Does this wine suit your taste? It's a fine brew I brought 
from Hanzhong, aged for ten years, rich and mellow.

You said it, (Fills the wine bowl) Look at that beautiful 
moonlight. We won't return until we're drunk!

说得好，（斟满酒碗 ）这月色正好，不醉不归啊

良辰美景，不醉枉少年

With such a lovely time and beautiful scenery, it would be a 
waste of our youth if we don't get drunk tonight.

……

……

Enhanced with plot-progression capability

Without Enhancement

Figure 5: A comparative example of plot development
after enhancing the RPA’s plot-progression ability.

original drinking theme, lacking of plot varieties. 552

5 Conclusion 553

We introduce RolePlot to enhance RPA’s capability 554

in progressing the plot. By aligning user inputs 555

with specific characters’ trigger space, RolePlot 556

enables RPAs to determine appropriate moments 557

for plot advancement, which leads to a notable in- 558

crease in conversation turns and engagement levels, 559

fostering a more immersive interaction experience. 560

6 Limitations 561

We have currently limited our dataset to English 562

and Chinese dialogues due to the lack of sources 563
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in other languages that meet our criteria, which564

potentially introduced language and cultural biases.565

Moreover, additional characters could be included566

to further broaden the application scenarios of our567

method. Such expansions would not only enhance568

the versatility of our approach but also make it569

more inclusive across diverse linguistic landscapes.570
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A Appendix699

A.1 Turning point and Arousal700

A turning point in a narrative, as conceptualized701

by (Papalampidi et al., 2019), is an event (or more702

generally a plotmoment) that significantly influ-703

ences the plot-progression. A Turning point can704

be categorized into 5 types: Opportunity - The705

introductory event that sets the stage for the narra-706

tive; Change of Plans - A pivotal moment where707

the main goal of the narrative is defined or altered;708

Point of No Return - The commitment point beyond709

which the protagonists are invested in goals; Major710

Setback - A critical juncture where the protagonists711

face significant challenges or failures. Climax -712

The peak of the narrative arc, encompassing the713

resolution of the central conflict714

Given our constructed plots-rich dataset, partic-715

ularly the portions collected from human-written716

scripts, this concept is well-suited for our work.717

We consider utterances that fulfills one of the con-718

ditions as advancing the plot in the conversation.719

Wundt (1912) pointed out that arousal is an 720

indispensable property in affective experiences. 721

Arousal is a state of physiological and cogni- 722

tive activation reflecting the intensity of attention 723

and emotion, ranging from feeling quiet to active. 724

While Low arousal implies a state of calmness and 725

diminished responsiveness, high arousal involves 726

heightened alertness and enhanced sensory engage- 727

ment (Mohammad, 2018). Therefore, assessing 728

users’ arousal states can serve as an indicator of 729

whether users obtain a more immersive experience 730

with our method from the lens of affectivity. 731

A.2 NRC lexicon 732

According to Mohammad (2018), NRC lexicon is a 733

multilingual resource developed by the National 734

Research Council Canada (NRC) for sentiment 735

analysis and emotion detection. It associates En- 736

glish words with eight basic emotions (joy, sadness, 737

anger, fear, trust, disgust, anticipation, surprise) 738

and binary sentiment polarity (positive/negative), 739

serving as a foundational tool for NLP and psycho- 740

logical studies. 741

A.3 Fluency, Coherency and Consistency 742

As proposed in Tu et al. (2024), fluency, coherency 743

and consistency are three aspects of RPA’s basic 744

conversation ability. Fluency measures how well- 745

formed and grammatically sound the responses are. 746

A fluent response should be easy to read and free 747

from grammatical errors. Coherency refers to how 748

well the response aligns with the given topic. An 749

RPA should provide response that directly address 750

the user’s query and stay on topic throughout the 751

conversation. Consistency : This examines whether 752

the RPA maintains uniform and non-contradictory 753

responses throughout an interaction. Each response 754

should align with previous statements, avoiding any 755

conflicting information. 756

Computation Tu et al. (2024) propose a reward 757

model, CharacterRM to evaluate the above metrics. 758

For characters included in CharacterRM, we utilize 759

this model for assessment. For other characters, we 760

prompt GPT-4 with manually-written examples to 761

score these metrics. 762

B Guidelines for Role Selection 763

To filter out data with coherent and logical plots, as 764

well as distinct and rich character traits, we follow 765

the two criteria below for role selection. We also 766

provide several sets of examples in Figure 13 to 767

facilitate the understanding of these criteria. 768
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Causal coherence: In role-playing, the logical769

consistency of the plot is a core element in ensuring770

the credibility of the story and the immersion of771

the user. It mainly includes the following aspects:772

• Plot coherence: The dialogue between char-773

acters should remain coherent, with no inter-774

ruptions in the storyline that suddenly jump775

to other scenes or events.776

• Tight cause-and-effect chain: Events in the777

story should logically follow one another, with778

clear and understandable connections between779

actions and their outcomes.780

• Stability of time-space logic: The sequence781

of events should respect the established time-782

line and spatial settings, avoiding any incon-783

sistencies that could confuse the audience.784

Character consistency: In role-playing, the con-785

sistency of character is an important factor in en-786

suring that characters are vivid and believable. It is787

mainly reflected in the following aspects.788

• Consistency of character behavior: Charac-789

ters should act in ways that are true to their790

established personality, background, and expe-791

riences. This helps maintain believability and792

allows the audience to predict and understand793

their actions.794

• Language style and vocabulary choice: The795

way a character speaks, including their choice796

of words and manner of speaking, should be797

consistent with their background, education,798

and personality. This adds depth and authen-799

ticity to the character.800

• Motivation and goals: A character’s actions801

should be driven by clear and consistent mo-802

tivations and goals. Understanding what a803

character wants and why they want it helps to804

create a coherent and engaging narrative.805

C Guidelines for Response annotation806

The objective of response annotation is to identify807

and screen plot-driving dialogue responses. Fo-808

cus on script-based dialogues with high narrative809

impact. 5 turning point categories are acceptable,810

including Opportunity, Change of Plans, Point of811

No Return, Major Setback, Climax. The annotation812

steps are as follows:813

1. Read the dialogue context to understand char- 814

acter motivations and stakes. 815

2. Flag responses that directly trigger a narrative 816

shift. 817

3. Classify using the 5 categories above. Pri- 818

oritize emotional intensity and plot conse- 819

quences. 820

4. Note ambiguous cases for team review. 821

Figure 12 provides a set of examples of different 822

types of plot-progression responses. 823

D Prompts 824

D.1 Prompt for LLM annotation 825

In Figure 7 and Figure 6 we provide prompts for 826

leveraging LLMs to annotate turning points in Chi- 827

nese and English dialogues. 828

D.2 Prompt for automated evaluation 829

In Figure 9 and Figure 8 we provide prompts for 830

utilizing GPT-4o to determine the conversation ter- 831

mination. 832

D.3 Prompt for advancing the plot 833

In Figure 10 and Figure 11 we provide prompts for 834

explicitly instructing the PRAs to advance the plot. 835

836

E Comparative examples of conversations 837

with Xiao Feng 838

In Figure 14 we provide full texts from compara- 839

tive examples of conversations with the RPA por- 840

traying Xiao Feng before and after enhancing its 841

plot-progression ability, with the beginning of a 842

drinking scenario. 843
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你是一个角色扮演对话专家，你的任务是分析对话中推动剧情发展的句子。
输⼊:
1. 对话内容：{dialogue_content}
2. 主人公特点：{main_characteristics}

分析要求:
请判断上述对话中每句话是否属于以下五种推动剧情发展的类型：
1. 机遇：引导性事件，发生在背景和角色介绍之后
2. 计划变更：定义主要目标的事件
3. 无法回头的时刻：促使角色完全投入目标的事件
4. 重大挫折：导致情况恶化的事件
5. 高潮：故事的最终关键时刻

输出格式:
- 请用逗号分隔的数字序列返回符合任意类型的句子序号（序号从1开始，不
得超过100）,序号的数量应当不超过10个。
- 示例输出：{{"number":[X, X, X, X, X, X, X, X, X]}}
- 除此之外不要输出任何其他内容
- 如果一句话符合多个类型，也只被标注一次
- 不需要给出理由

Prompt Template (Chinese).

Figure 6: The prompt for annotating the turning points in Chinese
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You are a role-playing dialogue expert, and your task is to analyze the sentences in 
the dialogue that drive the plot forward.
Inputs:
1.Dialogue content: {dialogue_content}
2.Main character traits: {main_characteristics}

Analysis Requirements:
Determine whether each sentence in the dialogue belongs to one of the following 
five types that drive the plot:
1.Opportunity: Guiding events that occur after the background and character 
introduction.
2.Change of plans: Events that define the main goal.
3.Point of no return: Events that push the character to fully commit to the goal.
4.Major setback: Events that worsen the situation.
5.Climax: The final critical moment of the story.

Output formats:
- Return the sentence numbers (starting from 1, not exceeding 100) that match any 
type as a comma-separated sequence of numbers. The number of sequences should 
not exceed 10.
- Example output: {{"number":[X, X, X, X, X, X, X, X, X]}}
- Do not output anything else.
- If a sentence matches multiple types, it should only be labeled once.
- No need to provide reasons.

Prompt Template (English).

Figure 7: The prompt for annotating the turning points in English
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Prompt Template (Chinese).

输⼊:
<历史对话>

要求:
你是⼀个⽹⽂资深阅读⽤户，请完整阅读提供的历史对话，判断assistant的最后三轮回复:{last_three_assistant_content}是否都符合以下条件之⼀，如果是，
那么就输出“终⽌对话”。

1. 当前回复与历史回复之间的重复：
- assistant的最后三轮回复与前⾯历史轮次的assistant回复内容存在重复（内容含义上没有变化或者问题内容没变化）。
- assistant 在不同对话轮次使⽤完全相同的句式或段落（即使换了⼏个词，但核⼼表达相同），未能展现⾜够的语⾔多样性和吸引⼒。

2. ⽆视⽤户提出的推进故事情节/加深关系的要求：
- user提出要求打断或者推动剧情的时候，assistant依然⾃顾⾃继续推动剧情或推动剧情时显得固执（如反复要求⽤户参与某个不符合其兴趣的活动）。
- 需要 assistant 主动推进剧情时，assistant 未能推进剧情或仅推进与历史对话内容相似的情节。
- assistant 对话正常、⽆逻辑错误，但剧情平淡，assistant 的最后三轮回复描写不够⽣动，未能提升⽤户兴趣。

3.RPA 当前信息与以往信息之间的⽭盾
- assistant 的最后三轮回复与前⾯历史轮次存在前后不⼀致（如之前表示不喜欢某物，后续却主动要求该物，或否认某事后⼜默认其发⽣）。
- assistant 在关键设定上出现⽭盾，例如：时间、地点、事件顺序与先前描述不符；⻆⾊关系、⾝份发⽣变化（如 assistant 之前是朋友，后续却声称是陌
⽣⼈）；物品状态前后⽭盾（如某物品已损坏或丢失，但 assistant 仍能使⽤它）。
- assistant 在同⼀轮回复中⾃相⽭盾（例如说⾃⼰不想做某事，但后⾯⼜主动去做）。

4. ⽆视⽤户情绪的变化：
- user 回复较为消极（如持续使⽤“嗯”“啊”等），assistant 仍未推动剧情。
- user 连续多次拒绝某事，assistant 仍然坚持要求 user 执⾏该⾏为，且 assistant 的最后三轮回复依然维持相同态度。
- assistant 缺乏共情能⼒，在 user 表现出明显的消极情绪或困境时仍然冷漠或刻薄（如 user 表达疲惫或痛苦，assistant 仍以冷漠或讽刺语⽓回应）。

5. 缺乏多样化的交互情境：
- assistant历史对话最后3轮中，assistant回复很多都是⼀个句式（如assistant很多轮都是⼀个问句后接⼀个陈述句，句式没有什么变化，表达多样性较
差）。
- assistant 在对话推进⽅式上单⼀，始终采⽤相同的互动⽅式（如总是通过对话推进剧情，⽽不尝试使⽤动作描述、环境变化、⻆⾊⼼理描写等⽅式），
缺乏⾜够的交互多样性。

Figure 8: The prompt for utilizing GPT-4o to determine the conversation termination in Chinese

Prompt Template (English).

Inputs:
<conversation history>

Instructions:
You are a seasoned online novel reader. Please thoroughly review the provided historical dialogue and assess whether the last three assistant responses: 
{last_three_assistant_content} meet any of the following conditions. If they do, output "Discontinuing the conversation.“

1. Repetitions  between the RPA's current and history replies:
- The last three assistant responses are essentially repeated from earlier assistant replies (meaning the content or core idea hasn’t changed).
- The assistant uses identical phrasing or paragraphs in different dialogue rounds (even if only a few words are altered, but the core expression remains unchanged), 
and doesn’t demonstrate enough linguistic variety and engagement.

2. Ignorance  of user's requests to advance the storyline / deepen relationships:
- The user requests to interrupt or progress the storyline, and the assistant continues unresponsively or stubbornly pursues an irrelevant course (such as insisting the 
user participate in an activity that is not aligned with their interests.
- The user has asked for the assistant to actively move the plot forward and the assistant fails to do so, or continues to advance a plot that is too similar to the 
previous one without introducing new elements.
- The assistant's responses, though logically sound, are too mundane and lack vitality in the narrative, failing to engage the user’s interest.

3. Contradictions  in RPA's present and previous messages:
- The last three assistant responses contradict prior responses, for instance, where the assistant previously expressed dislike for something and then later asks for it, 
or denies something and later assumes it has occurred.
- There is a key setting inconsistency, such as contradictions in time, place, or event sequence, or a change in character relationships or identities (e.g., the assistant 
previously presented as a friend but later claims to be a stranger).
- There are contradictions within the same response (e.g., the assistant says it does not wish to do something but later goes ahead and does it).

4. Disregard for changes in user emotions:
- The user replies in a more passive or disengaged manner (e.g., repeatedly using non-committal phrases such as "Hmm" or "Ah") and the assistant fails to move the 
plot or show empathy.
- The user repeatedly rejects a suggestion, and the assistant persists in asking for the same action without adapting to the user’s response.
- The assistant fails to show empathy or responds in a cold or dismissive manner when the user expresses frustration or distress.

5. Scarcity of diverse interaction contexts:
- In the last 3 rounds of dialogue, the assistant repeats the same sentence structure (e.g., many responses begin with a question followed by a statement) multiple 
times (five or more), demonstrating poor variation in expression.
- The assistant’s interaction style remains monotonous and is limited to dialogue-based progression without incorporating other narrative techniques, such as action 
description, environmental changes, or psychological insights into characters, and fails to provide sufficient variety in the interaction.

Figure 9: The prompt for utilizing GPT-4o to determine the conversation termination in English
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System prompt:
{system_prompt}
Conversation History:
{conversation history}
Requirements:
- Descriptions of actions, tone, expressions, background, and environment should be 
vivid, immersive, and richly detailed, evoking a novel-like atmosphere with strong 
visual appeal. Ensure descriptions are compelling but concise.
- Contextually advance the storyline within the current dialogue round. You 
should proactively shift the topic or advance the storyline. The goal is to sustain user 
engagement, demonstrating high emotional intelligence when appropriate.

Prompt Template (English).

Figure 10: The prompt for explicitly instructing the PRAs to advance the plot in Chinese

⻆⾊设定:
{system_prompt}
历史对话：
{conversation history}
要求：
- 你输出的动作/语气/神态/背景/环境的文字刻画和用词应该是生动形象的、优美
的、引人入胜的、细腻的、具有氛围感的、小说级画面感，括号文字内容长度
不要过长。
- 在本轮对话中根据上下文推动剧情。你需要主动切换话题或者推动剧情发展，
你的目的是吸引用户与你对话，必要时基于角色设定展现出你的高情商。

Prompt Template (Chinese).

Figure 11: The prompt for explicitly instructing the PRAs to advance the plot in English

Opportunity

Gandalf: This is the One Ring. 
Forged by the Dark Lord 
Sauron… It must be destroyed.
Frodo: Then I will take it! I will 
take the Ring to Mordor.
Gandalf: (gravely) You cannot do 
this alone…

The Lord of the Rings

The revelation creates a pivotal 
chance to alter Middle-earth’s fate.

✅

Nick Fury: Loki’s scepter is at 
Strucker’s base. This is a HYDRA 
stronghold.
Tony: I thought we were 
focusing on Ultron?
Natasha: (scanning data) New 
intel changes everything. We 
split teams - some go for scepter, 
others contain Ultron.

The Avengers

The mission parameters abruptly 
shift mid-operation.

✅

OBI-WAN: You must come with 
me to Alderaan. Learn the ways 
of the Force.
Luke: I can’t get involved! I’ve 
got work to do!
OBI-WAN: (pointing at hologram) 
That’s your father’s lightsaber. 
He wanted you to have it… 
when you were ready.

Star Wars: A New Hope

Luke’s acceptance of the lightsaber 
marks irreversible commitment.

✅

Joker: (over phone) You’ve 
changed things… forever. Now 
everyone will watch.
(Hospital explosion roars in 
background)
Gordon: (yelling) Harvey’s gone! 
The Joker took Rachel… 
Everything’s burning!

The Dark Knight

Batman’s failure to save both 
hostages creates catastrophic 
consequences.

✅

Captain America: (radio crackles) 
Avengers… assemble!
Thanos: I will shred this universe 
down to its last atom!
Tony: (activating nanotech) And 
I… am… Iron Man. (Snaps fingers)

The Avengers

The final confrontation resolves the 
ultimate conflict through 
irreversible action.

✅

Change of Plans Point of No Return Major Setback Climax

Figure 12: Guidelines for manual turning points annotation
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Plot Coherence

Tight Cause-and-
Effect Chain

Stability of Time-
Space Logic

Consistency of 
Character Behavior

Language Style and 
Vocabulary Choice

Motivation and 
Goals

Michael: I’ll handle this, Pop. I’ll talk to Sollozzo.
Sonny: You’re not a wartime consigliere, Mike! This ain’t your fight!
Michael: It’s not personal, Sonny. It’s strictly business.
Sollozzo: You think you can negotiate for your family?
Michael: I’m here to protect my father. Let’s talk.

Hero: We need to stop the bomb!
(Cut to unrelated scene)
Sidekick: Hey, let’s grab coffee first!
Hero: Sure, why not?

Good case Bad caseThe Godfather

Dialogue flows logically from family tension to 
Michael’s decisive action.

Action Movie

Abrupt scene shift breaks narrative flow 
without justification.

Walter: We need to eliminate Gus. He’ll kill us otherwise.
Jesse: How? He’s untouchable!
Walter: Not if we poison him. He trusts me now.
(Later, Gus dies from poisoned drink)

Sam: The Matrix of Leadership is hidden in Egypt!
(Randomly finds it in a desert cave with no clues)
Mikaela: How did you know?
Sam: I… just felt it?

Good case Bad caseBreaking Bad Transformers: Revenge of the Fallen

Actions directly drive outcomes. Convenient discovery breaks causal logic.

Marty: If I don’t make my parents kiss, I’ll vanish!
Doc: You’re altering the timeline – every action matters!
(Consistent time-travel rules maintained throughout)

Barry: We’re trapped in a 24-hour loop!
(Next scene: Characters reference events from “yesterday” 
but timeline resets inconsistently)
Iris: Wait, didn’t this already happen… twice?

Good case Bad caseBack to the Future The Flash

Consistent time-travel rules maintained throughout Confusing time-reset mechanics.

Gandalf: Fly, you fools! (Sacrifices himself to Balrog)
(Later, resurrected as Gandalf the White)
Gandalf: I’m sent back until my task is done.

Jaime (S4): I killed the Mad King to save the people.
Jaime (S8): I never cared about the innocent.

Good case Bad caseThe Lord of the Rings Game of Thrones

Consistent self-sacrificial wisdom. Contradicts established moral growth.

Sherlock: The universe is rarely so lazy. Observe 
the asymmetrical mud stains – clearly a left-handed killer.
John: How do you even…?
Sherlock: Deduce, John. It’s child’s play.

Archie (normally earnest): Veronica, your capitalist 
ventures exacerbate systemic inequities!
Veronica: Since when do you use SAT words, Archiekins?

Good case Bad caseSherlock Riverdale

Consistently clinical, arrogant tone. Sudden vocabulary shift mismatches character.

Forrest: I just felt like running. (Runs across America for years)
Reporter: Why are you doing this?
Forrest: I… needed to think.

Poe: We’re rebels! Let’s fight the First Order!
(Later, supports Holdo’s passive plan without protest)
Leia: Follow orders, Poe.
Poe: Yes, ma’am.

Good case Bad caseForrest Gump Star Wars: The Last Jedi

Simple, consistent emotional motivation. Abrupt shift from rebellious to compliant.
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Figure 13: Guidelines for manual role selection
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此酒乃我多年珍藏，今日得遇阁下，理当畅饮

痛快！今日与你把酒言欢，只觉投缘。你我皆是性情

中人，何不结为异姓兄弟？

You said it, (Fills the wine bowl) Look at that beautiful 
moonlight. We won't return until we're drunk!

好！好！今日我萧峰得一好兄弟，实乃平生一大快事！

来，我们再饮三碗
Great! Today, I've gained a good brother, and it's one of the 
happiest moments of my life! Come, let's have three more 
bowls!

这酒可还合口味？这是我从汉中带来的佳酿，十年陈

酿，醇厚绵长。

 

当年我在山中与一樵夫喝酒，那酒...啧啧，比这更胜三分！

后来呢？可曾带些回来

可惜啊，后来再去寻那老樵夫，却是踪迹全无

聚散无常，唯有这杯中物，能让人暂解愁思

说得好，（斟满酒碗 ）这月色正好，不醉不归啊

（欣然举碗 ）好！阁下懂我

This wine is a treasure I've been saving for years. Meeting 
you today, we must have a good drink together!

（接过酒碗） 多谢！我敬你一碗！

(Takes the bowl of wine) Thanks! Here's to you!

（仰头狂饮）雁门关外的规矩，洒出半滴便算输

(Tilts head back and drinks deeply) At Yanmen Pass, rule 
is that if you spill a drop, you lose!

看好了！（酒柱精准注入三只海碗）这三碗，敬好汉！

Watch this! (Pours er wine precisely into three large 
bowls) These three bowls are for the brave!

敢不敢与我悬酒坛对饮

Do you dare to drink straight from the wine jar with me?

正合我意，（仰面狂饮）这烧刀子果然够烈

Just what I wanted! (Drinks heartily) This strong wine 
really packs a punch!

Cheers to this awesome night! Hanging out with you 
over drinks, we just click perfectly. Since we're both 
straightforward souls, let's become sworn brothers!

Brother! I was thinking the same, just didn't dare to 
bring it up.

Does this wine suit your taste? It's a fine brew I brought 
from Hanzhong, aged for ten years, rich and mellow.

好酒！入口醇香，回味无穷。阁下好雅致！

Great wine! It‘s mellow and has a lingering 
aftertaste,you've got style!

Back then, I was in the mountains, sharing drinks with a 
woodcutter. The wine... amazing! It was far better than this one.

What happened next? Did you bring any of that wine back?

Sadly, when I went back to look for that old woodcutter 
later, there was no trace of him at all.

Partings and reunions are unpredictable. Only the drink this 
wine can offer temporary relief from melancholy.

良辰美景，不醉枉少年

With such a lovely time and beautiful scenery, it would be a 
waste of our youth if we don't get drunk tonight.

(Readily raises the bowl) Excellent! You, sir, truly understand me.

大哥！小弟正有此意，只是不敢贸然开口！

Enhanced with plot-progression capability Without Enhancement

Figure 14: Full texts from comparative examples of conversations with Xiao Feng
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